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SOUNDINGS
This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research artcles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Adnan Akay named Lord Professor in
mechanical engineering at Carnegie Mellon

Adnan Akay, professor and head,
Mechanical Engineering Department,
has been named recipient of the
Thomas Lord Professorship at Carn-
egie Mellon University.

Akay has been with Carnegie
Mellon since 1992. As head of the De-
partment of Mechanical Engineering,
he has been instrumental in substan-
tially reshaping the course curriculum
and refocusing the research efforts of
the department to allow for new initia-
tives. His research, which has resulted
in extensive publications in profes-
sional research journals, reviews, ab-
stracts and monographs, covers funda-

mental issues related to generation and transmission of sound and vibration,
as well as engineering aspects of noise and vibration control.

Akay is a Fellow of the Acoustical Society of America and has re-
ceived the American Society of Mechanical Engineers’~ASME! Dedicated
Service Award.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1998
9–13 Feb. 1998 Ocean Sciences Meeting, San Diego, CA@Ameri-

can Geophysical Union, 2000 Florida Ave., N.W.,
Washington, DC 20009, Tel.: 202-462-6900; Fax: 202-
328-0566; WWW: http://www.agu.org#.

19–21 Feb. 23rd Annual National Hearing Conservation Associa-
tion Conference, Albuquerque, NM@NHCA, 611 E.
Wells St., Milwaukee, WI 53202; Tel.: 414-276-6045;
Fax: 414-276-3349; E-mail: nhca@globaldialog.com#.

5–8 April NOISE-CON 98, Ypsilanti, MI@Noise Control Founda-
tion, P.O. Box 2469, Arlington Branch, Poughkeepsie,
NY 12603; Tel.: 914-462-4006; Fax: 914-463-0201; E-
mail: noisecon98@aol.com; WWW: users.aol.com/
noisecon98/nc98–cfp.html#.

4–7 June 7th Symposium on Cochlear Implants in Children, Iowa
City, IA @Center for Conferences and Institutes, The
University of Iowa, 249 Iowa Memorial Union, Iowa
City, IA 52242-1317; Tel.: 800-551-9029; Fax: 319-
335-3533#. Deadline for receipt of abstracts: 1 March

20–26 June 16th International Congress on Acoustics/135th meet-
ing of the Acoustical Society of America, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

26 Jun.–1 Jul. International Symposium on Musical Acoustics, ISMA
98, Leavenworth, WA@Maurits Hudig, Catgut Acousti-
cal Society, 112 Essex Ave., Montclair, NJ 07042, Fax:
201-744-9197; E-mail: catgutas@msn.com, WWW:
www.boystown.org/isma98#.

7–12 July Vienna and the Clarinet, Ohio State Univ., Columbus,
OH @Keith Koons, Music Dept., Univ. of Central

Robert J. Bernhard—For contributions
to computational acoustics and active
noise control.

Arnold Tubis —For contributions to co-
chlear mechanics and musical acoustics.

Klaus Scherer—For contributions to the
understanding of emotions in speech.
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Florida, P.O. Box 161354, Orlando, FL
32816-1354, Tel.: 407-823-5116; E-mail:
kkons@pegasus.cc.ucf.edu#.

9–14 Aug. International Acoustic Emission Conference, Hawaii
@Karyn S. Downs, Lockheed Martin Astronautics, PO
Box 179, M. S. DC3005, Denver, CO 80201; Tel.: 303-
977-1769; Fax: 303-971-7698; E-mail:
karyn.s.downs@lmco.com#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314 Tel.: 703-836-4444;
Fax: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,

NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org, WWW: http://asa.aip.org#.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/Forum Acusticum 1999@Acoustical Society
of America, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org; WWW: asa.aip.org#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219; Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Brazil to host the first Iberoamerican
Congress of Acoustics—April 1998

It was October 1995 when the Iberoamerican Federation of Acoustics
~FIA! was officially established, in Valdı´via in Chile, as a nonprofit scien-
tific federation. The bylaws of FIA were approved in 1996 in Buenos Aires
by member societies which today include the Asociacio´n del Acústica Ar-
gentina~AdAA !, the Sociedade Brasileira de Acu´stica ~SOBRAC!, the So-
ciedad Chilena de Acu´stica ~SCHA!, the Sociedad Espan˜ola de Acústica
~SEA!, the Sociedad Peruana de Acu´stica, and the Sociedade Portuguesa de
Acústica.

This Congress will be organized by SOBRAC. It will be held 5–8
April 1998 in Florianópolis-SC-Brasil. The 18th meeting of SOBRAC will
be part of the Iberoamerican Congress, as will be the 1st Symposium of
Metrology and Normalization in Acoustics and Vibrations. The official lan-
guages will be Portuguese, Spanish, and English. All events are scheduled to
take place in a seashore hotel where apartments and chalets have been
reserved for participants and their families.

The program includes contributed papers and invited lectures by
speakers from South and North America, various European countries, and
Australia. In addition to the lecture program there will be four mini courses
~4 hours each! and four roundtable discussions. An exhibition of technologi-
cal instrumentation and materials will be open during the Congress.

Further information can be obtained from SOBRAC, Universidade
Federal de Santa Catarina, Departamento de Engenharia Mecaˆnica, Labora-
tório de Vibrações e Acu´stica, Cx.P. 476-Floriano´polis-SC-Brasil. Fax:155
48 331 9677; e-mail: sobrac@gva.ufsc.br; Web: www.sobrac.ufsc.br

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of theJournal. This listing is continued below.

The November issue of JASJ~E!, Vol. 18, No. 6~1997! contains the
following papers:

Saleem Asghar and Tasawar Hayat ‘‘Acoustic diffraction near a penetrable
strip’’
T. Arai, K. Okazaki, S. Imatomi, and Y. Yoshida ‘‘Acoustical and percep-
tual cues of the palatalized articulation of /s/’’
H. Suda, M. Ukigai, and Y. Miida ‘‘Sound reflection from a fine board array
of finite length in oblique incidence’’
T. Sakuma and M. Yasuoka ‘‘Numerical vibro-acoustic analysis of sound
fields coupled with a baffled membrane’’
S. Iwamiya and Mingzhi Zhan ‘‘A comparison between Japanese and
Chinese adjectives which express auditory impressions’’
T. Hasegawa, C. Matsuoka, N. Inoue, and T. Tizuka ‘‘A new theory of
Rayleigh radiation pressure’’

International Meetings Calendar
Below are announcements of meetings to be held abroad. Entries pre-

ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

February 1998
2–6 Ultrasonic Technological Processes—98, Moscow.

6/97

March 1998
4–5 4th Annual Conference of the Society of Acoustics of

Singapore, Singapore.10/97
11–12 *1st Annual Conference of the German Audiological

Society, Oldenburg, Germany. ~B. Kollmeier,
Medizinische Physik, Universita¨t Oldenburg, 26111
Oldenburg, Germany; Fax:149 441 798 3698; e-mail:
biko@medi.physik.uni-oldenburg.de!

13–15 *Nordic Noise „Medical and biological effects…,
Stockholm, Sweden.~Ms. G. Scholander, Otorhino-
laryngology Department, Karolinska Hospital, 171 76
Stockholm, Sweden; Fax:146 8 5177 6267; e-mail:
gschol@ent.ks.se!

17–19 *Spring Meeting Acoustical Society of Japan, Tokyo,
Japan.~Acoustical Society of Japan, Ikeda-Building,
2-7-7, Yoyogi, Shibuya-ku, Tokyo 151 Japan; Fax:
181 3 3379 1456!

23–27 DAGA 98 „German Acoustical Society Meeting…,
Zürich. 8/96

31–2 Acoustics 98, Cranfield University, UK.10/97

April 1998
5–8 *1st Iberoamerican Congress of Acoustics,

Florianópolis-SC-Brazil~for contact address see notice
above!

27–30 Waves in Two-phase Flows~EUROMECH Collo-
quium!, Istanbul.12/97

May 1998
10–14 6th Meeting of the European Society of Sonochem-

istry , Rostock-Warnemu¨nde.10/97
18–22 7th Spring School on Acoustooptics and Applica-

tions, Gdańsk. 8/97
25–27 Noise and Planning 98, Naples.2/97

June 1998
8–10 EAA/EEAA Symposium ‘‘Transport Noise and Vi-

bration ,’’ Tallinn. 10/96
9–12 8th International Conference on Hand-Arm Vibra-

tion, Umea.6/97
20–28 Joint Meeting of the 16th International Congress on

Acoustics and 135th Meeting of the Acoustical Soci-
ety of America, Seattle.6/97

July 1998
1–12 NATO ASI ‘‘Computational Hearing,’’ Il Ciocco

~Tuscany!. 12/97

September 1998
7–9 Nordic Acoustical Meeting 98, Stockholm.10/97
14–16 Biot Conference on Poromechanics, Louvain-la-

Neuve.10/97
14–16 ACUSTICA 98, Lisbon.10/97
14–18 35th International Conference on Ultrasonics and

Acoustic Emission, Chateau of Trˇešt’. 10/97

November 1998
16–18 Inter-Noise 98, Christchurch.4/96
20 Recreational Noise, Queenstown.10/97
23–27 ICBEN 98: Biological Effects of Noise, Sydney.12/96
30–4 5th International Conference on Spoken Language

Processing, Sydney.6/97

March 1999
15–19 Joint Meeting of DAGA, EAA Forum Acusticum,

and 137th Meeting of the Acoustical Society of
America, Berlin. 6/97
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June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97
5–8 *6th International Congress on Sound and Vibra-

tions, Copenhagen, Denmark.~F. Jacobsen, Department

of Acoustic Technology, Building 352, Technical Uni-
versity of Denmark, 2800 Lyngby, Denmark; Fax:
145 45 88 05 77; e-mail: fjac@dat.dtu.dk; Web:
www.dat.dtu.dk!

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97
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REPORTS OF RELATED MEETINGS

PSQ ’97 on Cape Cod

PSQ ’97, a meeting on Product Sound Quality, was held on Cape Cod,
Massachusetts in September. This two-day workshop, which had 18 presen-
tations by 30 participants, was sponsored by the Acoustical Society of
America and the Institute of Noise Control Engineering. The participants
were from the appliance, aircraft, automotive, and telecommunications in-
dustries, and from consultation and academia.

The goal of the workshop was to allow sound quality~SQ! practi-
tioners to exchange experiences and viewpoints about the rapidly develop-
ing activities concerned with how products sound, and not merely with their
loudness or annoyance~although those attributes are clearly important!. A
great deal of discussion centered on the ability of physical measurements in
general, and the value of certain algorithms or ‘‘metrics’’ in particular, to
correlate with the subjective response to product sounds.

A few of the participants had considerable experience with the food,
flavor, and aroma industries where the aesthetic values of odor, taste, and
texture are typically of concern. The correlation between subjective re-
sponses for these senses and physical measurements is highly problematic,
and the use of jury studies and experimental design has long been exploited.
In some cases, sound quality studies have also benefited by adapting the
techniques pioneered in these industries. However, the link between target
designs resulting from such studies and ‘‘recipes’’ or modifications is much
less straightforward for product sound. This indicates an area where more
work is needed. In fact, the pursuit of the ability to ‘‘listen to a design’’
before it is built is currently being emphasized in the automotive industry.

The value of physical metrics for SQ is clear: it is much more conve-
nient and less costly to process a signal and predict SQ directly than it is to
conduct jury studies. However, the predictive capacity of current metrics is
being questioned. In that event, is there a way to map directly from subjec-
tive reaction to product design? Two different approaches—one used in the
automotive industry, and another used for appliance studies were described
at PSQ ’97. The former uses a genetic algorithm to lead in the search over
the physical parameter space to optimize for SQ. The latter uses jury testing
and analysis of variance and a ‘‘response surface method’’ to search for
preferred designs. But the metrics have not been discarded. Several present-
ers gave examples of their successful use in specific cases.

Was the workshop successful~or even useful!? Participants expressed
unsolicited enthusiasm for the experience. The combination of beautiful
early fall weather on Cape Cod, a casual atmosphere, productive interac-
tions, and camaraderie made for a fruitful and enjoyable workshop. The
opportunity to disclose various methods and approaches, to hear how others
have made the tests and calculations, and to reflect on the strengths and
shortcomings of various programs was educational, with a lot of learning
involved. Will there be another PSQ ’XX? In ’98, a special seminar on
sound quality will be sponsored by INCE in conjunction with Noise Con 98.
Perhaps there will be a PSQ ’99.

This reporter thanks the ASA and INCE for their assistance with
PSQ ’97, and is grateful to his fellow organizing committee members, Bob
Bernhard, Bennett Brooks, and Imdad Imam. A special thanks to George
Maling of INCE for his assistance.

RICHARD H. LYON
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039
RONALD B. COLEMAN, BBN Acoustic Technologies, 70 Fawcett Street, Cambridge, Massachusetts 02138
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026

5,673,561

43.35.Ud THERMOACOUSTIC REFRIGERATOR

William C. Moss, assignor to the University of California
7 October 1997„Class 62/6…; filed 12 August 1996

In this thermoacoustic refrigerator transducer5 is sealed at one end of
housing1 to generate a quarter-wavelength standing wave within the hous-
ing by reflection from closed end8. The standing wave is created within
helium or other noble gas, passing through porous thermal stack6 disposed
between perforated heat exchangers2 and3. The compression and decom-
pression of the gas moving within thermal stack6 creates a temperature
gradient between the ends of the stack at the heat exchangers, with a higher

temperature at exchanger3 and a lower temperature at exchanger2 for
refrigeration purposes. The porous stack material may be reticulated vitre-
ous carbon open-cell foam which is said to provide ‘‘a desirable ratio of
thermoacoustic area to viscous area, which has a low resistance to flow,
which minimizes acoustic streaming and which has a high specific heat and
low thermal conductivity...’’.—DWM

5,602,930

43.38.Ja LOUDSPEAKER

Roger N. Walton, assignor to Harman-Motive Limited
11 February 1997„Class 381/192…; filed in the United Kingdom 17

July 1992

The skirt of conductive dome13 is inductively coupled to voice-coil
12. High-frequency energy emanates from the horn formed between phasing

plug 16 and former8. The dome is supported at several discrete points by
insulating gasket14. This method of attachment is said to reduce suspended
mass and improve the performance of the tweeter.—GLA

5,639,996

43.38.Ja ASYMMETRICALLY RESONANCE TUNED
SPEAKER BOX

Yu-Wah Tan, Fremont, CA
17 June 1997„Class 181/199…; filed 16 November 1995

The panels that make up this loudspeaker box are built up to various
thicknesses in a nonsymmetrical manner so as to sound ‘‘less boxy.’’—GLA

5,659,155

43.38.Ja ACOUSTICAL TRANSDUCER ENCLOSURE

Louis B. Porzilli, Sparta, NJ
19 August 1997„Class 181/0.5…; filed 19 July 1995

This is a simplified version of the inventor’s earlier design in U.S.
patent 5,327,985. A single loudspeaker can be located between two rectan-
gular vents as shown, or a single vent can be located between two loud-
speakers. In either case, the three-point projection geometry is supposed to
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concentrate frequencies below 90 Hz into a tight directional pattern ‘‘...pre-
viously thought impossible.’’ Assuming that the box is about 1.5 m high,
most loudspeaker designers willstill think it impossible.—GLA

5,613,010

43.38.Lc APPARATUS FOR REPRODUCING
SOUND WITH A REDUCED DYNAMIC RANGE

Lawrence F. Heyl and Steven E. Austin, assignors to Apple
Computer, Incorporated

18 March 1997„Class 381/117…; filed 30 March 1994

A Class D audio power amplifier is driven by two input signals. A
modulation signal represents the audio program. The second input is a ref-
erence signal. A relatively simple mapping function unit modifies the dy-
namic range of the first signal more or less, or not at all, according to
instructions from the user.—GLA

5,652,642

43.38.Ne COMBINATION DIGITAL AND ANALOG
SOUNDTRACK SYSTEM AND METHOD

James A. Cashin, Tarzana, CA
29 July 1997„Class 352/27…; filed 13 March 1995

In this motion picture audio recording system, optical digital and ana-
log audio-frequency signals both occupy the space traditionally reserved for
the analog sound track. The trick is to record them in different colors and
then add some digital processing to minimize interference between the two
signals. Additional refinements suppress hiss and errors caused by dirt on
the sound track.—GLA

5,646,990

43.38.Si EFFICIENT SPEAKERPHONE ANTI-
HOWLING SYSTEM

Xu Li, assignor to Rockwell International Corporation
8 July 1997„Class 379/390…; filed 21 September 1995

Back-to-back, full duplex speakerphones have occasionally been used
in audio teleconferencing for many years. For successful full duplex opera-
tion, each station had to be set up in advance and carefully tweaked to
prevent howling and to minimize audible echo. Now that digitized comput-
erized audio is commonplace, one might expect that all of the problems
could be detected and corrected automatically in real time. The patent makes
it clear that this is no trivial task. What is described as a ‘‘cost effective’’
system would probably have been impossible to implement only a dozen
years ago. The patent document is short, easy to follow, and includes a lot of
useful information.—GLA

5,594,800

43.38.Vk SOUND REPRODUCTION SYSTEM
HAVING A MATRIX CONVERTER

Michael A. Gerzon, Oxford, United Kingdom
14 January 1997„Class 381/120…; filed in the United Kingdom

15 February 1991

This is a long patent with lots of mathematics and 35 pages of illus-
trations. A hierarchical system of multi-channel encoding and decoding is
described which, among other benefits, allows for realistic stereophonic re-
production through a given number of loudspeakers, even if the original
recording was intended for a different number of loudspeakers.—GLA

5,633,993

43.38.Vk METHOD AND APPARATUS FOR
PROVIDING A VIRTUAL WORLD SOUND SYSTEM

William G. Redmann and Kerry M. Perkins, assignors to The
Walt Disney Company

27 May 1997„Class 395/119…; filed 10 February 1993

The patent describes a well-designed method for delivering realistic
3-D sound in virtual reality systems, yet encoding the audio information in
a reasonable number of channels. The apparatus employs a flexible resource
scheduling method that accurately localizes only a few key sounds while
less important sources are nonlocalized.—GLA

5,603,387

43.40.Tm ACTIVE VEHICLE SUSPENSION SYSTEM

Andrew M. Beard and Andreas H. von Flotow, assignors to
Applied Power, Incorporated

18 February 1997„Class 180/89.12…; filed 6 September 1995

An active vehicle suspension system is described that is dynamically
soft, yet is stiff to quasi-static excitations. The mount is discussed in relation
to the isolation of chassis vibrations in tractors and trucks. Static stiffness is
provided by an air bag controlled through a pneumatic valve. Dynamic
control forces are applied using a hydraulic actuator to minimize chassis
motion in the low-frequency range~from 1–10 Hz!. Passive vibration iso-
lation elements are included to provide additional attenuation at higher fre-
quencies. The mount design and control system are stated to provide broad-
band vibration attenuation, starting at below 1 Hz and extending into the
thousands of Hertz, not only for bounce, but for pitch and roll movement as
well.—RBC

5,626,332

43.40.Tm VIBRATION ISOLATION SYSTEM USING
PLURAL SIGNALS FOR CONTROL

Douglas J. Phillipset al., assignors to Harris Corporation
6 May 1997„Class 267/140.14…; filed 29 July 1994

A device to provide active isolation of base motionXB from exciting
top motionXT is described. The top body is connected to the base through
a rod22 containing a compliant damping element12. Accelerometers on the
upper and lower bodies~16 and17! are used as feedback and feedforward
sensors, respectively, to control a piezoceramic actuator1 located in the load
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path. Multiple devices are used to control six degrees of freedom at connec-
tions between the top and base structures. The design of the device is said to
transmit forces primarily through the longitudinal axis. As such, the authors
contend that cross coupling between mounts does not need to be addressed
in the controller.—RBC

5,592,791

43.40.Vn ACTIVE CONTROLLER FOR THE
ATTENUATION OF MECHANICAL VIBRATIONS

Camille M. D’Annunzio and Charles E. Chassaing, assignors to
Radix Systems, Incorporated

14 January 1997„Class 244/1N…; filed 24 May 1995

A method is described for controlling building vibrations using an
active control system. The approach uses an array of reference sensors to
sense incoming earthquake vibration. Reaction-mass actuators are used to
impart control forces to the upper floor and supports of the building struc-
ture. The residual vibration is sensed using arrays of sensors located on
orthogonal sides of the building to monitor the first three vibrational modes.
Controller complexity is reduced by sensing and controlling orthogonal re-
sponses independently. The control algorithm is the Block Underdetermined
Covariance~BUC! algorithm developed by Slock, which is a modified block
least squares method. The convergence properties of this algorithm are
stated to be relatively insensitive to the condition number of the reference
input correlation matrix, and therefore are well suited to this application.—
RBC

5,595,372

43.40.Vn SEMI-ACTIVE VIBRATION MITIGATION
ASSEMBLY

William N. Patten, assignor to University of Oklahoma
21 January 1997„Class 267/64.13…; filed 7 June 1995

An approach for suppressing structural vibrations of bridges and build-
ings using a semi-active vibration damping assembly is described. The as-
sembly includes a double-rod hydraulic cylinder connected to a structure.
The relative motion between the attachment points and the pressure differ-
ential in the fluid chambers of the hydraulic cylinder are measured to control
the fluid flow between chambers. The assembly can be used to dissipate as
well as store elastic energy. To take advantage of dissipative and energy
storage capabilities~i.e., nondissipative! effects of the hydraulic fluid, the
patent states that utilizing hydraulic fluid having entrained air is beneficial
for enhancing stability of the semi-active control algorithms that are
presented.—RBC

5,596,931

43.40.Vn DEVICE AND METHOD FOR DAMPING
MECHANICAL VIBRATIONS OF A PRINTING
PRESS

Georg Rössler and Bernhard Wagensommer, assignors to
Heidelberger Druckmaschinen AG

28 January 1997 „Class 101/484…; filed in Germany 16 October
1992

A device is described for damping asynchronous mechanical vibra-
tions of a printing press to reduce ghosting and improve printing quality.
Vibration sensors mounted to the press are processed to extract the asyn-
chronous vibration responses. These responses are used to modulate the
electrical signals input to the drive motors. These modulations produce con-
trol torques which oppose the asynchronous vibrations. The net effect is said
to be the damping of the asynchronous vibrations. Several configurations are
discussed including the use of multiple sensors and motors, as well as ac-
tuators operating directly on the drive train.—RBC

5,609,230

43.40.Vn VIBRATION CANCELLING DEVICE

Malcolm A. Swinbanks, assignor to MAS Research Limited
11 March 1997 „Class 188/267…; filed in the United Kingdom 10

June 1993

This is an interesting patent about a magnetically levitated reaction-
mass shaker. A hollow steel sphere is located in the spherical space interior
of an outer shell secured to a structure to be controlled. Magnets on the inner
sphere and outer shell are used to levitate and orient the steel sphere mag-
netically inside the shell. When the structure vibrates, proximity sensors
detect changes in the proximity of the sphere. These sensor responses are
used as feedback sensors to cause magnetic forces to be applied between the
sphere and shell~i.e., structure!, which oppose local vibration of the struc-
ture while restoring the sphere toward its rest position.—RBC

5,621,656

43.40.Vn ADAPTIVE RESONATOR VIBRATION
CONTROL SYSTEM

Andrew J. Langley, assignor to Noise Cancellation Technologies,
Incorporated

15 April 1997 „Class 364/508…; PCT filed 15 April 1992

An active control system is described for modifying the apparent input
impedance of tuned dynamic absorbers mounted on a structure so as to
adjust the resonance frequency of the resonator. Sensors on the structure and
dynamic mass of the absorber, together with a tonal reference signal, are
inputs to a controller. The controller modifies the properties of the absorber
~e.g., changes the apparent stiffness! so that its resonance frequency tracks
the frequency of the tonal disturbance. The patent states that multiple adap-
tive resonators can be used to effectively damp vibrations from disturbances
containing excitation at multiple tonal frequencies.—RBC

5,515,444

43.50.Ki ACTIVE CONTROL OF AIRCRAFT ENGINE
INLET NOISE USING COMPACT SOUND
SOURCES AND DISTRIBUTED ERROR SENSORS

Ricardo Burdisso et al., assignors to Virginia Tech Intellectual
Properties

7 May 1996„Class 381/71…; filed 7 October 1994

An active control scheme to reduce noise radiated from the inlet of a
turbofan engine is discussed. Experimental results using a multiple-input–
multiple-output~MIMO ! controller suggest that tonals associated with fan
blade passage~BP! frequencies and high-pressure compressor BP funda-
mental can be significantly reduced using a filter-x least-mean-square~LMS!

control algorithm. The test configuration uses tachometer reference sensors,
acoustic horns, and loudspeakers to generate the control pressures, and a
large area polyvinyldi-fluoride~PVDF! microphone to measure the residual
sound pressure. Sets of disturbance rods were installed in the engine to
generate plane wave and spinning modes similar to those found in ultra-high
bypass engines. A concept for a compact sound source capable of being
flush mounted to the inside of the inlet duct is presented. In addition, an
approach for locating distributed error sensors along the leading edge of the
inlet is discussed.—RBC
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5,577,127

43.50.Ki SYSTEM FOR RAPID CONVERGENCE OF
AN ADAPTIVE FILTER IN THE GENERATION
OF A TIME VARIANT SIGNAL FOR CANCELLATION
OF A PRIMARY SIGNAL

Michiel W. R. M. Van Overbeek, assignor to Nederlandse
Organisatie Voor Toegepast-Natuurwetenschappelijk
Onderzoek Tno

19 November 1996„Class 381/71…; filed in Netherlands 19 Novem-
ber 1993

Rapidly changing signals tend to confuse active noise-reduction sys-
tems because adaptive digital filters converge at their own unhurried pace.
‘‘Means are provided for updating the filter coefficients with the aid of the
so-called ‘projection algorithm’...and for generating the reference signal in
such a way that an input correlation matrix...has an eigenvalue distribution
which has a value substantially equal to one after as few steps as
possible.’’—GLA

5,584,447

43.50.Ki NOISE CONTROL USING A PLATE
RADIATOR AND AN ACOUSTIC RESONATOR

Frederic G. Pla, assignor to General Electric Company
17 December 1996„Class 244/1N…; filed 19 December 1994

This patent describes a method for using active control to reduce dis-
crete tonal noise produced by aircraft engines. The method uses the equiva-
lent of Helmholtz resonators imbedded in the nacelle wall. In each cavity,
piezoceramic actuators are mounted on bendable plates to create controlled
volume velocities within each cavity. By tuning the plate and cavity reso-
nances to coincide, the author states that loud canceling noise can be gen-
erated to control tonal noise sources in the engine. Methods are presented
for tuning the resonance frequency of the Helmholtz cavities using quasi-
static control of the cross-sectional area and length of the inlet duct~i.e., the
acoustic mass!.—RBC

5,588,800

43.50.Ki BLADE VORTEX INTERACTION NOISE
REDUCTION TECHNIQUES FOR A ROTORCRAFT

Bruce D. Charles et al., assignors to McDonnell Douglas
Helicopter Company

31 December 1996„Class 416/24…; filed on 31 May 1994

An active control device is described for reducing blade-vortex inter-
action ~BVI ! noise generated by a rotorcraft, such as a helicopter. Trailing
edge flaps located near the tip of each of the rotorcraft’s rotor blades are
controlled to follow a predetermined deflection schedule during each rota-
tion of the blade. Through careful deflection and retraction of the flaps, the
authors state that blade tip vortices, which are the primary source for BVI
noise, are~a! made weaker and~b! pushed farther away from the rotor disk.
Both of these effects will reduce BVI noise according to the authors. A
tradeoff is noted for this approach between maximizing noise reduction and
increasing drag~i.e., reducing efficiency of the rotor blade! when the flaps
are deflected.—RBC

5,590,849

43.50.Ki ACTIVE NOISE CONTROL USING AN
ARRAY OF PLATE RADIATORS AND AN ACOUSTIC
RESONATOR

Frederic G. Pla, assignor to General Electric Company
7 January 1997„Class 244/1N…; filed on 19 December 1994

This patent represents a slight extension of the concept contained in
patent 5,584,447 reviewed above. This patent differs from the prior patent in
that a second layer of activated cavities, with different resonance frequen-

cies from the first, is included to extend the frequency range of control. As
pointed out by the author, finding space for such extra sets of panels/
resonators can be a problem in certain noise control applications such as in
aircraft engines.—RBC

5,600,106

43.50.Ki ACTIVELY SOUND REDUCED MUFFLER
HAVING A VENTURI EFFECT CONFIGURATION

Andrew J. Langley, assignor to Noise Cancellation Technologies,
Incorporated

4 February 1997„Class 181/206…; filed 15 May 1996

This patent describes an active muffler system designed to minimize
the acoustic mass between the loudspeaker and the error microphone, and to
minimize the ingestion of hot exhaust gases into the loudspeaker enclosure.
The acoustic mass is kept small by mounting the loudspeaker enclosure24
directly to the muffler pipe21. A smooth Venturi22 is used to generate

locally in the exhaust pipe a region that is below atmospheric pressure. A
bleed pipe26 in the front cavity of the loudspeaker enclosure permits air
from outside to flow toward the low-pressure region, thereby reducing in-
gestion of exhaust gases into the loudspeaker enclosure, and also providing
cooling. This patent is a division of U.S. Patent No. 5,550,334~previously
reviewed!.—RBC

5,602,928

43.50.Ki MULTI-CHANNEL COMMUNICATION
SYSTEM

Larry J. Eriksson and Cary D. Bremigan, assignors to Digisonix,
Incorporated

11 February 1997„Class 381/71…; filed on 5 January 1995

A multi-channel communication system is discussed for reducing
noise at passenger locations in a vehicle, while preserving the speech be-
tween passengers. Reference sensors that are well correlated with noise
sources~e.g., engine noise, road noise, etc.! are used within the context of an
adaptive recursive least-mean-square~RLMS! algorithm to minimize the
contribution of these noise sources in the responses of microphones located
in close proximity to each passenger. The residual microphone signals at the
passenger locations are assumed to carry only the speech from the local
passenger. These signals are used then as inputs to loudspeakers to enhance
reception of speech from one passenger to another.—RBC

5,602,929

43.50.Ki FAST ADAPTING CONTROL SYSTEM AND
METHOD

Steven R. Popovich, assignor to Digisonix, Incorporated
11 February 1997„Class 381/71…; filed on 30 January 1995

This patent describes an adaptive filter structure that provides for faster
convergence than filtered-X or filtered-U least-mean-squares~LMS! algo-
rithms for transfer functions between actuators and residual sensors having
propagation delays. The system includes an additional digital filter to re-
move the effect of the control signal to the actuator in the electrical signal
from the residual sensor. This modified residual signal, which represents an
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estimate of the open-loop residual response, is used for adapting the coeffi-
cients of the control filter relating the reference signals to the output control
signal. A similar approach is described for a feedback implementation. In
both cases, the approach described is basically the well-known Youla trans-
formation to recover the open-loop residual response, after which an assort-
ment of LMS-based algorithms can be used to adapt control filter
coefficients.—RBC

5,606,622

43.50.Ki ACTIVE NOISE CONTROL IN A DUCT
WITH HIGHLY TURBULENT AIRFLOW

Terry N. Christenson, assignor to The Boeing Company
25 February 1997„Class 381/71…; filed 29 September 1994

This patent discusses an approach for using active control to attenuate
sound wave propagation inside a duct with turbulent flow. The interaction of
the turbulent flow with the reference and residual microphones typically
results in low coherence between the microphone responses, and, conse-
quently, limits achievable performance of an active system. The proposed
method uses turbulent airflow control devices~i.e., performated plates,wire
screens, honeycomb material, or combination thereof! to smooth the turbu-
lent air flow reaching the reference and residual microphones. In addition,
aerodynamically designed microphones are also used to reduce the amount
of noise created by the interaction of the airflow with the microphones.
These aspects of the design improve the coherence between the micro-
phones. The associated pressure drop is briefly discussed.—RBC

5,617,479

43.50.Ki GLOBAL QUIETING SYSTEM FOR
STATIONARY INDUCTION APPARATUS

Stephen Hildebrand and Ziqiang Hu, assignors to Noise
Cancellation Technologies, Incorporated

1 April 1997 „Class 381/71…; filed 12 December 1995

An active control system to control sound radiation from power trans-
formers and shunt reactors is described. The system uses piezoceramic ac-
tuators mounted directly to the transformer tank, as well as on separately
supported plates, to control the local pressure field around the tank at 120
and 240 Hz. Actuator and sensor placements are determined based on spatial
maps of the tank vibration and acoustic intensity. A multichannel filter-X
least-mean-squares~LMS! algorithm is used to minimize microphone re-
sponse by filtering a line-voltage reference signal through adaptive filters to
drive the piezoceramic actuators. The authors state that significant reduc-
tions in sound pressure levels at a distance of 10 m were obtained with the
active system in operation.—RBC

5,618,010

43.50.Ki ACTIVE NOISE CONTROL USING A
TUNABLE PLATE RADIATOR

Frederic G. Pla and Harindra Rajiyah, assignors to General
Electric Company

8 April 1997 „Class 244/1N…; filed 19 December 1994

This patent represents a slight extension of the concepts contained in
patents 5,584,447 and 5,590,849 reviewed above. The approach uses the
equivalent of Helmholtz resonators imbedded in the nacelle wall of an air-
craft engine. In each cavity, piezoceramic actuators are mounted on bend-
able plates to create controlled volume velocities within each cavity. By
tuning the plate and cavity resonances to coincide, the authors state that loud
cancelling noise can be generated to control tonal noise sources in the en-
gine. This patent differs from the prior patents in that the resonance frequen-
cies of the activated plates are tuned by controlling the static pressure on the
back side of the plate, or by mechanically changing the volume of the
backing cavity.—RBC

5,619,581

43.50.Ki ACTIVE NOISE AND VIBRATION
CANCELLATION SYSTEM

Matthew K. Ferguson et al., assignors to Lord Corporation
8 April 1997 „Class 381/71…; filed 18 May 1994

This patent relates to alternative hardware configurations for imple-
menting adaptive feedforward controllers. In-line control filtering is per-
formed using analog circuitry~i.e., waveform generators, phase-lock loops,
switch-capacitor filters, etc.! or field-programmable gate arrays instead of
digitally using digital signal processors~DSPs!. The coefficient adaptation is
performed using DSP’s. By off-loading the in-line filtering from the DSPs,
fewer DSPs are required, which according to this patent reduces cost, board
area, power requirements, and component costs of the overall controller.—
RBC

5,675,658

43.50.Ki ACTIVE NOISE REDUCTION HEADSET

Thomas Paige Brittain, Amarillo, TX
7 October 1997„Class 381/72…; filed 27 July 1995

An earphone16 of this headset contains microphone22 connected to a
signal processing unit24 that produces for reproduction by noise reduction
transducer20 a sound canceling the ambient noise in the earcup picked up

by the microphone. A second transducer18 receives the communication
signals desired for reproduction through cavity36 to the wearer’s ear.—
DWM
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5,669,189

43.55.Vj ANTISEISMIC CONNECTOR OF LIMITED
VIBRATION FOR SEISMIC ISOLATION OF A
STRUCTURE

Ioannis Logiadis et al., Athens, Greece
23 September 1997„Class 52/167.4…; filed in Greece 24 December

1992

The antiseismic connector10 between the superstructure of a building
and its foundation is intended to allow a limited amount of relative motion
laterally during an earthquake while restoring the relative position of struc-
ture and foundation at the completion of the vibration. The weight of the

structure is transmitted from iron plate1 through sliding bearing3, which is
a stack of parallel plates, to steel plate2 resting upon the foundation. Cables
6 within hollow casings5 are under tension between cup-shaped termina-
tions in the structure and in the foundation. The antiseismic connector ‘‘con-
nects the superstructure to the foundation through prestressed tendons from
special material which not only permit the relative movement of the foun-
dation to the superstructure but also create horizontal recentering forces and
receive tensile forces that may be encountered at the isolation system due to
overturning moments of the superstructure, thus creating a safe seismic iso-
lation of the structure.’’—DWM

5,631,678

43.58.Ls ACOUSTIC PRINTHEADS WITH OPTICAL
ALIGNMENT

Babur B. Hadimioglu and Martin Lim, assignors to Xerox
Corporation

20 May 1997„Class 347/46…; filed 5 December 1994

The acoustic printhead of this patent has an optically transparent sub-
strate with at least two optical lenses that may be part of the substrate which
also is part of an acoustic droplet ejector having an acoustic lens that is
fabricated on the optically transparent substrate.—DWM

5,629,985

43.66.Qp APPARATUS AND METHODS FOR
AUDITORY CONDITIONING

Billie M. Thompson, Phoenix, AZ
13 May 1997„Class 381/68.4…; filed 23 September 1994

The methods and apparatus of this patent are intended for the analysis
of listening disorders, and for conditioning the listeners to changes that will
enhance their listening capability. The apparatus contains a variety of signal
sources including a microphone, recorded sounds, white and pink noise,
computer generation; various high-pass and low-pass filters, with conven-
tional bass and treble tone color circuits; and transducers for both air and
bone conduction to each ear. The variety of speech, hearing, and neurologi-
cal ~e.g., dyslexia! disorders to which the system may be applicable is indi-
cated by the listing of 34 different ‘‘objects of the invention.’’ Examples of
assessment and training procedures are included.—DWM

5,664,577

43.66.Yw METHOD AND APPARATUS FOR
DISTORTION PRODUCT EMISSION TESTING OF
HEARING

Brenda L. Lonsbury-Martin and Glen K. Martin, assignors to
Baylor College of Medicine

9 September 1997„Class 128/746…; originally filed 25 January 1990

This is a method and apparatus for recording distortion product emis-
sions~DPEs! of human ears, especially for recording DPE audiograms. Two
pure tonesf 1 and f 2 are simultaneously presented to the ear canal from
separate transducers through tubes leading to a foam eartip placed in the ear
canal. A miniature microphone in the eartip picks up otoacoustic emission
tones ~in addition to the input tones! which are supplied to a frequency
spectrum analyzer. By controllingf 1 and f 2 in a constant ratio and selecting
2 f 12 f 2 for isolation it is possible to create a DPE audiogram and a DPE
input/output function as bases for an objective hearing test, both for normal
and hearing impaired ears. Use of two microphones provides reduction of
body noise. Much of the text of the patent is an Appendix describing the
associated computer program.—DWM

5,662,477

43.70.Hs DEMONSTRATIVE PUPPET FOR
PHONETIC TRAINING OF PERSONS HAVING
SPEECH AND/OR HEARING DISORDERS

Janet A. Miles, Caza, CA
2 September 1997„Class 434/185…; filed 17 July 1995

This patent shows the design and use of a puppet for demonstrating the
preferred positioning of the jaws, tongue, and incisor teeth for making a
variety of audible phonetic sounds, especially in the training of people who
have speech or hearing disorders. For training children the puppet head
resembles that of a dog. The opening of the mouth and the position of the
tongue relative to the lips and teeth are controlled by the hands of the puppet
operator who is a qualified speech pathologist.—DWM

5,634,086

43.71.Hw METHOD AND APPARATUS FOR VOICE-
INTERACTIVE LANGUAGE INSTRUCTION

Dimitry Rtischev et al., assignors to SRI International
27 May 1997„Class 395/2.79…; filed 12 March 1993

By constraining the syntax to the set of utterances included in a foreign
language lesson, this hidden Markov model-based phonetic recognition sys-
tem is able to tolerate a wide variety of word articulations and to provide
feedback to the user on the accuracy of pronunciation. Three or more levels
of error tolerance allow detection of mispronunciations while reading a
script, wrong answers or pronunciations during a question/answer interac-
tion and utterance endpoint detection in a conversational mode.—DLR

5,644,678

43.72.Ar METHOD OF ESTIMATING VOICE PITCH
BY ROTATING TWO DIMENSIONAL TIME-
ENERGY REGION ON SPEECH ACOUSTIC SIGNAL
PLOT

Benedetto Giuseppe Di Ronza, assignor to Alcatel N. V.
1 July 1997„Class 395/2.16…; filed in Italy 3 February 1993

This pitch period detection system is based on a simple calculation of
certain distances on a time plot of the speech waveform. The measures
computed may be given a geometric interpretation corresponding to a circle
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of fixed radius rolling along the tops of the waveform peaks. A pitch period
is assigned based on which peaks are touched by the circle as it rolls
along.—DLR

5,651,094

43.72.Ar ACOUSTIC CATEGORY MEAN VALUE
CALCULATING APPARATUS AND ADAPTATION
APPARATUS

Keizaburo Takagi and Hiroaki Hattori, assignors to NEC
Corporation

22 July 1997„Class 395/2.53…; filed in Japan 7 June 1994

This patent covers a component of a speech recognition system con-
cerned with classification of analysis vectors into phonetic clusters. A dy-
namic time warping calculation locates matches between input vectors and
stored reference vectors. At that point, a weighted running average in each
phonetic class is updated with the new input vector. The weight for each
class is then also updated by the degree of fit found by the match.—DLR

5,647,006

43.72.Dv MOBILE RADIO TERMINAL COMPRISING
A SPEECH

Rainer Martin, assignor to U.S. Philips Corporation
8 July 1997„Class 381/66…; filed in Germany 22 June 1994

This speech processor, intended for vehicular applications, operates on
the signals from two or more microphones and results in a speech output
signal having a better signal-to-noise ratio than any of the input signals. It
uses a type of beamforming in which the inputs are individually delayed
based on their Hilbert transforms. A gradient smoothing arrangement pro-
vides a means of estimating the delays to fractions of a sample interval.—
DLR

5,647,005

43.72.Ew PITCH AND RATE MODIFICATIONS OF
AUDIO SIGNALS UTILIZING DIFFERENTIAL
MEAN ABSOLUTE ERROR

Yen-Hui Wang and Der-Chwan Wu, assignors to Electronics
Research & Service Organization

8 July 1997„Class 381/62…; filed 23 June 1995

This speech pitch or rate modification system divides the incoming
speech signal into blocks, adjusts the sample rate to achieve the desired
pitch, and then deletes or duplicates blocks as required for the desired

speech duration. A method of summing the sample differences across re-
gions of block fade in/out is then used to determine how the blocks should
be aligned in order to reconstruct the output speech signal.—DLR

5,644,679

43.72.Gy METHOD AND DEVICE FOR
PREPROCESSING AN ACOUSTIC SIGNAL
UPSTREAM OF A SPEECH CODER

Sophie Scott and William Navarro, assignors to Matra
Communication

1 July 1997„Class 395/2.33…; filed in France 3 June 1994

Low bitrate speech coding techniques are typically optimized for best
performance when the input signal is band limited to the ‘‘toll quality’’
telephone band. This system places a bandpass filter in front of such a coder
when it is to be used with a microphone, or other input not limited to the
telephone bandwidth, such as is often the case for speakerphones.—DLR

5,649,051

43.72.Gy CONSTANT DATA RATE SPEECH
ENCODER FOR LIMITED BANDWIDTH PATH

Joseph Harvey Rothweileret al., Ellicott City, MD
15 July 1997„Class 395/2.31…; filed 1 June 1995

This speech coder could perhaps be called a Line Spectral Frequencies
~LSF! vocoder. The transmitted spectral values are not the LSF coefficients
themselves but, rather, one of four codes resulting from concurrent code-
book searches spanning one, two, three, or four frames of the input signal.
The pitch estimate includes a one-bit jitter flag, which governs a random-
ization of the fundamental frequency in the receiver. Before transmission,
frames are compressed using a differential coding method.—DLR

5,649,058

43.72.Ja SPEECH SYNTHESIZING METHOD
ACHIEVED BY THE SEGMENTATION OF THE
LINEAR FORMANT TRANSITION REGION

Yoon-Keun Lee, assignor to Gold Star Company
15 July 1997„Class 395/2.77…; filed in Republic of Korea 31 March

1990

This speech synthesizer uses a formant coding technique to reduce the
memory space required to store spectral vector sequences representing the
speech phonetic units. The formant trajectory encoding method is geared

primarily toward the efficient representation of linear transitions of the for-
mant frequencies.—DLR
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5,651,095

43.72.Ja SPEECH SYNTHESIS USING WORD
PARSER WITH KNOWLEDGE BASE
HAVING DICTIONARY OF MORPHEMES WITH
BINDING PROPERTIES AND COMBINING RULES
TO IDENTIFY INPUT WORD CLASS

Richard Ogden, assignor to British Telecommunications
22 July 1997 „Class 395/2.69…; filed in European Patent Office 4

October 1993

This speech synthesis component parses words from the text input and
checks a word class dictionary for each input word. If found, the dictionary
entry includes morpheme structure and phonological information pertaining

to morpheme bindings. A syllable parser provides additional phonological
and stress structure information for synthesis parameter generation.—DLR

5,649,055

43.72.Kb VOICE ACTIVITY DETECTOR FOR
SPEECH SIGNALS IN VARIABLE BACKGROUND
NOISE

Prabhat K. Gupta et al., assignors to Hughes Electronics
15 July 1997„Class 395/2.42…; filed 26 March 1993

This voice presence detector is presented in the context of a CELP
vocoder, but is not specific to that application. It operates on time domain
measures of the incoming signal, comparing these measures to adjustable
thresholds for better amplitude independence. Measures include low-pass
filtered versions of the PCM and mu-law waveforms and slope and zero-
crossing counts of these low-pass signals.—DLR

5,640,485

43.72.Ne SPEECH RECOGNITION METHOD AND
SYSTEM

Jukka Tapio Ranta, assignor to Nokia Mobile Phones Limited
17 June 1997„Class 395/2.6…; filed in Finland 5 June 1992

It is quite common for current speech recognition systems to select
dynamically a syntax based on the current situation, or even to construct
such a syntax based on current information pertaining to the interaction. The
system described here goes a step farther, adjusting the probabilities of the
occurences of particular words when a recognition error has occurred.—
DLR

5,640,488

43.72.Ne SYSTEM AND METHOD FOR
CONSTRUCTING CLUSTERED DICTIONARY FOR
SPEECH AND TEXT RECOGNITION

Jean-claude Junqua and Craig Demel, assignors to Panasonic
Technologies, Incorporated

17 June 1997„Class 395/2.54…; filed 5 May 1995

The patent describes a way of organizing a speech processing dictio-
nary into clusters of similar items for faster lookup accesses. The usual
clustering methods involve exhaustive cross-comparisons of items. In this

approach, the word list is first grouped by a simple rule such as first letter or
length. An iterative ‘‘reclustering’’ process then compares each item to the
cluster centers of the previous iteration. The procedure description is fairly
broad, such that the use of phonetic or linguistic clustering rules may be
included.—DLR

5,640,490

43.72.Ne USER INDEPENDENT REAL-TIME
SPEECH RECOGNITION SYSTEM AND METHOD

C. Hal Hansenet al., assignors to Fonix Corporation
17 June 1997„Class 395/263…; filed 14 November 1994

This patent is a study in excesses; it includes over 300 literature ref-
erences, 40 pages of electronic circuit diagrams, and over 300 pages of C
source code. The speech recognizer described consists of a large number of
fairly typical speech processing elements, filter bank, zero crossings, FFT,
peak search pitch period analysis, and harmonic amplitude formant analysis,
to name a few.—DLR

5,644,680

43.72.Ne UPDATING MARKOV MODELS BASED
ON SPEECH INPUT AND ADDITIONAL
INFORMATION FOR AUTOMATED TELEPHONE
DIRECTORY ASSISTANCE

Gregory J. Bielby et al., assignors to Northern Telecom Limited
1 July 1997„Class 395/2.49…; filed 25 May 1995

The patent discloses the use of a speech recognizer in a telephone
directory search application. In use, the callers may speak a variety of items
related to the desired number, such as city names, street names, and business
names. Once correct recognition has been confirmed, the acoustic features
for the spoken items are stored in association with the recovered phone
number. This information may be used in future searches or in further train-
ing passes of the recognizer system.—DLR.

5,649,056

43.72.Ne SPEECH RECOGNITION SYSTEM AND
METHOD WHICH PERMITS A SPEAKER’S
UTTERANCE TO BE RECOGNIZED USING A
HIDDEN MARKOV MODEL WITH SUBSEQUENT
CALCULATION REDUCTION

Tsuneo Nitta, assignor to Kabushiki Kaisha Toshiba
15 July 1997„Class 395/2.65…; filed in Japan 22 March 1991

The patent describes a hidden Markov model~HMM !-based speech
recognizer with a novel matrix quantizer to determine the phonetic segment
units. Matrices formed by adjacent frames of mel cepstral linear prediction
vectors are used to search a codebook of such matrices. This is, of course,

just a way of computing clusters of frames sequences, resulting in phonetic
segment classes. Various applications use vector or matrix quantization or a
neural network for the clustering process. All versions use HMM classifiers
to convert phonetic sequences to words.—DLR
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5,649,057

43.72.Ne SPEECH RECOGNITION EMPLOYING
KEY WORD MODELING AND NON-KEY
WORD MODELING

Chin-Hui Lee et al., assignors to Lucent Technologies,
Incorporated

15 July 1997„Class 395/2.65…; originally filed 17 May 1989

This telephone-based continuous speech recognizer uses hidden Mar-
kov modeling of a relatively small key word vocabulary together with ad-
ditional HMMs for silence, nonspeech events, and extraneous words not

included in the key word set. Mel cepstral LP vectors and their time deriva-
tives are used directly as the inputs for searching the HMM space. A gram-
mar of the allowable sequences allows non-key word sequences to be inter-
spersed freely among the key words in finding the best matching pathway
through the HMMs.—DLR

5,668,340

43.75.Fg WIND INSTRUMENTS WITH ELECTRONIC
TUBING LENGTH CONTROL

Hikaru Hashizume and Yutaka Washiyama, assignors to
Kabushiki Kaisha Kawai Gakki

16 September 1997„Class 84/742…; filed in Japan 22 November
1993

This electronic control system for wind instruments is intended to
substitute for the standing wave system in instrument tubing on which con-
ventional wind instruments operate. The example shown here is for brass
wind instruments, but other examples are for reed instruments and flutes. In
place of one continuous air column, this instrument uses a straight pipe
segment of uniform diameter with a mouthpieceA1 and a sound absorber
A3, separated acoustically from a second flared segment with a sound ab-
sorberB1 at one end and the instrument bellB3 at the other. Microphone10

receives a pulse from the lips atA1, and the signal is converted to digital for
delay line13, then converted back to analog to drive transducer16, which
transmits the pulse into the flared tube. In turn the wave reflected fromB3 is
picked up by microphone17, passed through delay line20 to transducer29
to create a return wave to the mouthpiece. Changes in delay time change the
frequency of the musical tone. The sound absorbers at the ends of the tubes
are intended to be totally nonreflective, as if connected to an infinite length
of pipe. Since this is difficult to approximate practically, the patent proposes
active means for achieving nonreflection using transducers29 and 35.—
DWM

5,656,789

43.75.St ELECTRONIC MUSICAL INSTRUMENT
HAVING A FUNCTION TO INDICATE KEYS TO BE
OPERATED

Akira Nakada et al., assignors to Yamaha Corporation
12 August 1997„Class 84/477 R…; filed in Japan 15 April 1994

This electronic musical instrument provides indicators~e.g., illumina-
tors! for its individual keyboard keys which assist in the training of key-
board players by showing which keys are to be played either simultaneously
or in sequence, depending upon the stored musical information and the
timing of its presentation. ‘‘Individual notes of a musical phrase may be
sequentially indicated quickly in advance of the actual phrase
performance.’’—DWM

5,559,298

43.75.Tv WAVEFORM READ-OUT SYSTEM FOR AN
ELECTRONIC MUSICAL INSTRUMENT

Seiji Okamoto, assignor to Kabushiki Kaisha Kawai Gakki
24 September 1996„Class 84/607…; filed in Japan 13 October 1993

‘‘An electronic musical instrument produces musical tones based on
waveform data, while providing smooth changes between different timbres
and at the same time avoiding reduction in the efficiency of waveform
compression. The timbre change is carried out in an interpolation interval,
the magnitude of which varies in accordance with the magnitude of the
timbre change. The data necessary to establish the interpolation interval may
be stored and read out of a memory or may be determined by interpolation
according to a linear function.’’—DWM

5,597,970

43.75.Tv WAVEFORM PROCESSING APPARATUS
AND AN ELECTRONIC MUSICAL INSTRUMENT
USING THE OUTPUT WAVEFORM THEREOF

Hiroshi Sato and Kaoru Matsunaga, assignors to Kabushiki
Kaisha Kawai Gakki

28 January 1997„Class 84/604…; filed in Japan 28 October 1993

In an electronic musical instrument of the waveform processing type
the apparatus of this patent avoids sudden changes in tone spectrum by
dividing the original sound signal into bands or ranges and effecting the
necessary changes in each band gradually.—DWM
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5,496,962

43.75.Wx SYSTEM FOR REAL-TIME MUSIC
COMPOSITION AND SYNTHESIS

Sidney K. Meier, Hunt Valley, MD and Jeffrey L. Briggs,
Freeland, MD

5 March 1996 „Class 84/601…; filed 31 May 1994

This is a computerized system ‘‘for automatically generating musical

compositions on demand one after another without duplication. The system

can produce such compositions upon demand in a variety of genres and

forms so that concerts based on generated compositions will have a varied

mix of pieces incorporated therein. The system incorporates a ‘weighted

exhaustive search’ process that is used to analyze the various aspects in

developing the composition, from small-scale, note-to-note melodic con-

struction to large-scale harmonic motions. The process maintains a balance
between melodic, harmonic and contrapuntal elements in developing the
composition. In general, the ‘weighted exhaustive search’ process involves
generating a plurality of solutions for producing each element of the com-
position. Each one of the plurality of solutions is analyzed with a series of

‘questions.’ Each solution is then scored based upon how each question is
‘answered’ or how much that particular solution fits the parameters of the
question.’’—DWM

5,668,338

43.75.Wx WAVETABLE AUDIO SYNTHESIZER
WITH LOW FREQUENCY OSCILLATORS
FOR TREMOLO AND VIBRATO EFFECTS

Larry D. Hewitt et al., assignors to Advanced Micro Devices,
Incorporated

16 September 1997„Class 84/629…; filed 2 November 1994

The tones generated by this wavetable audio synthesizer are intended
for use in digital system boards and add-in cards for desktop and portable
computers such as in a PC-based sound card. The application for this patent
is related to 17 other patent applications filed simultaneously and identified
by title in the introduction to the patent application. One of the features is
the use of the wavetable data addressing rate for creating frequency vibrato
~modulation! effects and/or amplitude vibrato. Delay-based effects are also
possible, along with chorus and ‘‘flange’’ effects. Although the synthesizer
can be very small, the patent document has 122 figures and 95 pages of
text.—DWM
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Ultrasonic spectroscopy of imperfect contact interfaces
between a layer and two solidsa)

Anton I. Lavrentyevb) and S. I. Rokhlin
The Ohio State University, Nondestructive Evaluation Program, 190 West 19th Avenue, Columbus,
Ohio 43210

~Received 17 March 1997; accepted for publication 13 September 1997!

Ultrasonic waves reflected from the front and back surfaces of a thin layer are often not separated
in the time domain, and interfere. The spectrum of the resulting interference signal depends on~a!
the thickness of the layer and the elastic moduli and density of the layer and the surrounding
material~substrates!, and ~b! properties of the layer/substrate interface which can be described in
terms of the interfacial stiffness. In this paper the effect of interfacial stiffness is isolated by
considering the ultrasonic wave interaction with a solid layer compressed between two substrates of
the same material. Since the layer and the substrate have identical properties the effect of impedance
difference on the layer reflection vanishes. An aluminum system is selected for the experiment; the
contacting surfaces are roughened and varying pressure is applied to model imperfect interface
changes. It is shown both theoretically and experimentally that the contact pressure increase results
in increase of the interfacial stiffness and spectral minima shift to higher frequency. A simple
analytical expression relating the reflection minimum position to the interfacial stiffness is derived
and shows good agreement with experimental results. It is shown that in the
high-interfacial-stiffness limit the resonance minima positions are given by the conditionh5l/4
1nl/2, n50,1,2,... . In the limit of low interfacial stiffness the first minimum shifts to zero and
higher order resonances are given byh5nl/2. Since the resonance minima measurements can be
done with high precision it is proposed to use the frequency minimum shift for determination of
interfacial stiffness and, consequently, the quality of the interfacial contact. ©1998 Acoustical
Society of America.@S0001-4966~98!06201-8#

PACS numbers: 43.10.Ln, 43.20.Fn, 43.35.Sx, 43.35.Zc@ANN#

INTRODUCTION

It is well known that the strength of many engineering
structures depends critically on the bonding between struc-
tural components. Examples include, but are not limited to,
solid state bonds formed by inertial or friction welding or
brazing and adhesive/adherend bonds in adhesive joints. Im-
perfections along the bondline such as cracks, porosity, in-
clusions, etc. can significantly degrade the performance of
the joint. Very often the imperfections are confined to a very
thin layer in the form of an interphase separating the joining
materials which is difficult to characterize. The ultrasonic
method is one of the most promising for nondestructive
evaluation of interphases. When the interphasial layer is thin
and the imperfections are flat the interphasial layer can be
modeled as an infinitely thin interface connected by distrib-
uted springs to account for interfacial stiffness reduction due
to imperfections.1 The mechanical behavior of such an inter-
face can be modeled using spring boundary conditions. Sig-
nificant effort has been put into experimental and theoretical
studies of ultrasonic wave interaction with imperfect
interfaces.1–17 The goal of these studies was to characterize
interface imperfections using the ultrasonic signature. The
coefficient of reflection from an interface with spring bound-

ary conditions depends on frequency. By measuring this fre-
quency response one can determine the interfacial spring
stiffness.

Characterization of imperfect interfaces between a layer
and two substrates is important, for example, for adhesive
joint evaluation. It has been shown that in humid environ-
ments the adhesive bond deteriorates predominantly along
the adhesive/adherend interface.18,19 Also interfacial layers
are often used in solid state bonding to improve material
bonding compatibility. The distinctive feature in characteriz-
ing two interfaces simultaneously is that in most practical
systems the ultrasonic signals reflected~normally or ob-
liquely! from the front and back sides of the adhesive layer
are not separated in the time domain and interfere. In this
paper we apply ultrasonic spectroscopy to characterize two
imperfect interfaces separated by a layer of thicknessh. To
exclude the effect of the impedance mismatch between the
layer and substrates a homogeneous model system consisting
of an aluminum layer between two aluminum substrates is
considered. The layer and substrate surfaces are roughened
and varying pressure is applied across the system to simulate
different degrees of interface imperfection. In this system the
impedances of the plate and substrates are identical and thus
the reflection from the layer is a function only of the plate/
substrate interfacial contact which is defined by the applied
pressure and the surface roughnesses. While the theory con-
sidered is identical for normal incidence of both longitudinal
and shear waves, the experimental results are given for the

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Now with United Technologies Research Center, 411 Silver Lane, M/S
129-86, East Hartford, CT 06108.
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incident longitudinal wave. Examples of shear wave inci-
dence are given elsewhere.

I. THEORY

A. Single imperfect interface

Consider two bonded solids as shown in Fig. 1~a!. If the
bonding is imperfect and the size and spacing between the
imperfections is much smaller than the wavelength then the
ultrasonic wave interaction with this interface can be de-
scribed using spring boundary conditions:7,8

syy8 5Kn~uy2uy8!, syz8 5Kt~uz2uz8!,

syy8 5syy , syz8 5syz , ~1!

wheresyy , syz , uy , uz are normal and shear stresses and
displacements in they and z directions at the interface;
primed values correspond to the lower semispace (z,0);
Kn ,Kt are distributed spring constants per unit area
@~N/m!/m2#. At Kn ,Kt50 the boundary conditions~2! be-
come those for a free semispace; asKn ,Kt→` the condi-
tions for welded contact are satisfied.~An alternative way to
define the interfacial stiffness is given in Ref. 1.!

The ultrasonic wave normal incidence reflection and
transmission coefficients from the imperfect interface mod-
eled by springs are given by:5

R125
Z22Z11 i ~v/Kn!Z1Z2

Z21Z12 i ~v/Kn!Z1Z2
,

~2!

T125
2Z2

Z21Z12 i ~v/Kn!Z1Z2
,

where Z1 , Z2 are the impedances of the contacting solids
andv is the angular frequency. An important feature of the
reflection and transmission coefficients given by~2! is the
existence of the frequency-dependent term. It appears physi-
cally due to the inertia of the response of the bottom sub-
strate to the force applied from the top substrate. With fre-
quency increase the substrates tend to decouple.

From equations~2! one can see that two factors deter-
mine the reflection coefficient at each given frequency:~a!

impedance difference between contacting materials and~b!
interfacial stiffness. When the materials in contact are iden-
tical equation~2! reduces to

RI5
i ~v/V!

12 i ~v/V!
, TI5

1

12 i ~v/V!
, ~3!

whereV is the characteristic frequency11

V5
2Kn

Z1
. ~4!

Subscript I in ~3! corresponds to reflection~transmission!
from an interface between identical materials.

B. Wave interaction with two imperfect interfaces
separated by a layer

Let us consider an ultrasonic wave incident from the top
semispace on a layer imperfectly bonded to two identical
semispaces as shown in Figure 1b. The theory is identical for
normal incidence of longitudinal and shear waves with selec-
tion of appropriate wave velocityVl or Vt and interface stiff-
nessKn and Kt . The reflection from the layerR can be
separated into two interfering signals:20 ~a! reflection from
the top surface of the layer~first-reflection signal! with am-
plitude R12 and ~b! reflection from the bottom which is the
sum of all possible multiple reflections inside the layerRS

~multiple-reflection signal!:

RL5R121RS , ~5!

where

RS5
T12T21e

2ikh

12R12
2 e2ikh R21, ~6!

whereRi j and Ti j are stress reflection and transmission co-
efficients at the interface between mediai and mediaj de-
fined by Eq.~2!, h is the layer thickness. The reflection from
the layer is controlled by two factors: impedance difference
between the substrates and the layer, and the interfacial stiff-
ness.

FIG. 1. Illustration of the problem:~a! imperfect interface between two solids;~b! layer imperfectly bonded to two solids.

658 658J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 A. I. Lavrentyev and S. I. Rokhlin: Reflection from imperfect interfaces



Let us consider the resonance effects of wave scattering
from the layer. First, assume thatKn→` ~perfect bonding!
andZ1ÞZ2 . At kh5p (h5l/2) the multiple-reflection sig-
nal RS reduces to

RS5
T12T21e

2ip

12R12
2 e2ip R215R21. ~7!

~It is taken into account that atKn→` the productT12T21

512R12
2 .! Since for Z1ÞZ2 the reflection coefficientR21

52R12 the multiple-reflection signal is equal in amplitude
and opposite in phase to the first-reflection signal@first term
(R12) in ~5!#. Thus they cancel each other and the reflectivity
of the layer equals zero:R50. At kh5p/2 (h5l/4) we
analogously obtain that

RS5
T12T21e

ip

12R12
2 eip R215

~12R12
2 !

11R12
2 R12. ~8!

At h5l/4 the first- and multiple-reflection signals are in
phase and give maximum reflection

Rmax5R121RS5
2R12

11R12
2 . ~9!

The conditions of maxima and minima in the case of a
perfect interface andZ1ÞZ2 can be summarized as follows:

~kh!min
~R!5np, n50,1,2... , ~10!

~kh!max
~R! 5

p

2
1np, n50,1,2 . . . . ~11!

Let us consider the effect of the second factor—
interfacial stiffness (0,Kn,`)—on the reflection from the
layer assuming that the impedances of the layer and sub-
strates are equal:Z15Z2 . Then the coefficients for the re-
flection ~transmission! from the single interface are given by
~3!. The reflection and transmission coefficients from two
spaced interfaces are

R5RI1RS5RI1
TI

2e2ikh

12RI
2e2ikh RI , ~12!

T5
TI

2e2ikh

12RI
2e2ikh . ~13!

Two principal differences from the previous case~perfect
bond, different materials! must be noted:
~a! The signs of the reflection coefficient from the front and

back interfaces are the same:R125R215RI .
~b! The frequency dependence of the reflection coefficient is

defined not only by the distance between interfaces but
also by the frequency dependence ofTI and RI . This
results in more complicated conditions for spectral
minima and maxima.

At kh5p the multiple-reflection signal amplitude

RS5
1

122i ~v/V!
RI . ~14!

In the limit Kn→` (V→`) the multiple-reflection ampli-
tudeRS→RI ; thus, the first- and multiple-reflection signals
are in phase and condition~10! corresponds to the maximum.

Analogously, atkh5p/2:

RS5
21

122i ~v/V!22~v2/V2!
RI . ~15!

In the limit Kn→` coefficientRS→2RI ; thus, the first- and
multiple-reflection signals are in opposite phase and condi-
tion ~11! corresponds to the minimum. One must note that in
the limit Kn→` the reflection spectrum degenerates as
R→0.

To find the condition for minimum reflection when 0
,Kn,` let us represent the complex reflection and trans-
mission coefficient given by Eq.~3! in exponential form:

TI5
1

A11~v/V!2
eiwT, wT5arctan

v

V
, ~16!

RI5
v/V

A11~v/V!2
eiwR, wR5arctanS 2

V

v D5wT1
p

2
.

~17!

Note that the reflection and transmission coefficients have a
phase difference ofp/2. Substituting~16! and ~17! in ~12!
and ~13! we obtain for the layer reflection and transmission
coefficients:

R5
@11~v/V!2#~11e2i ~wT1kh!!

11~v/V!21~v/V!2e2i ~wT1kh! RI , ~18!

T5
ei ~2wT1kh!

11~v/V!21~v/V!2e2i ~wT1kh! . ~19!

The reflection coefficient is zero when:

~kh!min
~R!5

p

2
2wT1np, n50,1,2..., ~20!

or, in terms of frequency:

f min
~R!5

V

h S 112n

4
2

wT

2p D , n50,1,2..., ~21!

whereV is the velocity for longitudinalVl or shearVt wave.
Note that Eq.~21! is transcendental sincewT on the right
hand side depends on frequency. The frequency of minimum
reflection can be found by numerical solution of Eq.~21!.
The maximum reflection~minimum transmission! is ob-
served near

~kh!max
~R! 5np2wT , n50,1,2 . . . , ~22!

f max
~R! 5

V

h S n

2
2

wT

2p D , n50,1,2 . . . . ~23!

The conditions~22!, ~23! are not exact due to the presence of
the frequency-dependent phase term in the coefficientsRI

@~17!,~18!#.
Figure 2 shows the dependence of the frequency for re-

flection minima on interfacial stiffness calculated from Eq.
~21! using Newton’s method~the calculation converged in
only 2 or 3 iterations!. One can see that asKn→` ~perfect
bonding! the minima are atkh5p/2,3p/2, . . . ~or h
5l/4,3l/4, . . .!. The physical meaning of theh5l/4 reso-
nance is obvious: The waves reflected from the second inter-
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face travel an additional distance 2h5l/2 and arrive at the
top interface in antiphase with the first-reflection signal, thus
nullifying the reflection from the layer. The interfacial stiff-
ness decrease results in minima shift to lower frequency. In
the limit Kn→0 the minima shift to kh50,p, . . . (h
50,l/2, . . . ). TheKn→0 case corresponds to the resonance
of a free layer. TheKn→` is a special case of a layer with
impedanceZ2 bonded to two semispaces with impedances
Z1 andZ3 . WhenZ25(Z1Z3)1/2 the condition for full trans-
mission is kh5p/21np, n50,1,2 . . . ~Ref. 20! (h
5l/4,3l/4, . . . ) which in the limit Z1→Z2→Z3 transforms
to our case.

Note that the first and higher order minima positions are
sensitive to the interfacial stiffness in different frequency
ranges. For example for the case considered in Fig. 2 the
maximum sensitivity point~deflection point! for the first
minimum is about 1014 N/m3 and for the second 5
•1014 N/m3. Thus, simultaneous measurement of minima po-
sitions of several resonances widens the range of sensitivity
to the interfacial stiffness.

Figure 3 shows calculated spectra of the signal reflected
from the 0.47-mm-thick aluminum plate enclosed between
aluminum substrates. The change of interfacial stiffnesses
betweeǹ and 0 results in ap/2 increase ofwT and corre-
sponding spectral minimum shift. This shift corresponds to
that calculated from Eq.~21! and shown in Fig. 2. One can
see from Fig. 3 that asKn→` ~perfect bonding! all the ul-
trasonic energy is transmitted through the plate and the re-
flection coefficientRL50. For an imperfect interface (Kn

,`) part of the energy is reflected from the layer and the
minima are at frequencies slightly lower thankh5p/2
1np. Further decrease of interfacial stiffness results in
spectral minima shift to lower frequency. In the limitKn→0
the minima are close to the conditionkh5np. At zero in-
terfacial stiffness all the ultrasonic energy is reflected, the
reflection coefficient equals 1 and no minima are observed.
The above results are identical for the normally incident

shear wave with substitution ofVl by Vt andKn by Kt .
Analogous phenomena were observed for environmental

interfacial degradation of an Al/Al adhesive joint.18 Due to
exposure to a severe environment~saturated NaCl solution at
68 °C under load! the adhesive/aluminum bond deteriorated
with formation of the interfacial fluid-filled microdisbonds.
The evolution of bonds was modeled by decrease of the
shear interfacial stiffness 0,Kt,` assuming normal stiff-
nessKn5`. Both the experiment and model showed that the
interface degradation was accompanied by a strong shift of
the spectral minimum~measured at oblique incidence! to
lower frequency. This phenomenon—spectral minimum
shift—is a characteristic effect of changing the boundary
conditions~interfacial stiffness!. It can be used to measure
the interface stiffness as demonstrated experimentally in the
following section.

II. EXPERIMENTAL APPROACH

A. Experimental concept

As discussed above, two major factors determine the
spectra of the reflection from the layer:~a! layer thickness
and layer and substrate properties and~b! properties~stiff-
ness! of the layer/substrate interface. We consider here the
effect of interface stiffness separately. Two model systems
are considered: a single imperfect interface between two alu-
minum substrates and a system with two interfaces formed
by an aluminum plate~about 0.5 mm thick! compressed be-
tween two aluminum substrates. The surfaces of the alumi-
num plate and substrates are roughened and varying pressure
is applied across the system to simulate different degrees of
interface imperfection.

B. Experimental apparatus

The experiments were done using a computer controlled
ultrasonic experimental system shown in Fig. 4. The contact

FIG. 2. Reflection spectrum minima positions for aluminum plate between
aluminum substrates as a function of interfacial stiffness. Calculations are
done for aluminum plate thicknesshAl50.47 mm. FIG. 3. Spectra of the signals reflected from the aluminum plate imperfectly

bonded to aluminum substrates. Calculations are done for different interfa-
cial stiffnesses.
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specimens consisted of a 50-mm-thick flat aluminum block
~top! and a 40 mm long aluminum cylinder of 25-mm diam-
eter~bottom!. The block surfaces were machined to parallel.
The contact surfaces were polished and then roughened as
described below. The blocks were placed between plates of
the press~Buehler Ltd.!. The pressure was applied through a
P-shaped block. Contact broadband longitudinal ultrasonic
transducers with central frequencies at 5 and 10 MHz were
placed on top of the upper block. For the measurements with
two interfaces a thin~less than 0.5 mm thick! aluminum plate
25 mm in diameter was placed between the aluminum
blocks. The plate surfaces were roughened in the same way
as the surfaces of the blocks. The reflected ultrasonic signals
were amplified, digitized, averaged by a HP 54504A 400-
MHz digital oscilloscope, and collected by a computer
through an IEEE–488 interface. The data were then pro-
cessed in the frequency domain using an FFT program and

deconvolved with a reference signal taken from the
aluminum–aluminum interface at zero applied pressure.

C. Sample preparation and characterization

The contact surfaces before roughening were polished
on the disk by 5mm alumina particles. Three types of sur-
face roughening were used: sandpapering~grit 120 and grit
500!, sandblasting using 0.22 mm diameter glass beads, and
dropping 4.5 mm steel balls from about 200 mm height. The
average surface roughnessha ~the average variance of the
surface height distribution! and hrms ~the square root of the
variance of the height distribution! were measured for each
sample by a Wyko Topo-3D stylus profilometer. The results
are shown in Table I. In the table, the samples are labeled A,
B, C, and D. Note that the roughness obtained from the line
surface profile is always smaller than the real value because
the stylus usually does not go over the summits and valleys
but rather traverses the shoulders of individual asperities.
Possible corrections are discussed in Refs. 21, 22, and 23.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Single imperfect interface: measurements
of interfacial stiffness

The interfacial stiffness between two contracted rough
surfaces has been measured ultrasonically by several
authors.12,15,16Also, several studies have been performed to
estimate it theoretically!.21–23

FIG. 4. Schematic of the experiment system for ultrasonic measurement of
interfacial stiffness.

TABLE I. Estimated roughness of the aluminum samples.

Surface preparation Roughnesshrms, mm

A Sandpaper, grit 500 0.34
B Sandpaper, grit 120 1.40
C Sandblasted 5.65
D 4.5 mm steel balls 5.54

FIG. 5. ~a! Typical time-domain signals reflected from the interface between two contacting rough aluminum surfaces at different pressures applied across the
interface;~b! corresponding reflection spectra.
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In this study we measure reflection from a single imper-
fect interface prior to the measurement from two imperfect
interfaces. As an example, Fig. 5~a! shows typical time-
domain reflected signals recorded at different pressures ap-
plied across the single interface between contacting surfaces
of two aluminum blocks roughened by 500 grit sandpaper.
~A broadband 5-MHz longitudinal wave ultrasonic trans-
ducer was used to collect these data.! Corresponding fre-
quency spectra~deconvolved with the spectrum at zero ap-
plied pressure! are shown in Fig. 5~b!. The theoretical curves
shown in the same figure~solid lines! are calculated using
Eq. ~2! where the interfacial stiffness is optimized to get the
best fit to the experimental data.

One must note that the ultrasonic wave scattering from
rough surface asperities may be significant and, in certain
conditions, may affect the results of the interfacial stiffness
measurement. Figure 6 shows spectra of the signals reflected
from a water/rough aluminum interface along with the best
fitting f 2 curves. The measurements were performed using
an immersion ultrasonic transducer with a frequency band
from 10 to 35 MHz placed at about 50 mm from the reflect-
ing surface. One can see that at frequencies below 10 MHz
the scattering effect is insignificant and can be neglected.

The dependence of the interfacial stiffness on the ap-
plied pressure for different surface roughnesses is shown in
Figure 7. One can see that the greatest interfacial stiffness
values are achieved with the smoothest surface
(hrms50.34mm)—Kn is up to 1.4•1015 N/m3 at 105 MPa.
This result is in line with the intuitive notion that the smooth
surfaces provide better contact~i.e., the greatest interfacial
stiffness!.

However, the lowest interfacial stiffness is measured for
sample D which has smallerhrms55.54mm than sample C
(hrms55.65mm). This result can be explained qualitatively
using the theoretical predictions of Yoshioka and
Scholtz.22,23 These authors modeled the individual asperities
on the rough surface as sections of spheres of radiusR,

spherical segment base radiusa, and asperity effective
height he ~close tohrms!. They showed that the interfacial
stiffnessKn;n2R3/2, wheren is the surface density of as-
perities. Sincen;a22 and R'a2/(2R) ~in approximation
R@a! the interfacial stiffnessKn;1/(ahe

3/2). Thus, the base
radiusa which characterizes the horizontal size of the asperi-
ties also affects the measured interfacial stiffness. Since the
steel balls used for preparation of sample D~4.5 mm! are
much larger than the glass beads~0.22 mm! used for prepa-
ration of sample C the corresponding base radiusa is much
larger for sample D resulting in smaller interfacial stiffness.

B. Spectroscopy of two spaced imperfect interfaces

Reflection spectra of the 0.47-mm aluminum plate be-
tween aluminum substrates were measured with different
stresses across the interface. A 10-MHz broadband ultrasonic
transducer was used for this experiment. Figure 8~a! shows
typical time-domain signals recorded at different pressures
applied across the Al/Al/Al sandwich with contacting sur-
faces roughened by 500 grit sandpaper. At zero applied pres-
sure all the energy is reflected from the front Al/Al interface.
The pressure increase results in decrease of the front inter-
face reflection amplitude accompanied by appearance of sig-
nals reflected from the back interface. At 105 MPa the sig-
nals reflected from the top and bottom interfaces are
separated in the time domain with the second signal ampli-
tude about half that of the first. Figure 8~b! shows the corre-
sponding spectra of the reflected signals~deconvolved with
the reflection at zero pressure!. One can see that as predicted
theoretically the spectral minima shift to higher frequency
occurs with pressure increase as indicated by dashed lines in
the figure. For example, the second minimum shifts from 8.3
MHz at 26 MPa to 9.2 MHz at 88 MPa. Another example
obtained for contact surfaces roughened by grit 120 sandpa-
per is shown in Fig. 9. The observed shifts of the spectral
minima are smaller than in the previous case which is due to
smaller interfacial stiffness change produced by the same
applied pressure~Fig. 7!.

FIG. 6. Frequency spectra of the signals reflected from water/rough Al
surface interface.

FIG. 7. Dependence of the interfacial stiffness on the pressure applied
across the interface.
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The dependence of the second spectral minimum posi-
tion on the interfacial stiffness is given in Fig. 10. The figure
summarizes the data shown in Figs. 8~b!, 9, and Fig. 7. The
minimum frequency positions plotted on the vertical axis are
determined from the spectra measured at different applied
pressures~circles—from spectra in Fig. 8~b! squares—from
spectra in Fig. 9!. For each frequency point at given pressure
the corresponding interfacial stiffness was determined from
the dependence of the interfacial stiffness on pressure~Fig.
7! established in experiments on a single interface. This stiff-
ness value was used on the horizontal axis as the coordinate
for experimental frequency minimum. The figure also shows
the theoretical curve~solid line! calculated for frequency
minimum position versus interfacial stiffness using Eq.~21!

for an aluminum interface layer with thickness of 0.47 mm
used in the experiment. One can see that the experimental
and theoretical data are in good agreement. Eq.~21! ~Fig. 10!
allows one to determine interfacial stiffness from the mea-
sured frequency minimum position.

IV. CONCLUSIONS

This paper describes the effect of imperfect interfaces
between a layer and substrates on the reflected ultrasonic
signal. The ultrasonic wave interaction with an aluminum
layer between aluminum substrates is studied when the layer
and the substrate properties are identical and thus the effect
of impedance differences on the layer reflection is removed.

FIG. 8. ~a! Typical time-domain signals reflected from the aluminum plate between aluminum substrates at different pressures applied across the imperfect
interfaces confining the plate;~b! corresponding reflection spectra. Plate thickness is 0.47 mm, all the surfaces are roughened by 500 grit sandpaper.

FIG. 9. Spectra of the signals from the aluminum plate between aluminum
substrates at different pressures applied across the imperfect interfaces con-
fining the plate. Plate thickness is 0.47 mm; all the surfaces are roughened
by 120 grit sandpaper.

FIG. 10. Dependence of the second spectral minimum position on the in-
terfacial stiffness for a 0.47 mm thick aluminum plate between aluminum
blocks with contact surfaces roughened by~a! grit 120 sandpaper and~b!
grit 500 sandpaper.
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The contacting surfaces of the aluminum substrates and the
layer are roughened and pressed together to model an imper-
fect interface. The interaction of the ultrasonic wave with
these interfaces is described using spring boundary condi-
tions. The interfacial spring stiffness is varied by applying
different pressures across the interfaces.

It is shown both theoretically and experimentally that
change in the interfacial stiffness results in shift of the spec-
tral minima to lower frequency. A simple analytical expres-
sion relating the reflection minimum position to the interfa-
cial stiffness is derived. Experiments were performed on
interfaces of different roughnesses~hrms from 0.34 to 5.65
mm!. The greatest minimum shift was observed for interfaces
with lowest roughness. The minima shifts measured experi-
mentally and calculated theoretically are in good agreement.
Since the resonance minima measurements can be done with
high precision it is proposed to utilize the effect described
for determination of the interfacial stiffness and, conse-
quently, the quality of the interfacial bond.
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The mandate of ASA Working Group S12/WG11 has been to develop ‘‘laboratory and/or field
procedure~s! that yield useful estimates of field performance’’ of hearing protection devices~HPDs!.
A real-ear attenuation at threshold procedure was selected, devised, tested via an interlaboratory
study, and incorporated into a draft standard that was approved in 1997@J. D. Roysteret al.,
‘‘Development of a new standard laboratory protocol for estimating the field attenuation of hearing
protection devices. Part I. Research of Working Group 11, Accredited Standards Committee S12,
Noise,’’ J. Acoust. Soc. Am.99, 1506–1526~1996!; ANSI S12.6-1997, ‘‘American National
Standard Methods for Measuring Real-Ear Attenuation of Hearing Protectors’’~American National
Standards Institute, New York, 1997!#. The real-world estimation procedure utilizes a subject-fit
methodology with listeners who are audiometrically proficient, but inexperienced in the use of
HPDs. A key factor in the decision to utilize the subject-fit method was an evaluation of the
representativeness of the laboratory datavis-à-vis attenuation values achieved by workers in
practice. Twenty-two field studies were reviewed to develop a data base for comparison purposes.
Results indicated that laboratory subject-fit attenuation values were typically equivalent to or greater
than the field attenuation values, and yielded a better estimate of those values than did

a! This paper is the last of three parts of a body of work that represents the research and analyses of S12/WG11 in conjunction with the development of ANSI
S12.6-1997. Part I appeared in 1996 in J. Acoust. Soc. Am.99, 1506–1526~1996!. It referenced two succeeding parts, one of which Part II is still in press
and hence will appear out of chronological order. Additionally the advance citation of this paper in Part I, listed the first two authors in the reverse order from
that which appears above.
b!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-in-Chief that are judged~a! to have a subject of wide acoustical interest, and~b! to

be written for understanding by broad acoustical readership.
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experimenter-fit or experimenter-supervised fit types of results. Recent data which are discussed in
the paper, but which were not available at the time of the original analyses, confirm the findings.
© 1998 Acoustical Society of America.@S0001-4966~98!03001-X#

PACS numbers: 43.10.Ln, 43.50.Hg, 43.66.Vt, 43.15.1s @GAD#

INTRODUCTION

A quantity of fundamental concern to the understanding
and description of the performance of hearing protection de-
vices ~HPDs! is the attenuation provided by such devices
under conditions of actual use. Since the mid-1970’s, studies
have been published with increasing regularity~Bergeret al.,
1996! indicating that the standardized laboratory test proce-
dures utilized in North America do a very poor job of pre-
dicting such performance~ANSI S3.19-1974, ANSI S12.6-
1984!. This discrepancy between laboratory and real-world
data is especially troubling considering the importance that
many hearing protector purchasers and users ascribe to pub-
lished attenuation values. As a result, Accredited Standards
Committee S12, Noise, assigned its Working Group 11,
‘‘Hearing Protector Attenuation and Performance,’’ the task
of developing a procedure that would yield useful estimates
of ‘‘achievable field performance’’ i.e., the noise reduction
that properly trained and motivated workers receive from
wearing their hearing protectors in occupational settings.
Such results were defined as among the higher values of
attenuation attained by groups of informed users in well-
managed and well-supervised industrial and military hearing
conservation programs.

This paper describes analyses conducted by the mem-
bers of Working Group 11 to evaluate the suitability of a
proposed standardized laboratory test procedure for measur-
ing real-ear attenuation at threshold~REAT! in a manner that
estimates achievable field performance. A prior paper de-
scribed an interlaboratory comparison study undertaken by
Working Group 11 that was used as the basis for the devel-
opment and evaluation of the proposed protocol~Royster
et al., 1996!. The reader is referred to that report and to the
final approved standard that was developed as the outcome
of the Working Group’s efforts~ANSI S12.6-1997! for the
rationale behind the experiments, a description of the overall
work effort, the details of the test procedures, and a presen-
tation of the actual results of the interlaboratory study. This
paper will focus on a comparison of the interlaboratory test
results to available field studies, in order to draw inferences
about the degree to which the laboratory data can appropri-
ately be used to predict field results.

The Working Group’s interlaboratory protocol involved
two distinctly different methods, an informed user-fit and a
subject-fit approach. The latter procedure involved test sub-
jects who were audiometrically proficient, but naive in the
use of hearing protection. Prior research had suggested that
the subject-fit method would provide better field estimates
~Berger, 1988; Casali and Epps, 1986!, but the informed
user-fit ~later somewhat modified and implemented as an
experimenter-supervised fit in the final approved standard!
was also included in the interlaboratory protocol because of
the concern that the subject-fit might lead to large inter- and

intralaboratory variability and thus be unsuitable for stan-
dardization. However, the outcome of the experiments and
subsequent analyses failed to justify such concerns, instead
demonstrating that the subject-fit method was even prefer-
able in terms of reproducibility~Roysteret al., 1996!. With
this in mind, as well as the fact that the subject-fit data had
already been shown to predict the approximate upper bound
estimate of field performance, and that experimenter-
supervised fitting only diminished the usefulness of the pre-
diction, the decision was made to focus attention on the
subject-fit data for the analyses in this report.

I. METHODS

A. The laboratory data sample

The HPDs which were selected for the interlaboratory
study, and hence for the real-world comparison, are de-
scribed in Sec. II C and Fig. 1 of Roysteret al. ~1996!. They
include the Aearo Company E-A-R® Classic foam earplug,
the PlasMed, Inc. V-51R premolded earplugs~5 sizes!, the
Willson Safety Products EP100 premolded earplugs~2
sizes!, and the Bilsom UF-1 earmuffs. The devices were se-
lected because they were products for which the greatest
amount of real-world data were available in the literature,
because of their popularity in the marketplace at the time of
the study, and because they represented a diverse range of
product types with a focus on earplugs, which were the type
of hearing protector that the Working Group had deemed
provided a greater real-world estimation problem than did
earmuffs.

The laboratory-based attenuation values used in the fol-
lowing analyses are the average of each test subjects’ two
trials in the Subject-Fit 1 test session, and their two trials in
the Subject-Fit 2 test session, from the interlaboratory study
as reported in Table II of Roysteret al. ~1996!. This pro-
vided a single attenuation value for each of 24 subjects at
each of four laboratories, based on four attenuation measure-
ments per subject. In this paper, trials were averaged together
as in the original analyses by Roysteret al. Furthermore,
sessions were also averaged together since the ANOVAs in-
dicated no effect of practice, i.e., no difference between the
Subject-Fit 1 and Subject-Fit 2 test sessions. And finally, the
data were also averaged together across the four laboratories
since an ANOVA involving only the subject-fit data indi-
cated no overall laboratory effect, albeit with a significant
effect for a few cases—1000 and 2000 Hz for the Bilsom
earmuff and 1000 Hz for the E-A-R Plug, due to lower at-
tenuation values from one laboratory. However, the inter-
laboratory differences between subject-fit data for the EP100
and V-51R earplug were not significant at any frequency.
Therefore all of the subject-fit data were pooled across 96
subjects with four trials per subject to create a benchmark
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against which the real-world mean attenuations and standard
deviations of attenuations could be compared. These aver-
aged values, across practice and across laboratory, are re-
ported in Tables I–IV of this report, in the cells labeled
‘‘Interlab Subject Fit.’’

Also reported in Tables I through IV are the manufac-
turers’ published values based upon testing according to the

experimenter-fit protocol of ANSI S3.19 as interpreted by
the U. S. Environmental Protection Agency~EPA, 1979!.
The EPA’s specific implementation does not use the first step
of the S3.19-specified experimenter fit~namely, a subject fit
of the device!, thereby causing the fitting to become a purely
experimenter-controlled procedure. In effect, the current
EPA interpretation and test lab practices utilize the subject as

TABLE I. E-A-R classic foam earplug. Mean subject-fit~SF! data from the interlaboratory study, manufacturer’s labeled values, and 16 real-world studies.
N is number of subjects, SD is standard deviation, shaded values are significantly less than Interlab values atp,0.05, and underlined values are significantly
greater atp,0.05.
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though she or he were a test fixture to which the experi-
menter applies the HPD being tested. This type of manufac-
turers’ data represents the information most commonly avail-
able to customers in North America today for purposes of
specifying and selecting HPDs.

B. The real-world data sample

The first reported data on field performance of HPDs
were published by Reagan in 1975. Since then, at least 21
additional studies of which the authors are aware have be-
come available worldwide~Abel et al., 1982; Behar, 1985;
Berger and Kieper, 1991; Casali and Park, 1991; Chung
et al., 1983; Crawford and Nozza, 1981; Durkt, 1993; Ed-
wards et al., 1983; Edwards and Green, 1987; Edwards
et al., 1978; Fleming, 1980; Goff and Blank, 1984; Hachey

and Roberts, 1983; Hempstock and Hill, 1990; Mendez
et al., 1986; Padilla, 1976; Pekkarinen, 1987; Pfeifferet al.,
1989; Roysteret al., 1991; Passchier-Vermeeret al., 1993;
and Smoorenburget al., 1986!. The total data base of 22
studies comprises results from over 90 different industries, in
seven countries~Argentina, Canada, Finland, Germany,
Netherlands, UK, and U.S.! with a total of approximately
2900 subjects. Of those studies, 16 included data on the four
HPDs which were tested in the interlaboratory comparison.
For additional details on the studies, readers are referred to
the individual reports and to the complete summary by
Bergeret al. ~1996!.

Measurements in the field studies were conducted by
independent researchers, government-sponsored investiga-
tors, and by staff employed at the industries which supplied
the data. In all cases, the test subjects were private-sector

TABLE II. V-51R earplug. Mean subject-fit~SF! data from the interlabora-
tory study, manufacturer’s labeled values, and 5 real-world studies.N is
number of subjects, SD is standard deviation, shaded values are significantly
less than Interlab values atp,0.05, and underlined values are significantly
greater atp,0.05.

TABLE III. Wilson EP-100 earplug. Mean subject-fit~SF! data from the
interlaboratory study, manufacturer’s labeled values, and 5 real-world stud-
ies. N is number of subjects, SD is standard deviation, shaded values are
significantly less than Interlab values atp,0.05, and underlined values are
significantly greater atp,0.05.
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workers or military personnel exposed to noise who were
tested in most cases while wearing their own HPDs.

The facilities that have been examined most likely rep-
resent the better hearing conservation programs in existence.
This presumption is based upon the increased likelihood of
finding higher-quality programs among companies and orga-
nizations interested in and choosing to participate in the
complicated, time consuming, and costly research of the type
required for real-world evaluations. In fact, in at least two of
the more recent studies, the locations were selected specifi-
cally because the authors believed them to be exemplary
~Edwards and Green, 1987; Pfeifferet al., 1989!.

Due to the variety of authors who have been involved
and the diversity of countries in which the research has been
conducted, the real-world data base spans a number of dif-
ferent procedures. Some of the most interesting parameters
that could potentially influence the data and are germane to
the analyses of this paper include: how the participation of
the subjects was arranged~candid versus scheduled testing!,
and how the attenuation was measured~REAT using large
circumaural earcups versus REAT in a small test booth!.
Bergeret al. ~1996! in their comprehensive review paper ex-
amined these aspects and others, and concluded that within

the limits of the variability of the available data, it was ap-
propriate to collapse the results across scheduling method,
and across methods of measuring attenuation as well.

A very recent evaluation of real-world hearing protector
performance was also reviewed for this paper~Scott, 1995!,
but not included in the data tables. This extensive study of
350 subjects at 9 sites included E-A-R Classic foam ear-
plugs, one of the four HPDs evaluated in this study, and the
one for which substantial data already existed. Although the
Scott results were not available in time for full inclusion in
this study and statistical analyses, qualitative comparison to
the 16 existing measurements on the foam plug indicated that
the newer values only served to confirm that which had al-
ready been observed.

The real-world data for the four HPDs of this study are
presented in Tables I–IV, along side the previously men-
tioned interlaboratory results. A blank cell indicates the au-
thors did not test attenuation at that frequency, most notable
being Padilla~1976! who only tested at 500 Hz. For each
study, the reference is provided~see the references!, as is the
number of employees who were tested, and the study identi-
fication number~for the author’s internal purposes!.

C. Analysis

It was not possible to use a statistical tool such as an
ANOVA to provide a basis for comparison of the real-world
~RW!, interlaboratory subject-fit~SF!, and manufacturers’
published~MFG! data, since raw RW and MFG values were
not available. However, when the means and variances of
two populations are compared with the assumption being
that the two populations will have equal means and vari-
ances,m15m2 and (s1)25(s2)25s2, the distribution is
that of thet-test~Mendenhall, 1975!. Thet-tests were run for
independent samples of differing size, with a presumption of
normal distributions and equal variances in both samples.
The equal-variance assumption was appropriate for the SF-
to-RW comparisons, but not for the SF-to-MFG compari-
sons, since in the latter case the MFG variances were sub-
stantially smaller. The effect of the inhomogeneity of
variance in this instance, wherein the distribution with the
lesser variance also has less than or equal to the sample size
of the other distribution, is to make thet-test more conser-
vative, i.e., it is less likely to reach significance. In spite of
this, all SF-to-MFG differences were found to be signifi-
cantly different.

The computedt-values are also listed in Tables I–IV,
along with the associated degrees of freedom indicated in the
subscript. The mean RW values which are significantly less
than the SF values~at p,0.05! are shaded, and those which
are significantly greater are underlined.

II. RESULTS

The product for which the greatest amount of data are
available is the E-A-R® Classic foam earplug~see Table I
and Fig. 1!. There are 16 separate measurements from 11
different reports with a total subject count of 633. For 61%
of the 108 possiblet-test comparisons the SF values are
statistically greater than the RW data, 28% of the time there

TABLE IV. Bilsom UF-1 earmuff. Mean subject-fit~SF! data from the
interlaboratory study, manufacturer’s labeled values, and 3 real-world stud-
ies. N is number of subjects, SD is standard deviation, shaded values are
significantly less than Interlab values atp,0.05, and underlined values are
significantly greater atp,0.05.
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were no significant differences, and only 11% of the time did
the RW values exceed the SF values. Stated alternatively, in
89% of the comparisons the SF values equaled or exceed the
RW data. This can be appreciated visually in Fig. 1, wherein
it is clear the SF data represent approximately the upper
quartile of the field values. In all cases the MFG data were
statistically greater than the SF values, and in the figure the
MFG values can be seen to be well outside the range of field
data, except at 2 and 4 kHz.

The data for the remaining two earplugs tell a similar
story ~Tables II and III, and Figs. 2 and 3!, although the fact
that fewer field studies are available for examination makes
it difficult to ascertain whether the SF data represent an up-
per bound, an upper quartile, or some other value. There are
five studies of the V-51R earplug with a total subject count
of 308, although 183 of those subjects were from one study
~Padilla, 1976! who only measured attenuation at 500 Hz,
albeit a frequency that has been shown to be an excellent
indicator of overall protection~Berger, 1989!. For 20% of
the 25 possiblet-test comparisons the SF values were statis-
tically greater than the RW data, and in the remaining 80%
there were no significant differences. In no instances did the
field values significantly exceed the SF measurements.

There are also five studies of the EP100 earplug, with a
total subject count of 153. For 67% of the 33 possiblet-test
comparisons the SF values are greater than the RW data, and
in the remaining 33 of the comparisons there were no differ-
ences. In no instances did the field values significantly ex-
ceed the SF measurements. For both the V-51R and the
EP100, the MFG data significantly exceeded the SF data at
all frequencies.

With earmuffs, the expectation was that there would be
less difference between the lab and field data since there is
less to go wrong with the fitting of earmuffs under field
conditions and since there is also less potential for the ex-
perimenter to ‘‘over fit’’ the earmuff for high attenuation in
the laboratory setting. However, the reduced variance of the
earmuff data caused smaller measured differences to reach
significance. There were three separate measurements of the
UF-1 earmuffs from two different reports with a total subject
count of 51, and the values may be found in Table IV and are
plotted in Fig. 4. For 33% of the 21 possiblet-test compari-
sons the SF values are greater than the RW data, and in the
remaining 67% there were no significant differences. In no
instances did the field values significantly exceed the SF
measurements. As noted with all of the other products, the

FIG. 1. E-A-R® Classic foam earplug: Mean subject-fit~SF! data from
interlaboratory study and mfg.’s labeled values compared to 16 real-world
studies. Individual real-world studies shown by thin green lines w/out sym-
bols; bold green line w/out symbols is avg. real-world standard deviation
and shading shows range of real-world data.

FIG. 2. V-51R earplug: Mean subject-fit~SF! data from interlaboratory
study and mfg.’s labeled values compared to five real-world studies. Indi-
vidual real-world studies shown by thin green lines w/out symbols and by
filled box; bold green line w/out symbols is avg. real-world standard devia-
tion and shading shows range of real-world data.

FIG. 3. EP100 earplug: Mean subject-fit~SF! data from interlaboratory
study and mfg.’s labeled values compared to five real-world studies. Indi-
vidual real-world studies shown by thin green lines w/out symbols; bold
green line w/out symbols is avg. real world standard deviation and shading
shows range of real-world data.

FIG. 4. UF-1 earmuff: Mean subject-fit data~SF! from interlaboratory study
and mfg.’s labeled values compared to three real-world studies. Individual
real-world studies shown by thin green lines w/out symbols; bold green line
w/out symbols is avg. real world standard deviation and shading shows
range of real-world data.
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MFG data significantly exceeded the SF data at all frequen-
cies.

III. DISCUSSION

In order to create a procedure that generates ‘‘valid’’
data, the question of course has to be asked, ‘‘Valid with
respect to what?’’ In practice, a wide range of HPD attenu-
ation values may be observed in the workplace, from essen-
tially no attenuation at all for devices poorly fitted by un-
trained users who incorrectly and inconsistently wear their
HPDs, to much higher levels of protection that may be ob-
tained under ideal conditions in workplaces with the most
successful hearing conservation programs. It makes no sense
to excessively derate hearing protector performance to esti-
mate worst-case attenuation values, since worst-case values
are much more heavily influenced by factors other than the
hearing protectors themselves, such as substantial misuse of
products. Neither is it appropriate to utilize optimum
laboratory-fit values to estimate field performance, since
such laboratory-based values are in essence estimates of ide-
alized protection obtained under pristine conditions and/or
performance attained by unusually well-trained and moti-
vated users.

In developing a procedure to estimate field performance,
the decision was made by the Working Group to attempt to
approximate ‘‘achievable’’ results. Such results were defined
as among the higher values of attenuation attained bygroups
of informed users in well-managed industrial and military
hearing conservation programs. The validity of the estimates
was assessed and substantiated by the analyses in this report,
and by prior analyses~Franks and Casali, 1993!.

Ideally, the approach to reduction of laboratory versus
real-world discrepancies would be to improve field perfor-
mance to match laboratory data, keeping in mind that under
no circumstances can one hope to duplicate optimum labo-
ratory data for groups of users under field conditions. Re-
gardless, most agree that industrial hearing conservation
practice must be enhanced so that better real-world HPD
performance can be realized~Berger, 1992!. However, it is
also clear that a laboratory method of measuring hearing pro-
tector attenuation that yields data which more closely corre-
late with existing, or even potential field performance, would
be a valuable predictive tool. The development of such a tool
has been one of the principal goals of Working Group 11.

The assessment of the degree to which the Working
Group achieved its goal was based on comparison of the
laboratory data measured via use of the new proposed pro-
tocol, to field performance data. The field data were taken
from a wide range of available studies. Although some
would argue that certain of the real-world studies might rep-
resent less than ideal field practice, the general agreement
across studies, as well as the reasoning expressed earlier in
this paper regarding the types of companies and hearing con-
servation programs that would be likely to participate,
strongly argue that the current real-world data base provides
a favorable representation of hearing conservation practice in
the latter part of the twentieth century. As such, the fact that
the laboratory-based data from the protocol proposed herein
predicts the upper bounds of field-measured hearing protec-

tor attenuation is, in these authors’ opinion, a reasonable
measure of the suitably of that protocol. This suggests that
the laboratory data areachievable by groups of usersin the
field, but are not guaranteed. Certainly, sincerely interested
and/or highly motivated individual users may exceed these
values~and of course others will fall short!, but the purpose
of such laboratory-based data is to provide a statistical indi-
cator, not an absolute guarantee, of what hearing conserva-
tionists can expect to attain in an overall hearing conserva-
tion program. How the mean laboratory data are adjusted by
the subtraction of one or more standard deviations in order to
reflect what 84%, or 98%, or some other proportion of the
users will achieve, is up to those who regulate safety or who
implement programs based on these data~Berger and Roys-
ter, 1996!.

With this discussion in mind, the results of the analyses
provide strong support for the use of SF data, and a strong
contraindication for use of existing U.S. laboratory-based
test data for the estimation of field performance. The SF data
were shown to provide essentially an upper-bound estimate
for the premolded earplugs and the earmuff, and something
closer to an upper-quartile estimate for the foam earplug.
One could argue that the SF data provide too high a predic-
tion of RW attenuation, but certainly not one that is too low.
However, with the precision that is available in subjective
testing of this nature, the Working Group agreed that the
appropriate balance between over- and underestimation of
field performance had been achieved. The MFG data, based
on EPA-required testing using the 1974 standard were shown
to always significantly exceed SF data, and to also always
exceed field performance data by a substantial amount.

It is concluded that the data that results from the subject-
fit method of Working Group 11, as implemented in the re-
cently approved standard S12.6-1997, provide an improved
estimate of the field performance of HPDs. Furthermore, this
estimate represents the upper range of attenuation values
which are achievable by groups of users in well-managed
and well-supervised industrial and military hearing conserva-
tion programs.
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INTRODUCTION

The 2-D problem of acoustic scattering by a supported
infinite elastic plate is a subject of regular interest.1–7 The
reason for this lies in the simplicity of the formulas for the
scattered field, which give a quantitative analysis for the en-
ergy distribution between different scattering channels. Sup-
porting ribs and other pointwise non-homogeneities appear
to be very important in increasing the energy scattered from
an elastic plate. Many distinguished specialists were in-
volved in the analysis of scattering effects from supported
elastic plates. Reference 1 contains the detailed review of the
results published up to 1982. In particular, the heavy fluid
loading limit is discussed. Recent efforts in the area required
rather advanced mathematical methods to be used. The ef-
fects of varying junction conditions were considered by
Guo.2 The scattering on a periodically supported plate lies
beyond the topic of this paper, and we mention only a few
results. The scattering from an orthogonally supported plate
was examined in Refs. 3 and 4. The influence of the surface
of the supporting ribs was analyzed in Ref. 5. The influence
of irregularity in location of ribs and their parameters was
studied by Photiadis.6 The scattering from two semi-infinite
plates with a support was analyzed by Rebinsky and Norris.7

In those papers the Kirchhoff model of the plate is ac-
cepted. This model is valid if the wave thickness of the plate
kh is small. The consideration of moderate, but not small
values ofkh requires the Timoshenko model to be used~see
Refs. 8 and 9!. In this paper we show that the formulas and
even the statement of the boundary value problems in Refs. 8
and 9 contradict the reciprocity principle and should be cor-
rected. The correction deals with the description of the junc-
tion of the rib and plate. We give the general formulation of

the contact conditions on an arbitrary body attached to the
plate that imply the reciprocity principle. In particular we
present correct contact conditions for pointwise non-
homogeneity. We prove the uniqueness of the solution based
on Sommerfeld’s formula10 and the ‘‘optical’’ theorem for
the model. The last two results are known for the Kirchhoff
model~see Refs. 11 and 12–14, respectively!, and are refor-
mulated in this paper for the Timoshenko model. Sommer-
feld’s formula is of independent interest for the inverse prob-
lems of finding the parameters of the scattering obstacle. The
‘‘optical’’ theorem serves as the identity for independent
control of computations.

This paper is closely connected with Ref. 15 where the
eigen-oscillations of a liquid in a bounded cavity with an
elastic plate on the boundary are discussed. In Ref. 15 both
Kirchhoff and Timoshenko models of the plate are used. The
problem is reduced to a Fredholm type equation with a self-
adjoint operator. The reason for self-adjointness lies in the
correct contact conditions. Other than correct contact condi-
tions would lead to a non-self-adjoint operator and complex
fundamental frequencies which are unacceptable for a physi-
cal model without damping.

The problem of scattering from a plate reinforced by a
set of ribs is considered in Ref. 16. The statement of the
boundary value problem there is mathematically correct and
the amplitude of the scattered field appears to be symmetric
with respect to the angles of incidence and observation.
However, only force impedances of ribs are taken into ac-
count. Our numerical calculations show that at high frequen-
cies moment impedance plays an important role in the pro-
cess of scattering.

The paper is organized as follows. In Sec. I the model is
described and auxiliary representations for Green’s function
are given. In Sec. II the scattering on an elastic plate with an
arbitrary compact inhomogeneity~boundary value problem!

a!E-mail address: ivan.andronov@pobox.spbu.ru
b!E-mail address: bbelinsk@cecasun.utc.edu
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is considered. The representation for the solution of the
boundary value problem is derived by means of Green’s sec-
ond formula. The asymptotic expansion of this formula al-
lows Sommerfeld’s formula to be found, i.e., the representa-
tion of the scattered field in terms of the scattering amplitude
and its analytic continuation. In Sec. III the general form of
contact conditions is given. The ‘‘optical’’ theorem for the
model is formulated. Sommerfeld’s formula and ‘‘optical’’
theorem imply the uniqueness of the solution for the cor-
rectly formulated boundary value problem. In Sec. IV the
solution of the scattering problem on a supported plate is
presented. In contrast with Ref. 8, the scattering amplitude
appears to be a symmetric function of the angles of incidence
and observation. The amplitudes of the surface waves trav-
eling along the plate are found by means of the analytic
continuation of the scattering amplitude for complex
angles.17 Numerical results are presented in Sec. V. The
analysis of the scattered energy distribution between differ-
ent channels is given.

I. TIMOSHENKO MODEL

Consider harmonic oscillations of a semi-infinite fluid
space$2`,x,`, 0,y,`% with an elastic plate on its
boundary$2`,x,`,y50%. The factore2 ivt describes the
time dependence and is omitted. The acoustic pressure satis-
fies the Helmholtz equation

~¹21k2!p50, ~1!

with the wave numberk5v/c, wherec is the fluid sound
speed. The behavior of the plate is modeled by the Timosh-
enko theory~e.g., see Ref. 18!. It means that shear deforma-
tion and rotatory inertia are taken into consideration. Thus,
the thickness of the plate is assumed to be not small com-
pared to the modal wavelength of the highest frequency of
interest. This model requires the consideration of two func-
tions: the plate displacementj(x) in the y direction and the
anglec(x) between the tangent line to the plate and thex
axis. These functions satisfy the following equations~prime
denotes derivation with respect tox!:

Dc92k2Gh~j81c!1
rh3v2

12
c50, ~2!

k2Gh~j91c8!1rhv2j5p~x,0!. ~3!

Here D is the bending stiffness of the plate,G is the shear
modulus,r is the density of the material andh is the thick-
ness of the plate. The parameterk introduced in~2! and~3! is
the shear correction factor usually taken equal top2/12. The
acoustic pressurep(x,0) plays in ~3! the role of external
force applied to the plate. The displacement is related to the
pressure by the continuity condition

r0v2j~x!5
]p~x,0!

]y
, ~4!

wherer0 is the density of the fluid.
Equations~2!, ~3!, and~4! allow us to exclude the func-

tions j and c and to formulate the boundary condition in
terms of pressure only:18

S d4

dx4 1F1

d2

dx2 1F2D ]p~x,0!

]y
1S F52F3

d2

dx2D p~x,0!50.

~5!

Here convenient notations similar to those introduced in Ref.
8 are used:

F15
rv2

k2G
1

rh3v2

12D
, F252k0

4~12«!, F35
r0v2

k2Gh
,

F55n~12«!, «5
rh2v2

12k2G
.

The wave numberk0 and parametern above are the same as
in the Kirchhoff theory:

k0
45

rhv2

D
, n5

r0v2

D
.

Letting F15F350 and«50, i.e.,F252k0
4 andF55n, the

boundary condition of the Kirchhoff model appears instead
of ~5!. For the system~2! and~3!, this corresponds to taking
the limit as

k2Gh→1` and
rh3v2

12
→0. ~6!

Let G(r ,r0) be Green’s function of the model
(r5(x,y),r05(x0 ,y0)). It satisfies the Helmholtz equation
~1! with the Dirac delta function on the right-hand side and
the~homogeneous! boundary condition~5!. Let jG(x,r0) and
cG(x,r0) be the corresponding fields of displacements and
angles. The formulas for these fields can be easily found by
means of the Fourier transform

G~r ,r0!52
1

4p E 1

g~m!
eim~x2x0!S e2g~m!uy2y0u

1
l * ~m!

l ~m!
e2g~m!~y1y0!Ddm, ~7!

jG~x,r0!5
1

2pr0v2 E F51F3m2

l ~m!
eim~x2x0!2g~m!y0dm,

~8!

cG~x,r0!5
2 i

2pD E m

l ~m!
eim~x2x0!2g~m!y0dm. ~9!

Here the Fourier symboll (m) of the boundary operator~5!
and an auxiliary functionl * (m) are introduced as follows:

l ~m!5~m42F1m21F2!g~m!2~F51F3m2!,

l * ~m!5~m42F1m21F2!g~m!1~F51F3m2!,

g~m!5Am22k2.

The functiong~m! is defined on the complex plane cut along
the vertical lines$m5k1 i t% and $m5k2 i t%, tP@0,̀ ),
andg(m).0 for m.k. The path of integration in~7!–~9! is
shown in Fig. 1~a!. It coincides with the realm-axis except
for small neighborhoods of the real zeros of the symboll (m)
and the pointsm56k. These points are avoided in accor-
dance with the limiting absorption principle. One introduces
a small imaginary part ofk, so that Imk.0. Then the zeros
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of the symboll (m) shift from the real axis ofm into the
complex plane and the integration contour can be taken
along the real axis. The limit procedure as Imk→0 requires
deforming the contour to avoid the singularities.

The dispersion equation

l ~m!50 ~10!

can be rewritten as a fifth order algebraic equation for
s5m2. Its analysis shows that if«<1, there exists only one
positive roots5s0 . That is, only one pair of real roots of
~10! exists. For«.1 there could appear extra real roots, but
we restrict our derivations in this paper to the case

«,1. ~11!

~Note, the second mode in the isolated Timoshenko plate
appears as«.1.! Let the positive root of the dispersion
equation be denoted asm0 . This root is the wave number of
the surface wave that propagates along the plate and expo-
nentially decreases in the orthogonal direction.

The method of steepest descent for the integral~7! yields
the asymptotic representation for Green’s function at large
distances from the source

G~r ,r0!5A2p

kr
eikr 2 ip/4CG~w!1o~r 21/2!

as r→`, 0,w,p, ~12!

G~r ,r0!5AG
6e6 im0x2g~m0!y1o~1! as x→6`. ~13!

The asymptotic formula~12! represents the field as the radial
distancer→` and the angle of observationw is fixed. The
asymptotic formula~13! represents the field as the distance
along the platex→6` and they coordinate is fixed. The far
field scattering geometry is presented on Fig. 2.

The scattering amplitudeCG of the outgoing cylindrical
wave is given by the formula

CG~w,r0!5
1

4p i
e2 ikx0 cosw~e2 iky0 sin w

1R~w!eiky0 sin w!. ~14!

HereR is the coefficient of reflection from a homogeneous
infinite plate

R~w!5
l * ~k cosw!

l ~k cosw!
5

L* ~w!

L~w!
, ~15!

L~w!5 ik sin w~k4 cos4 w2F1k2 cos2 w1F2!

1~F51F3k2 cos2 w!, ~16!

L* ~w!5 ik sin w~k4 cos4 w2F1k2 cos2 w1F2!

2~F51F3k2 cos2 w!.

The amplitudes of two surface waves traveling to the right
and to the left from the source are

AG
652

i ~F51F3m0
2!

l 8~m0!g~m0!
e7 im0x02g~m0!y0. ~17!

The following asymptotic representations can be easily
found by using~13!, ~17!, and boundary conditions~2!–~4!:

jG~x,r0!5BG
6e6 im0x1o~1!,

~18!
cG~x,r0!5CG

6e6 im0x1o~1! as x→6`.

Here

BG
65K1AG

6 , CG
65K2AG

6 , ~19!

constantsK1 andK2 depend on the parameters of the model
only, and their precise values are not needed below.

The substitutionm5k cosa in the formula~7! leads to
the following representation for Green’s function:

G~r ,r0!52E
C
eikr cos~w2a!CG~a,r0!da, for y.y0

~20!

~see Ref. 11 for the details of derivation in case of the Kirch-
hoff model!. This is the so-called Sommerfeld’s formula.10

The path of integrationC coincides with the standard Som-
merfeld contour10 (p2 i`,p)ø(p,0)ø(0,i`) except forFIG. 2. Scattering far field geometry.

FIG. 1. Paths of integration.
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small neighborhoods of the pointsa6 such that
k cosa656m0 @see Fig. 1~b!#. Those points are the poles of
CG(a,•) and are avoided from the right and from the left
correspondingly. Therefore Sommerfeld’s formula~20! as-
sumes analytic continuation of the scattering amplitude~14!
for complex angles. It appears in particular that

AG
6572p i Res

a5a6

CG~a,• ! ~21!

~see Ref. 17 for the details of derivation in case of the Kirch-
hoff model!. Therefore the amplitudes of the surface waves
can be found if the scattering amplitude is known~for com-
plex angles!.

It is important to note that the formulas~20! and ~14!
can be differentiated byx andy. In particular that allows one
to find Sommerfeld’s formulas forjG and cG . The corre-
sponding scattering amplitudes are

Cj~w,x0!5
21

2pr0v2

k sin w

L~w!

3~F51F3k2 cos2 w!e2 ikx0 cosw, ~22!

Cc~w,x0!5
i

2pD

k2 sin w cosw

L~w!
e2 ikx0 cosw. ~23!

II. SOMMERFELD’S FORMULA

Consider now the scattering on a plate with a scatterer
V0 ~see Fig. 3! that occupies a finite domain. In this section
we derive fundamental relations for the scattered field such
that the particular type of the scatterer is not important. Some
examples of particular scatterers are presented in Sec. III.
The total acoustic pressurep(r ) is the sum of the incident
wave pi , reflected wavepr , which appears in the problem
without scatterer, and scattered fieldps . The asymptotic rep-
resentations~12!, ~13! and~18!, ~19! allow the radiation con-
ditions for the scattered fieldps to be formulated:

ps~r !5A2p

kr
eikr 2 ip/4Cs~w!1o~r 21/2!

as r→`, 0,w,p, ~24!

ps~r !5As
6e6 im0x2Am0

2
2k2y1o~1! as x→6`, ~25!

js~x!5Bs
6e6 im0x1o~1!, cs~x!5Cs

6e6 im0x1o~1!

as x→6`. ~26!

Here

Bs
65K1As

6 , Cs
65K2As

6 , ~27!

where constantsK1 and K2 are the same as in~19!. The
scattering amplitudeCs and the amplitudesAs

6 of surface
waves are not known beforehand. Their determination and
analysis represent the main problem of the scattering theory.

The physical meaning of the radiation conditions is the
separation of those solutions which carry no energy from
infinity. It is sufficient to assume that the scattering ampli-
tudeCs in ~24! belongs toL2(0,p). However, after the scat-
tering amplitude is found, it can be proved to be an analytic
function.

In this section the structure of the scattered field is dis-
cussed. Sommerfeld’s formula for it is derived and the scat-
tering amplitude is analyzed.

Let G be an auxiliary smooth path that starts at the point
(2x0,0) and ends at the point (x0 ,0) on the plate and be-
longs to the upper half plane$y.0% ~see Fig. 3!. Let the
scatterer be belowG. Further, letVR,G denote the domain
bounded by G, the plate, and semicircleGR5$r
5R,0<w<p% of sufficiently large radiusR. Supposer0

PVR,G . Applying Green’s second formula to the functions
ps(r ) andG(r ,r0) in the domainVR,G yields

ps~r0!5E
G
S 2ps~r !

]

]n
1

]ps~r !

]n DG~r ,r0!ds

1RE
0

pS ps~r !
]

]r
2

]ps~r !

]r DG~r ,r0!ur 5Rdw

1E
R.uxu.x0

S 2ps~r !
]

]y
1

]ps~r !

]y D
3G~x,0,r0!dx. ~28!

Here n is the outer unit normal toG. The third integral is
simplified by using the continuity condition~4! and integrat-
ing by parts with the help of the boundary conditions~2! and
~3!:

ps~r0!

5E
G
S 2ps~r !

]

]n
1

]ps~r !

]n DG~r ,r0!ds

1RE
0

pS ps~r !
]

]r
2

]ps~r !

]r DG~r ,r0!ur 5Rdw

2r0v2~js~x!F„G~x,r0!…1cs~x!M „G~x,r0!…

2M „ps~x!…cG~x,r0!2F„ps~x!…jG~x,r0!!~ u
2R
2x01ux0

R !.

~29!

Here the displacementsjs and anglescs are generated by the
scattered fieldps . The quantitiesjG andcG are generated by
Green’s function~see~8! and~9!!. The operatorsF andM in
~29! are defined by the formulas

F~p!52k2Gh~j81c!, M ~p!52Dc8. ~30!

Note, the expressionF(p) in ~30! represents the force and
the expressionM (p) represents the moment applied to the
plate.18 By taking the limit ~6! the formulas~30! reduce to

FIG. 3. Geometry of the problem of scattering and domainVR,G .
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the expressions for the force and moment for the Kirchhoff
model.

The radiation conditions~12!, ~13! and ~24!, ~25! allow
us to check that the integral along the large arc in~29! van-
ishes asR→`. The radiation conditions~18!, ~19! and~26!,
~27! allow us to check that the substitutions atx56R in
~29! vanish asR→`. Finally the following representation
for the scattered field appears:

ps~r0!5E
G
S 2ps~r !

]

]n
1

]ps~r !

]n DG~r ,r0!ds

1r0v2~js~x!F„G~x,r0!…1cs~x!M „G~x,r0!…

2M „ps~x!…cG~x,r0!2F„ps~x!…jG~x,r0!!u2x0

x0 .

~31!

This representation is valid for any field that satisfies the
Helmholtz equation~1!, boundary conditions~2! and ~3! on
the plate outsideG, and radiation conditions~24!–~27!.

Substituting the representation for Green’s function
from ~20! and similar formulas for the functionsjG andcG

and changing the order of integration yields Sommerfeld’s
formula for the fieldps(r0):

ps~r !52E
C
eikr cos~w2a!Cs~a!da, ~32!

Cs~w!5E
G
S 2ps~r !

]

]n
1

]ps~r !

]n DCG~w,r !ds

1r0v2~js~x!F„CG~w,x!…

1cs~x!M „CG~w,x!…2M „ps~x!…Cc~w,x!

2F„ps~x!…Cj~w,x!!u2x0

x0 . ~33!

Here the action of the operatorsF and M on the scattering
amplitudeCG(w,x) is defined as in~30!:

F„CG~w,x!…52k2Gh„Cj8~w,x!1Cc~w,x!…,

M „CG~w,x!…52DCc8 ~w,x!,

and the scattering amplitudesCG , Cj andCc are defined in
~14!, ~22!, and~23!.

The formulas~32! and ~33! are valid for y.max(y:y
PG).11 Below this level, the fieldp(r ) can be prolonged as
a solution of the Helmholtz equation~1!. The possibility to
use the formula~32! below this level is related to the well
known Rayleigh hypothesis.19 If the scatterer is located com-
pletely above or on the plate, then the curveG in ~31! can be
taken as the boundary of the scatterer. For the scatterers that
are located completely below or on the plate, the formulas
~32! and ~33! are valid for anyy.0. The curveG for that
case can be taken as a segment~or union of segments! on the
line y50. Note that Green’s function~7! is not defined for
y,0. Generally speaking, that prohibitsG to be belowy50.

The geometrical part of the fieldpg(r )5pi(r )1pr(r )
when substituted into the right-hand side of~33! gives zero.
This can be easily shown by applying Green’s second for-

mula topg(r ) andG(r ,r0) in the domainVG bounded byG
and the plate. Indeed,r0 is located outsideVG and the simi-
lar derivations as above yield

05E
G
S 2pg~r !

]

]n
1

]pg~r !

]n DG~r ,r0!ds

1r0v2~jg~x!F„G~x,r0!…1cg~x!M „G~x,r0!…

2M „pg~x!…cG~x,r0!2F„pg~x!…jG~x,r0!!u2x0

x0 .

Adding this identity term by term to the formula~31! and
combining the fieldspg andps yields the representation~33!
with the total fieldp(r ) on the right-hand side.

Analysis of the formula~33! shows that the scattering
amplitude Cs(w) preserves the analytic properties of the
scattering amplitudeCG(w,•) ~see Sec. I!. Therefore the
scattering amplitude is a meromorphic function of the com-
plex anglew, it has simple poles that coincide with the zeros
of the dispersion equationl (k cosw)50, and the identity
similar to ~21! is valid:

As
6572p i Res

a5a6

Cs~a,• !. ~34!

Let F be any subinterval of~0,p!. Analyticity of Cs(w)
implies that if the scattering amplitudeCs is equal to zero on
F, then it is identically equal to zero. Sommerfeld’s formula
~32! implies then that the fieldps(r ) is identically zero. This
result will be used below in Sec. III.

III. ‘‘OPTICAL’’ THEOREM

In the previous section the scatterer and the boundary
conditions on its surface were not specified. In this section
the set of possible contact conditions for the Timoshenko
model is described. It is shown that with those conditions,
the scattering problem has a unique solution. In particular,
the conditions on the rib correct the conditions used in Refs.
8 and 9.

We first give the brief derivation of the ‘‘optical’’ theo-
rem ~see Refs. 12–14 for the details of derivation in case of
the Kirchhoff model!. Let the incident field be a plane wave

pi~r !5exp~ ikx cosw02 iky sin w0!. ~35!

The reflected wave then is also the plane wave

pr~r !5R~w0!exp~ ikx cosw01 iky sin w0!,

whereR(w0) is the reflection coefficient~15!. Let (6x0 ,0)
be the end points of the curveG ~see Sec. II!. Apply Green’s
second formula to the fieldp(r ) and its complex conjugate
p̄(r ) in the domainVR,G . Then letR→` and separate the
imaginary part. The derivation is similar to that in Sec. II,
except that the integral over large arc and the substitutions at
the points (6R,0) do not vanish. The following identity ap-
pears:

2
4p

k
Re~R̄~w0!C~w0!!5

2p

k E
0

p

uC~w!u2dw

1Q~ uA1u21uA2u2!1E,
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E5
1

k
Im E

G
p

] p̄

]n
ds1

r0v2

k
Im~F~p! j̄ 1M ~p!c̄ !u2x0

x0 .

~36!

Here

Q5
g~m0!l 8~m0!

2k~F51F3m0
2!

.

It is important to note that the quantityQ is positive.
All the terms in~36! have explicit physical meaning of

energies normalized by the density of energy in the incident
plane wave. If there is no scattered field, all the energy that is
brought by the incident wave is carried away by the reflected
wave. If there is a scattered field, then some energy is taken
from the reflected wave. The left-hand side of~36! expresses
this energy. The first term on the right-hand side expresses
the energy that is carried away by the cylindrical wave~24!.
The second term gives the energy of the surface waves. It
combines the energies carried over by the acoustic waves
~25! and the elastic waves~26! in the plate. The last term is
the energy absorbed or irradiated in the domain bounded by
the curveG. If the scatterer represents a combination of bod-
ies attached to the plate or located separately, inhomogene-
ities in the plate~cracks, ribs, segments with different param-
eters!, open resonators below the plate, etc., the energyE is
the sum of energies absorbed or irradiated by each of these
bodies, inhomogeneities, and resonators.

The identity~36! describes the balance of energy in the
system. If there are no active sources of energy in any finite
domain, the natural restriction on the system is non-
negativity of all the terms on the right-hand side of~36!. Let
the scatterer consist of a bodyV attached to the plate on a
segment (2a,a), a point crack atx5x1 , and a point rib at
x5x2 ~see Fig. 3!. Let ]V be the boundary of the body and
]V0 be the part of]V which contacts fluid. The contourG in
~36! can be chosen asG5]V0øS«(x1)øS«(x2) with «→0,
whereS«(xn) is the semicircle of the radius« with the center
at (xn,0),n51,2. In this case the energyE can be expressed
as

E5E01E11E2 ,

E05
1

k
Im E

]V0

p
] p̄

]n
ds1

r0v2

k

3Im„F~p! j̄ 1M ~p!c̄…u2a
a , ~37!

Ej5
r0v2

k
Im@F~p! j̄ 1M ~p!c̄ #xj

, j 51,2. ~38!

Here and below@ f #x denotes the jump of functionf at the
point x.

The energyE0 is associated with the bodyV. The inte-
gral over]V0 represents the energy absorbed by the surface
of the body and the substitutions atx56a describe the en-
ergy of interaction of the body and the plate vibrations.

Consider the following~most general linear! conditions:

S p~s!

F~p~2a!!

M ~p~2a!!

F~p~a!!

M ~p~a!!

D 5ZS ]p~s!

]n
j~2a!

c~2a!

j~a!

c~a!

D . ~39!

HereZ is the matrix operator that characterizes the interac-
tion of the oscillations of the bodyV and the plate~see Refs.
5 and 20 for particular cases of conditions~39! for a body of
finite mass!. If the body is infinitely heavy, it can be consid-
ered as a body not contacting the plate and two separate fixed
points on the plate. The matrix operator in such a case splits
into two blocks, and the condition~39! can be rewritten in
the form of two conditions:

p~s!5ZV~s!
]p~s!

]n
~40!

on ]V0 and

S F~p!

M ~p! D5Z6S j
c D ~41!

at x56a. Here ZV is proportional to the acoustic imped-
ance of the surface]V0 , the matricesZ1 and Z2 are pro-
portional to the impedance matrices of the junctions at the
pointsx5a andx52a.

The two terms in~37! are non-negative if

Im Z~s!>0

or

Im ZV>0, Im Z6>0.

The last inequality for the matricesZ6 is known as the con-
dition of the passive four-pole network. The particular case
of ZV50 or ZV5` lead to the Dirichlet or Neumann bound-
ary conditions on]V0 . Then the integral over]V0 in ~37!
disappears, i.e., the body does not accept the energy.

In the formulas~38! for the energies of the crack and
pointwise rib, the integrals overS« are not presented due to
the Meixner conditions that are included in the formulation
of the boundary value problem at the points (6a,0), (x1 ,0),
(x2 ,0), and all the points of]V0 where the smoothness of
the boundary is violated or the impedanceZV(s) is discon-
tinuous.

The energyE1 that is absorbed by the crack is zero due
to the contact conditions of free edges

F~p!50, M ~p!50, x5x160.

The conditions on the rib can be taken in the most gen-
eral form similar to~41!:

S @F~p!#

@M ~p!# D 5Zr S j
c D , x5x2 .

These conditions involve an impedance matrixZr ~see Sec.
IV below!. The displacementj and the anglec are supposed
to be continuous at the pointx5x2 where the rib is attached
to the plate.
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The formula~36! for the correctly stated boundary value
problem expresses the ‘‘optical’’ theorem~see Ref. 12!. It is
usually written in the form of two expressions for the effec-
tive cross section

S52
4p

k
Re„R̄~w0!C~w0!…,

S5
2p

k E
0

p

uC~w!u2dw1Q~ uA1u21uA2u2!1E,

E5
1

k E
]V

ImZsU ]p

]n U
2

ds

1
r0v2

k
ImK Z1S j

c D ,S j
c D L U

x5a

2
r0v2

k
ImK Z2S j

c D ,S j
c D L U

x52a

1
r0v2

k
ImK Zr S j

c D ,S j
c D L U

x5x2

. ~42!

The ‘‘optical’’ theorem~42! serves as the universal in-
dependent control of accuracy of computations which to-
gether with internal control of convergence is often incorpo-
rated in the numerical procedure~e.g., see Refs. 5 and 21!.
The numerical results in Sec. V are checked by means of this
identity.

The ‘‘optical’’ theorem~42! and Sommerfeld’s formula
~32! allow us to prove the uniqueness of the solution. Sup-
pose there exist two different solutionsp1 andp2 . Then their
difference is the solution of the boundary value problem
without an incident field. In this case the left-hand side in
~36! is zero, and henceS50. Due to ~42! the scattering
amplitude is identically zero. Sommerfeld’s formula~32!
yields p12p2[0. Thus the solution is unique.

In Refs. 8 and 9 the contact conditions at supporting ribs
are taken using the formal analogy with those for the Kirch-
hoff model. The mistake in the expression for the force and
moment~see~30!! leads to a model, for which the ‘‘optical’’
and uniqueness theorems are not valid. Though the differ-
ence in computed scattering characteristics is not large, we
believe there is no use to compare the numerical results pre-
sented in the next Section with those of Refs. 8 and 9 not
satisfying the energy conservation law.

IV. SCATTERING FROM A SUPPORTED PLATE

Consider now the scattering from a plate supported by a
pointwise rib and correct the results of Ref. 8. The rib is
supposed to be on the opposite side from fluid. The contact
conditions that describe the scatterer are taken in the form

@F~p!#5Zfj, @M ~p!#5Zmc. ~43!

Here the force and moment impedances depend on the mass
M and rotatory inertiaJ per unit length of the rib

Zf5Mv2, Zm5Jv2.

The exact solution of the boundary value problem~1!–
~4! and ~43! can be constructed by means of the Fourier

transform.22 Here the final formulas for the scattering ampli-
tudeC are presented only. For the special case of the plane
incident wave~35!, the scattering amplitude is given by the
formula

C~w,w0!5
i

p

k2 sin w sin w0

L~w!L~w0!
$h fm~w!m~w0!

2hmk2 cosw cosw0%. ~44!

HereL(w) is defined in~16!,

m~w!5F51F3k2 cos2 w,

h f5S F5D02F3D22
r0v2

Zf
D 21

,

hm5nS D21F3

rh

r0
D01F3B01

D

Zm
D 21

,

and the following contact integrals are introduced:

D j5
1

2p E g~m!~ im! j

l ~m!
dm, j 50,2,

~45!

B05
1

2p E dm

l ~m!
.

The paths of integration are the same as in~7!–~9!.
Note, lettingZm50 yields the formula presented in Ref.

16. As it was mentioned in Sec. I, for the Kirchhoff model
F15F350, F252k0

4 , andF55n. The formula~44! comes
to the well known result~e.g., see Refs. 1 and 20!

C~w,w0!5
in

p

k2 sin w sin w0

LK~w!LK~w0! H 1

D02D/Zf

2
k2 cosw cosw0

D21D/Zm
J . ~46!

Here

LK~w!5 ik sin w~k4 cos4w2k0
4!1n.

The identity~34! yields the formulas for the amplitudes
of the surface waves:

A6~w0!52
k sin w0Am0

22k2

L~w0!l 8~m0!
$h f~F51F3m0

2!m~w0!

7hmk cosw0m0%. ~47!

For the case of the incident surface wave

pi5exp~ im0x2Am0
22k2y!, ~48!

the scattering amplitude can be expressed as follows:

C~w!5
1

2p

k sin wAm0
22k2

L~w!~F51F3k2 cos2 w!
$h f~F5

1F3m0
2!m~w!2hmk coswm0%. ~49!

It should be noted that the scattering amplitude~44! satisfies
the reciprocity principle, i.e., is symmetric with respect to the
angle of incidencew0 and the angle of observationw. The
result of Ref. 8 based on the wrong contact conditions vio-
lates the energy conservation law and the reciprocity prin-
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ciple. Note also the symmetry between the expression~47!
for the amplitudes of the surface waves and the expression
~49! for the scattering amplitude. This symmetry represents
the reciprocity between different channels of scattering.

V. NUMERICAL RESULTS

This section presents numerical results on acoustic scat-
tering from an elastic plate supported by a pointwise rib of
rigidity. Both the Kirchhoff and the Timoshenko models are
used and the characteristics of scattering are compared.

The explicit formulas~44! and~46! for the amplitude of
the scattered field contain special integralsD j ( j 50,2) and
B0 @see ~45!#. These integrals converge slowly and their
regularization22 is necessary. However, they can be reduced
to sums of residues of auxiliary functions at the zeros of the
denominatorl (m) ~see Ref. 22 for contact integrals in the
Kirchhoff theory!. Thus the computational problems are re-
duced to finding all zeros of the fifth degree polynomial

P5~s!5~s22F1s1F2!2~s2k2!2~F51F3s!2 ~50!

in the complex plane ofs5m2.
The control of accuracy of computations is based on the

identities for the integrals

D15D550, D351.

The integralsD3 and D5 are understood as the following
limits. First, the exponentialeikm with k.0 is introduced in
~45! and the path of integration is moved into the upper
half-plane ofm. Then the limit fork→10 is taken as the
value of the integral.

Besides that control, the final results for the scattering
amplitude are checked with the help of the ‘‘optical’’ theo-
rem~42!. Ribs that do not absorb energy are considered only,
i.e., E50 in ~42!. For all the numerical dependencies pre-
sented in this paper ‘‘optical’’ theorem is satisfied to within
0.001%.

The main characteristic used for the comparison of the
models is the effective cross sectionS. This quantity is de-
fined as the ratio of the energy carried to infinity by the
scattered field to the energy concentrated on the unit length
of the incident wave front. On the figures the logarithmic
scale is used; that is, the effective cross section is expressed
in dB. Figure 4 corresponds to a steel plate in water sup-
ported by the ribs of different width and height. The curves
computed for the Timoshenko model are given by thin lines
and the curves for the Kirchhoff model are marked with bold
dots. The results in Fig. 4~a! are given for the rib oriented
perpendicularly to the plate, that is, its heightH is larger than
its width W, whereas the results in Fig. 4~b! are given for the
ribs oriented parallel to the plate (H,W). The difference
between the effective cross-sections computed for the Kirch-
hoff and for the Timoshenko models of plate vibrations al-
most does not depend on the parameters of the rib. However,
this difference is slightly greater for orthogonal ribs than for
ribs oriented parallel to the plate.

The influence of the moment impedanceZm is shown on
Fig. 5. The dependencies of effective cross-section are pre-
sented forM51 kg/m and different values ofJ. At low fre-

quencies, the force impedance determines the process of
scattering. At high frequencies, the moment impedance be-
comes more significant.

Figure 6 presents the angular dependence of the effec-
tive cross-section at the frequency of 20 kHz for the same
ribs as in Fig. 4~a!. These curves show that the maximum
difference appears for the angle of incidence of about 20°.

Figure 7 describes the distribution of the scattered en-
ergy between the channels of scattering. The ratio of the
energy carried away by the surface waves to the total scat-
tered energy is plotted. The coincidence frequencyf 0 at
which the phase velocities of the flexural waves in an iso-
lated plate and the acoustic waves in the fluid coincide plays
an important role in the processes of scattering. The distri-
bution of energy between the channels of scattering changes
significantly at this frequency. At low frequencies, most en-
ergy is carried away by the surface waves propagating along
the plate. For a plate in water, the increase of the frequency
leads to the decrease of this portion to the level of about 75%
up to the coincidence frequency. For the plates in air, up to

FIG. 4. ~a!DependenciesS( f ) for steel plate in water:w0545°, h51 cm,
andW51 cm. ~a! H51 cm ~curve is shifted220 dB!; ~b! H52.5 cm~shift
215 dB!; ~c! H55 cm ~shift 210 dB!; ~d! H515 cm ~shift 25 dB!; and
~e! H51 m ~no shift!. ~b! DependenciesS( f ) for steel plate in water:
w0545°, h51 cm, and H51 cm, ~a! W52.5 cm ~curve is shifted
220 dB!; ~b! W55 cm ~shift 215 dB!; ~c! W515 cm ~shift 210 dB!; ~d!
W550 cm ~shift 25 dB!; ~e! W51 m ~no shift!.
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the coincidence frequency, the portion of energy carried
away by surface waves remains at the level close to 100%.
At the coincidence frequency, the balance of energy rear-
ranges, and forf . f 0 the energy is mainly carried away by
the cylindrical wave. This is seen more evidently in Fig. 7~b!
for steel plate in air and in Fig. 7~c! for plexiglas plate in air.

For the Kirchhoff model, the flexural wave number in
isolated plate is equal tok0 , whereas for the Timoshenko
model, this wave number is larger:

kt5AF1

2
1Ak0

4~12«!1F1
2/4.

This fact causes the difference of coincidence frequenciesf 0

in the two models. The shift of curves corresponding to the
Kirchhoff and to the Timoshenko models is seen in Fig. 7~c!
for the Plexiglas plate in air when the difference of coinci-
dence frequencies is the largest.

For the plates in water, the coincidence frequency lies in
the domain ofkh'0.9 where the models of thin plates~at
least the Kirchhoff model! are not valid. For the plates in air,
this frequency corresponds to smaller values ofkh. Figure 8
presents the dependence of the effective cross-section for the
supported steel plate in air. Sharp maxima are noticed at
frequencies of non-specular reflection when the velocity of
the trace of the incident wave on the plate coincides with the
velocity of flexural wave in isolated plate. Again, these fre-
quencies are different for the Kirchhoff and for the Timosh-
enko models.

VI. CONCLUSION

We have derived Sommerfeld’s formula~32! and ‘‘op-
tical’’ theorem~42! for the acoustic scattering from an elastic
plate described by the Timoshenko theory. These results, be-
ing also of independent interest, allow us to prove the
uniqueness theorem for the problem of acoustic scattering
from a plate with any compact scatterer. In the case of a
pointwise rib, we have corrected the statement of the scatter-
ing problem examined in Ref. 8 and presented numerical

dependencies of the effective cross-section on frequency,
angle of incidence, and parameters of the rib. These numeri-
cal results are checked with the help of an ‘‘optical’’ theo-
rem. Comparison of the effective cross-section for the Kirch-
hoff and Timoshenko models shows that for not high
frequencies the discrepancy is small. It can be explained by
the slight difference in the frequencies of non-specular re-
flection that these models give.

The advantage of the Timoshenko model is in the much
wider range of parameters~frequency, thickness! for which
the model remains valid. The assumption«,1 accepted in
this paper is an artificial one; Fig. 9 presents the effective

FIG. 5. DependenciesS( f ) for steel plate in water:w0545°, h51 cm,
M51 kg/m; ~a! J5`; ~b! J50.1 kg m; ~c! J50.01 kg m; ~d!
J50.001 kg m; and~e! J50.

FIG. 6. DependenciesS(w0) for steel plate in water at frequencyf 520 Hz.
The parametersh, W, H and the shifts of curves are the same as in Fig.
1~a!.

FIG. 7. Distribution of energy~a! for steel plate in water,~b! for steel plate
in air and~c! for plexiglas plate in air:w0545°, h51 cm, W51 cm, and
H51 cm.
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cross section as a function of the frequency for high frequen-
cies, when this condition is violated. The Kirchhoff model
gives wrong results in that domain. One can note a deep
minimum on the curve corresponding to the Timoshenko
model. At this frequency, the second anti-symmetric mode in
the plate appears. The numerical results in Fig. 9 are pre-
sented for the following hypothetical model. The mass of the
rib is chosen to be zero, though the moment of inertia is
infinite. In this case the effect is the maximal. The curves
corresponding to the plates supported by ribs with compara-
bly large mass do not have this minimum of the effective
cross section.

Analysis of the effect of the moment impedance that was
not considered in Ref. 16 shows that at high frequencies the
rotation of a rib is essential.

In this paper we assumed that the frequency is not very

high and the condition~11! is satisfied. As a result, only one
surface wave propagates along the plate. However, this re-
striction is not crucial for our derivations. If more than one
wave propagates along the plate in each direction, then ad-
ditional terms appear in the ‘‘optical’’ theorem~42!.
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It was shown by Purcell@J. Acoust. Soc. Am.100, 2919–2936~1996!# that the Rayleigh equations
in the Fourier domain for the reflection coefficients for scattering of a plane wave from a
pressure-release sinusoid are valid if the maximum slope of the sinusoidKd,0.6627. This current
work finds the corresponding constraint sufficient for the validity of Rayleigh’s equations for a more
general periodic surface consisting of a finite sum of sinusoids. The mathematical basis of the
derivation of the Rayleigh equations from the Helmholtz integral formula is a Fourier series given
by Oberhettinger. Unlike the single sinusoid case developed by Purcell~referenced above!, the
analysis of the general periodic surface given here requires an analytic continuation argument. In
addition, a set of~infinite linear! equations of the ‘‘second kind’’ is derived for the reflection
coefficients for the general periodic surface. This guarantees that the truncation solutions for the
reflection coefficients converge and are unique. The matrix elements involved in these equations of
the second kind require the numerical evaluation of a finite integral~a generalization of Bessel’s
integral for the integer index Bessel functions! and all calculations required can be performed by
desktop computing. ©1998 Acoustical Society of America.@S0001-4966~98!04502-0#
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INTRODUCTION

The study of scattering of plane waves from a sinusoid
was initiated some ninety years ago by Lord Rayleigh.1 In
the region above the maximum elevation of the surface, the
periodicity of the surface implies that the scattered field is a
sum over out-going plane waves scattered into discrete
angles as given by the diffraction grating equation. Rayleigh
postulated the same form for the scattered field within the the
grooves of the surface corrugations, including the surface
itself. By applying the boundary conditions to this form of
the scattered field, Rayleigh was able to find an infinite set of
linear equations for the amplitudes of the out-going scattered
waves—the reflection coefficientsRm . No existence or
uniqueness theorems were available for such equations and
the general validity of Rayleigh’s approach was unknown.

In 1965, J. L. Uretsky2 used the Helmholtz integral for-
mula to derive an infinite set of linear equations, with matrix
elementsVm,n

0 , for the cn coefficients—the Fourier compo-
nents~apart from a phase factor! of the normal derivative of
the pressure on the surface. Uretsky expressed the reflection
coefficientsRm as an infinite sum over thecn and derived an
integral formula for the matrix elementsVm,n

0 . From this in-
tegral formula Uretsky was able to find a series representa-
tion of the matrixVm,n

0 consisting of two distinct terms, the
first term a sum over Bessel functions and the second term
expressible as~an integral over! a sum of Weber functions.
Combined with his formula expressing theRm as sums over
thecn , this result forVm,n

0 led Uretsky to conclude~see Sec.
E of Ref. 2! that his results were inconsistent with the Ray-
leigh equations. This in turn suggested that Rayleigh’s as-
sumption of out-going waves only in the grooves of the sur-
face roughness was incorrect.

However, a series of papers by Millar3 and Petit and
Cadilhac4 established that the Rayleigh assumption of out-
going waves only everywhere in the grooves of the surface

corrugations is correct if and only ifKd<0.448. Recently,
Purcell5 used exact results for two generalized Kapteyn sums
to rewrite Uretsky’s series expression forVm,n

0 in a form that
immediately leads to the Rayleigh equations in the Fourier
domain. Demanding that these Kapteyn sums converge ab-
solutely gives the constraintKd,0.6627. This leads to the
conclusion that the Rayleigh equations in the Fourier domain
are valid more generally than Rayleigh’s expansion in out-
going plane waves. An attempt to reconcile the apparent dis-
crepancy between these two different constraints is given in
Sec. VI of this paper.

On a purely numerical level, solving the Rayleigh equa-
tions directly~by truncation! for the Rm is much easier than
Uretsky’s procedure of solving for thecn coefficients, then
expressing theRm as~suitably truncated! sums over thecn .
The disadvantage is that the Rayleigh equations are only
valid for a sufficiently small surface slope. This would cor-
respond to a slope angle of arctan~0.6627! '34°; this is still
large enough to include many surfaces of practical interest.
Some well-known difficulties connected with the condition
number and with proving existence and uniqueness of the
truncation solutions of the Rayleigh equations are also dis-
cussed in Purcell.5

This current work is an extension of the results of Ref. 5
@the single sinusoid surfacez5d cos(Kx)# to the case of a
more general periodic surface consisting of a finite sum of
sinusoids in the formz5(n51

M dn cos(nKx1vn). It is found
that for such a composite surface, the Rayleigh equations in
Fourier form are valid provided the maximum slopesnKdn

of the individual sinusoids satisfy a certain non-linear con-
straint that can be solved numerically. In any event, the
slopes of the individual sinusoids may not exceed the single
sinusoid limitKd,0.6627. Results for the simplest possible
extension of the sinusoid case, namelyz5d cos(Kx)
1d8 cos(3Kx) ~a ripple of periodL/3 superimposed on a si-
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nusoid of periodL[2p/K!, are presented in graphical form.
In this paper, the mathematical basis of the derivation of

the Rayleigh equations is a Fourier series given by
Oberhettinger.6 Hence the proof of the Rayleigh equations
for the general periodic surface case requires an analytic con-
tinuation argument. This is in contrast to the the work in
Purcell5 for the single sinusoid, which was based on the
Kapteyn sums of the form(n51

` J2n(2nZ)/n2M given on p.
558 of Watson,7 and which did not require analytic continu-
ation arguments. Also a set of linear equations of the ‘‘sec-
ond kind’’ is derived for the reflection coefficientsRm for the
general periodic surface. This guarantees that the truncation
solutions for the reflection coefficients converge and are
unique. The matrix elements for these equations of the sec-
ond kind require the numerical evaluation of a generalization
of Bessel’s integral for the integer index Bessel functions.

This work concludes that the Rayleigh equations are
valid for composite surfaces consisting of a finite sum of
sinusoids, provided the slopes are sufficiently small. Such
surfaces have been used by Berman8 and Kachoyan and
Macaskill9 ~using methods applicable to arbitrary slope sur-
faces! to model bistatic scattering from the randomly rough
cylindrical surfaces. The study of such surfaces, using tech-
niques accessible to desktop computing, is the primary mo-
tivation for this current work. The reader should note that
there is an extensive literature on scattering from periodic
surfaces; this paper cites only a narrow selection of refer-
ences relevant to the specific technical approach employed in
this paper. There are other approaches to analyzing scattering
from a sinusoid that bypass Uretsky’s integral formula com-
pletely. For references to the older literature there is the re-
view by Fortuin,10 for more recent material see the review by
Bishop and Smith.11 Periodic surfaces have previously been
investigated by Hill and Celli12 and Van den Berg and
Fokkema.13 In the limit of the single sinusoid case their re-
sults reduce to Millar’s constraintKd<0.448~see Sec. V of
Ref. 13! on the general validity of the Rayleigh expansion
everywhere above the rough surface; in this paper the single
sinusoid case reduces to the constraintKd,0.6627 on Ray-
leigh equations in the Fourier domain.

I. PRELIMINARY THEORY

Generally the notation in this paper will be chosen to be
consistent with Holford14 and Purcell.5 Let the periodic sur-
face be described by the coordinate system shown in Fig. 1,
where the fluid occupies the half-spacez.e(x). In this pa-
per it will be assumed that the periodic surface is given by a
finite sum of M sinusoids of the form z5e(x)
5(n51

M dn cos(Knx1vn), where the phase factors 0<vn

<2p. The wave numbersKn of the sinusoids are assumed to
be integral multiples of the lowest wavenumberK1[K i.e.
Kn5nK. Hence the period of this surface isL52p/K. This
is not the most general periodic surface that can be con-
structed from a finite sum of sinusoids, but it is sufficiently
general to have some interesting applications. For example
such a surface is used by Berman@see Eq.~A1! of Ref. 8# to
model scattering from a random two-dimensional surface.

For simplicity consider an incident plane wave of the

form pinc(x,z)5exp@ik(x cosf02z sinf0)#, wheref0 is the
grazing angle. The total pressure must satisfy the wave equa-
tion

]2p~x,z!

]x2 1
]2p~x,z!

]z2 1k2p~x,z!50. ~1!

The boundary condition requires that the total pressure van-
ishes on the surface

p„x,e~x!…50. ~2!

The radiation condition requires that the scattered field con-
sist only of out-going waves asz→`.

As thex axis is shifted by an amountL, pinc is shifted
by the factor exp(ikL cosf0). Since the boundary conditions
are periodic inx, exp(2ikL cosf0)p(x,z) must also be peri-
odic in x. This leads to the expansion for the pressure in the
form

p~x,z!5pinc~x,z!1 (
n52`

`

Rneik~x cosfn1z sin fn!,

z.Maximum$e~x!%, ~3!

where the diffraction grating equation gives

cosfn5cosf01
K

k
n. ~4!

To satisfy the radiation condition, choose the square root
such that

sin fn5uA12cos2 fnu, 1 i uA12cos2 fnu, ~5!

for cosfn,1 and cosfn.1 respectively.
From an application of Green’s theorem to the pressure

p(r 8) and the Hankel functionH0
1(kur2r 8u) and by inserting

the pressure-release boundary conditionsp(x,e(x))50, fol-
lows the Helmholtz integral formula

p~r !5pinc~r !2
1

4i E ds8
]p~r 8!

]n8
H0

1~kur2r 8u!, ~6!

where the integral over the arc lengths8 extends over the
infinite surface andn8 is the downward normal. The field
point r5(x,z) lies anywhere above the periodic surface and
the pointr 85(x8,e(x8)) lies on the periodic surface. This is

FIG. 1. Definition of the coordinates for the scattering of a plane wave from
a periodic surface with periodL. The fluid occupies the half-spacez
.e(x) above the pressure-release periodic surface. In the example pictured
abovez5e(x)5d1 cos(Kx)1d2 cos(7Kx), where the surface wave number
K52p/L.
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just Eq.~21! of Holford. Now define the shorthand notation
for the normal derivative of the pressure on the surface in
terms of thec(x) function

c~x8!5S i

k

]p~x8,z8!

]n8

ds8

dx8D U
z85e~x8!

5
i

k S 2
]p~x8,z8!

]z8
1

de~x8!

dx8

]p~x8,z8!

]x8 D U
z85e~x8!

.

~7!

Since the normal derivative of the pressure is also periodic
up to a phase factor, it can be decomposed into the Fourier
sum

c~x!5 (
n52`

`

cneikx cosfn. ~8!

Since the surface is assumed to be periodic with periodL
52p/K, this gives the Fourier sum

e2 iPe~x!5 (
r 52`

`

eiKxrCr~P!. ~9!

This can be viewed as the generating function for theCr

functions.
Multiplication by the factor*0

Ldx exp(2iKxr)/L gives
the integral definition of theCr(P) functions

Cr~P!5
1

L E
0

L

dx e2 iKxr 2 iPe~x!

5
1

2p E
2p

p

du e2 ir u2 iPj~u!. ~10!

For convenience define the shorthand notationj(u)
[e(u/K) i.e. setKx5u and hencej(u12p)5j(u). Eq.
~10! can be regarded as a generalization of the Bessel inte-
gral definition of the Bessel functions; such functions have
been previously investigated by Wassiljeff.15 The special
casee(x)5d cosKx yields Cr(P)5 i 2rJr(P).

Now let the field point approach the surface i.e.r
5(x,z)→(x,e(x)) and use Meecham’s result16 that this
limit commutes with the integral to obtain

1

4i E ds8
]P~r 8!

]n8
H0

1~kur2r 8u!52pinc~r !. ~11!

Substitution of Eqs.~7!, ~8! into Eq. ~11! yields

k

4 (
n52`

`

cnE
2`

`

dx8eikx8 cosfnH0
1~kur2r 8u!52pinc~r !.

~12!

Multiplication of Eq. ~12! by the operator L21*0
Ldx

3exp(2ikx cosfm) gives the form

(
n52`

`

cnVm,n
0 522Cm~k sin f0!, ~13!

where

Vm,n
0 5

k

2

1

L E
0

L

dx e2 ikx cosfmE
2`

`

dx8 eikx8 cosfn

3H0
1~kA~x2x8!21„e~x!2e~x8!…2!. ~14!

By introducing the plane wave representation of the
Hankel function one obtains Uretsky’s well-known integral
representation

Vm,n
0 52

i

p (
l 52`

` E
2`

`

dX
Cl 2n~kX!Cm2 l~2kX!

X22sin2 f l
. ~15!

Following Uretsky, the contour is chosen by demanding that
sinfl have a positive imaginary part. This expression is the
starting point of this paper; additional details of the interme-
diate steps can be found in Uretsky, Holford, Bishop and
Smith, or Purcell. In addition, by returning to Eq.~6!, and
assuming that the field pointz lies above the high point of
the surface excursions, Uretsky was able to derive the impor-
tant formula expressing the reflection coefficientsRl as a
sum over thecn coefficients

Rl5 (
n52`

`
Cl 2n~k sin f l !

2 sin f l
cn . ~16!

This is Eq.~27! of Holford.

II. THE GENERAL PERIODIC SURFACE

To illustrate the next step required, for the moment re-
turn to the special case of the sinusoide(x)5d cos(Kx). In
that case the functionsCr(kX)5 i 2rJr(k dX). By using
Uretsky’s method@see AppendixC of Uretsky, Appendix C
of Bishop and Smith or Eq.~A2! of Purcell5 for details#
combined with two generalized Kapteyn sums@see Eqs.~B3!
and~B43! of Purcell5# one may derive a series representation
for Vm,n

0 @set Cr(x)5 i 2rJr(dx) in Eq. ~25!# which when
substituted into Eq.~13! immediately gives the Rayleigh
equations.

The same conclusion@that Uretsky’s formula Eq.~15!
leads to the Rayleigh equations# holds for the general peri-
odic surface, although the details of the proof must be modi-
fied. The proof depends on using a Fourier series and an
analytic continuation argument. In the sinusoid case, the for-
mulae given in Eqs.~B3! and ~B43! of Purcell5 did not re-
quire analytic continuation but so far this seems necessary
for the general periodic surface.

From the integral definition of Eq.~10!

Cl 2n~P!Cm2 l~2P!

5
1

4p2 E
2p

p

duE
p

2p

dq

3e2 i l ~u2q!1 inu2 imqe2 iP$j~u!2j~q!%. ~17!

Now let u2q52x and u1q52c. From the discussion in
Sec. 2.6 of Watson, the integrand in Eq.~17! is unchanged if
$x,c%→$x6p,c6p% or $x,c%→$x7p,c6p%. Therefore the
limits of integration can be taken as 0<x<p and2p<c<p
and this gives
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Cl 2n~P!Cm- l~2P!

5
1

2p2 E
0

p

dxE
2p

p

dc e2 i2lx1 i ~m1n!x2 i ~m2n!c

3e2 iP$j~x1c!2j~c2x%. ~18!

Now substitute this result into Uretsky’s formula Eq.~15! to
obtain

Vm,n
0 52

i

2p3 E
0

p

dxE
2p

p

dc ei ~m1n!x2 i ~m2n!c

3 (
l 52`

`

e2 i2lxE
2`

`

dX
e2 ikX$j~c1x!2j~c2x!%

X22sin2 f l
.

~19!

Again following Uretsky, the contour over theX integral is
defined in the usual way by requiring that sinfl have a posi-
tive imaginary part. Hence by closing the contour~in either
the upper or lower half-plane! one obtains

E
2`

`

dX
e2 ikX$j~c1x!2j~c2x!%

X22sin2 f l

5
ipeik sin f l uj~c1x!2j~c2x!u

sin f l
, ~20!

provided sinfl has a positive imaginary part.
Substituting this result into Eq.~19! gives

Vm,n
0 5

1

2p2 E
0

p

dxE
2p

p

dc ei ~m1n!x2 i ~m2n!c

3 (
l 52`

`

e2 i2lx
eik sin f l uj~c1x!2j~c2x!u

sin f l
. ~21!

So far this is similar to the analysis presented by Uretsky.
For the sinusoid case, Uretsky continued this argument by
~in effect! splitting the integrations overx and c into the
ranges 0<x<p/2, 0<c<p/2. He then observed that for the
sinusoid z5d cos(Kx), uj(c1x)2j(c2x)u52d sinx
3sinc>0. Then he split the factor

eik sin f l uj~c1x!2j~c2x!u[e2ikd sin f l sin x sin c

5cos~2kd sin f l sin x sin c!

1 i sin~2kd sin f l sin x sin c!.

The cos(2kdsinfl sinx sinc) factor then leads to the first
term in Eq. ~A2! of Ref. 5; the sin(2kdsinfl sinx sinc)
factor leads to the second term in Eq.~A2! of Ref. 5.

Instead of trying to generalize this lengthy argument,
consider the case in which the surface wave numberK ~and
cosf0! is assumed to be pure imaginary. From Eq.~5.1! of
Oberhettinger6 or Eq. ~16.1.5! of Hansen17 one has the Fou-
rier series

(
l 52`

`

eilx
sin$aAb21~y1 lc !2%

Ab21~y1 lc !2

5
p

c (
m5m1

m2

expF2~2pm1x!
iy

c G
3J0„b@a22c22~2pm1x!2#1/2

…, ~22!

where the integersm1>2@(ac1x)/(2p)# and m2<@(ac
2x)/(2p)#. ~If @(ac6x)/(2p)# is an integer, one half the
the corresponding term in the sum is to be taken. The param-
etersa, b, c, x, andy are real.! This means that the finite
sum on the rhs of Eq.~22! is over all integers that lie be-
tween the values2@(ac1x)/(2p)# and @(ac2x)/(2p)#.
Assume the parameter values 0.@(ac2x)/(2p)#.2@(ac
1x)/(2p)#.21, and hence the finite sum is an empty sum
and the rhs vanishes; i.e.,

(
l 52`

`

eilx
sin$aAb21~y1 lc !2%

Ab21~y1 lc !2
50,

0.@~ac2x!/~2p!#.2@~ac1x!/~2p!#.21. ~23!

This series may be easily verified numerically in the case 0
.@(ac2x)/(2p)#.2@(ac1x)/(2p)#.21. The use of
this series is the crucial part of the derivation of the Rayleigh
equations given in this paper.

Now by making the identificationsx[22x, a[kuj(c
1x)2j(c2x)u, b[1, ic[K/k, iy[cosf0 ~henceK is
pure imaginary! one can apply this result to the sum overl in
Eq. ~21!. This means that the factor exp(ik sin fluj(c1x)
2j(c2xu) in Eq. ~21! can be rewritten as exp„ik sin fl$j(c
1x)2j(c2x)%… with no loss of generality, since the sum
over the sin$k sinfluj(c1x)2j(c2x)u% factor vanishes by
Eq. ~23!. Hence

Vm,n
0 5

1

2p2 E
0

p

dxE
2p

p

dc ei ~m1n!x2 i ~m2n!c

3 (
l 52`

`

e2 i2lx
eik sin f l $j~c1x!2j~c2x!%

sin f l
. ~24!

Now one can now reuse the integral formula for the product
of the C functions given by Eq.~18!, to rewrite Eq.~24! as

Vm,n
0 5 (

l 52`

`
Cl 2n~k sin f l !Cm21~2k sin f l !

sin f l
. ~25!

The proof of this relation is valid along the finite line seg-
ment joining the parameter points@(ac2x)/(2p)#[2d1

and2@(ac1x)/(2p)#[2d2 provided the real numbersd1 ,
d2 satisfy 0,d1,d2,1. In terms of the parameterK, it is
valid along the finite segment of the complexK axis passing
through the origin and joining the parameter points

K152 i @2pd112x#/uj~c1x!2j~c2x!u,

K25 i @2pd212x#/uj~c1x!2j~c2x!u.

Note that since Eq.~23! is certainly true ifa50, one can
assumeaÞ0 without loss of generality. In particular since
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a[kuj(c1x)2j(c2x)u50 if x50 or x5p, then only the
values 0,x,p need be considered.

If two functions are equal along a finite line segment
lying in a region in which both functions are analytic, then
the functions must be equal throughout the entire region in
which both functions are analytic~finite and differentiable!.
Hence by analytic continuation Eq.~25! must be valid for all
parameter values for which the series in Eq.~25! is an ana-
lytic function ~provided the finite line segment of the com-
plex K axis passing through the origin and connecting the
pointsK1 , K2 is included in this region!.

Substitution of Eq.~25! into Eq.~13!, the interchange of
the sums overn and l and the use of Uretsky’s relation

connecting theRm and thecn then leads to the Rayleigh
equations for the general periodic surface in the form

(
l 52`

`

Cm2 l~2k sin f l !Rl52Cm~k sin f0!, ~26!

valid for all parameter values for which the generalized sum
in Eq. ~25! represents an analytic function. This is the form
of the Rayleigh equations which are investigated in this pa-
per.

Note that by using Eqs.~18! and ~23! and making the
same analytic continuation argument as above one can find
the following generalized Kapteyn sums:

(
l 52`

`
Cl 2n~k sin f l !Cm2 l~2k sin f l !2Cl 2n~2k sin f l !Cm2 l~k sin f l !

sin f l
50. ~27!

In the special casez5d cos(Kx), then Eq.~27! reduces to
Eq. ~B3! of Ref. 5, which was proven using a lengthy argu-
ment based on power series expansions and did not require
any analytic continuation arguments. For the general series
in Eq. ~27!, so far it seems necessary to use Fourier series
and analytic continuation. The method to determine the pa-
rameter values for which these series represent analytic func-
tions is given in the following section.

III. REGION OF VALIDITY FOR THE RAYLEIGH
EQUATIONS

Provided the surfacee(x) consists of a finite sum of
sinusoids and if the sinflÞ0 then each term in the series in
Eq. ~25! is differentiable. Furthermore the series can be dif-
ferentiated term by term if the series is uniformly conver-
gent. From the Weirstrass M-test, uniform convergence will
be implied by absolute convergence within a finite region of
the complexK plane. Hence the function represented by the
series in Eq.~25! will be analytic if it converges absolutely
within some finite region of the complexK plane. In addition
one must ensure that the region of convergence includes a
finite section of the complexK axis surrounding the origin. It
will follow ~see Fig. 3! that the region of convergence in the
complexK plane includes the origin. One may therefore con-
clude that Eq.~25! is valid for all parameter values for which
the series converges absolutely.

From the Cauchy root test for absolute convergence this
means that

lim
u l u→`

uCl 2n~k sin f l !Cm2 l~2k sin f l !u1/u l u

5 lim
u l u→`

uCl~ iK u l u!C2 l~2 iK u l u!u1/u l u,1. ~28!

Hence the problem amounts to determining the asymptotic
behavior, for large argument and large index, of theCr(x)
functions defined through the generalized Bessel integral of
Eq. ~10!. Since complex arguments of theC functions are

required for the analytic continuation argument, the method
employed in Sec. 8.7 of Watson is required rather than the
saddle point methods used by Hill and Celli, and van den
Berg and Fokkema.

To illustrate this method in a detailed manner, consider
the simplest possible extension~in terms of the symmetry
properties of theC functions! of the single sinusoid case:
e(x)5d cos(Kx)1d8cos(3Kx). In this special case one has
the additional propertiesC2r(x)5Cr(x) and C2r(2x)
5(21)rCr(x); this reduces Eq.~28! to the single constraint

lim
u l u→`

uCu l u~ iK u l u!u1/u l u,1. ~29!

„Note that the subsequent analysis is valid for any surface of
the form z5d cos(Kx)1d8 cos@(2N11)Kx#, by making the
replacement 3→(2N11).… The following analysis can be
made to correspond to Kapteyn’s derivation of the Carlini
formula as written in Sec. 8.7 of Watson. Rewrite the inte-
gral representation of Eq.~10! by making the substitutiont
5exp(iu) to yield

Cu l u~ iK u l u!5
1

2p i R dt

t u l u11 expH 1

2
u l uS KdF t1

1

t G
1Kd8F t31

1

t3G D J , ~30!

where the contour circles the origin once in the positive di-
rection. Now sett5exp(iu1u) where the radius exp@u# of the
contour circling the origin is to be chosen, i.e.,

Cu l u~ iK u l u!5
1

2p E
2p

p

du expF u l u H 1

2
Kd~eueiu1e2ue2 iu!

1 1
2 Kd8~e3uei3u1e23ue2 i3u!2u2 iuJ G . ~31!

Now if M is the maximum value of

uexp$ 1
2Kd~eueiu1e2ue2 iu!

1 1
2 Kd8~e3uei3u1e23ue2 i3u!2u2 iu%u ~32!
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then one has the upper bound

uCu l u~ iK u l u!u<M u l u. ~33!

Now for simplicity, for the moment assume thatK is a real
parameter. In that case the real part of

1
2 Kd~eueiu1e2ue2 iu!1 1

2 Kd8~e3uei3u1e23ue2 i3u!

2u2 iu ~34!

is

Kd cosh~u!cos~u!1Kd8 cosh~3u!cos~3u!2u. ~35!

This reaches its maximum value w.r.t.u when u50 and its
value is

Kd cosh~u!1Kd8 cosh~3u!2u. ~36!

Hence for all positiveu

uCu l u~ iK u l u!u<exp$u l u@Kd cosh~u!1Kd8cosh~3u!2u#%.
~37!

To obtain the strongest inequality possible, chooseu to mini-
mize the rhs of the previous equation, i.e.,

Kd sinh~u!13Kd8 sinh~3u!51. ~38!

In the case of the single sinusoidd850, then Eq.~38! can be
solved analytically asu5sinh21(1/Kd) and Eq.~29! reduces

to u(Kd)eA11(Kd)2
/(11A11(Kd)2)u,1. As noted in Eq.

~31! of Purcell,5 the numerical solution of this constraint for
Kd real givesKd,0.6627 and this is the region of validity
~for Kd real! of the Rayleigh equations for the single sinu-
soid. In the case of Eq.~38!, the solution foru is determined
numerically asu5umin(Kd,Kd8). From Eq.~29! the Rayleigh
validity constraint then amounts to

Kd cosh@umin~Kd,Kd8!#1Kd8 cosh@3umin~Kd,Kd8!#

2umin~Kd,Kd8!,0. ~39!

In terms of the maximum slopes of the individual sinusoids
Kd and 3Kd8, the numerical solution of Eqs.~38!, ~39!

gives the shaded region shown in Fig. 2. In any event,
the Rayleigh validity constraint requires bothKd,0.6627
and 3Kd8,0.6627. Now observe that for the parameter
valuesKd50.3 andKd50.4, Fig. 2 predicts that the region
of convergence extends out to the values 3Kd850.238
and 3Kd850.145, respectively. These values can be
easily obtained by the following recipe:~1! find the value
of u5umin(3Kd8,Kd) which minimizes Kd coshu1Kd8
3cosh 3u2u, ~2! substitute this value ofu into the equation
Kd coshu1Kd8 cosh 3u2u50, ~3! the numerical solution
of the previous equation then gives the boundary of the re-
gion in the 3Kd82Kd plane in which the constraint given in
Eq. ~39! holds. As an illustration of the simplicity of the
numerical analysis required, in the Mathernatica18 computer
language, this procedure can be implemented by the follow-
ing computer code:

In[1] :5 s2[s12] :5s2/.FindRoot[FindMinimum[s1*Cosh[u]1s2*Cosh[3*u]/3-u,

$u,0%][[1]]550,$s2,0,.1%];$s2[.3],s2[.4]%

Out[1] 5 $0.238046,0.145195%.

The program variabless2, s1 have the physical meaning
s2[3Kd8, s1[Kd. ~These values will be used in Fig. 5 to
examine truncation solutions for theRm .!

The casee(x)5d cos(Kx)1d8 cos(3Kx1v) with the
phase factor 0<v<2p can also be treated by an extension of
this approach. In that case the value ofu that maximizes the
integrand@Eq. ~31!# in the integral definition of the functions
Cu l u( iK u l u) and C2u l u(2 iK u l u) must also be found numeri-
cally. For reasons of brevity this case will not be developed
here. One finds that as the phasev increases from 0, the
region of validity of the Rayleigh equations shown as the

shaded area in Fig. 2 increases. The maximal extension of
the validity region occurs for the phase differencev5p.
Similar comments apply for the most general casez
5(n51

M dn cos(nKx1vn).
In the foregoing it was assumed that the surface wave

numberK was a real parameter. These previous results may
be generalized to allow complex values of the surface wave
numberK. If it is assumed thatd8, d are real parameters and
K is allowed to be complexK[uKueia, then in place of Eq.
~39! the convergence constraint for the series expression for
Vm,n

0 becomes

FIG. 2. The region of validity of the Rayleigh equations in the Fourier form.
The shaded area gives the allowed values of the slopesKd and 3Kd8 for a
composite surfacez5d cos(Kx)1d8 cos(3Kx). In the interior of this region
the generalized Kapteyn seriesVm,n

0 5( t52`
` Cl 2m(k sinfl)Cm2l

3(2k sinfl)/sinfl converges absolutely and this implies that the Rayleigh
equations@Eq. ~26!# are valid. For use in Fig. 5, note the boundary values
(Kd,3Kd8)5(0.3,0.238) and (Kd,3Kd8)5(0.4,0.145).
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1
2 uKud$eu cos~u1a!1e2u cos~u2a!%

1 1
2 uKud8$e3u cos~3u1a!1e23u cos~3u2a!%

2u,0. ~40!

The value ofu5u(u,uKu,a,d,d8) is determined by maxi-
mizing the lhs of Eq.~40! w.r.t. u ~if a50, this value would
be u50!. The value ofu5u(uKu,a,d,d8) is obtained by
minimizing the lhs w.r.t.u. This gives a single constraint
involving uKu, a, d, andd8. The numerical solution of Eq.
~40! gives the allowed complex values as a finite area sur-
rounding the origin of the complexK plane as shown in Fig.
3. Since the region of convergence includes a finite section
of the complexK axis passing through the origin, Fig. 3
validates the the analytic continuation argument in Sec. II.
Further details follow the same arguments as in Sec. 8.7 of
Watson and are left to the reader.

IV. THE EQUATIONS OF THE SECOND KIND

The Rayleigh equations for the periodic surface suffer
from the same technical problems as in the single sinusoid
case. In attempting to solve Eq.~26! by truncation, one may
observe that the condition number of the truncated matrix of
coefficients

M j ,l[H Cj 2 l~2k sin f l !, $u j u,u l u%<N

0, otherwise.

increases without bound~even for parameters within the re-
gion of validity of the Rayleigh equations! as the size of the
truncation matrix increases~see Fig. 2 of Ref. 5!. This will
eventually require that the precision of the calculations be
increased at the cost of extra computing time. In addition
there are no existence or uniqueness theorems available for
such infinite sets of linear equations of the ‘‘first kind.’’ For
the periodic surface, Holford observed that this deficiency
could be removed by obtaining equations of the ‘‘second
kind’’ for the cm coefficients. To obtain these equations,

take the normal derivative of the Helmholtz formula first,
then take the limit as the field point approaches the surface.
In this manner Holford obtained the equations@see Eqs.~39!,
~40!, and~42! of Holford14#

cm1 (
n52`

`

Vm,n
1 cn52ĉm , ~41!

where

ĉm52Fsin f02
mK cosf0

k sin f0
GCm~k sin f0!. ~42!

The matrixVm,n
1 is given by

Vm,n
1 5

ik

2L E
0

L

dx e2 iKx~m2n!E
2`

`

dx8 eik~x82x!cosfn

3
H1

1~kA~x2x8!21~e~x!2e~x8!!2!

A~x2x8!21~e~x!2e~x8!!2

3Fe~x8!2e~x!2~x82x!
de~x!

dx G . ~43!

By manipulating this integral expression forVm,n
1 , Holford

was able to prove that these are equations of the ‘‘second
kind,’’ and hence proved existence and uniqueness of the
truncation solutions for thecm .

By following the same procedure as for theVm,n
0 matrix

one may derive an analogue of Uretsky’s integral represen-
tation i.e. by substituting the plane wave integral representa-
tion for the Hankel function one obtains Eq.~44! of Purcell5

Vm,n
1 5

i

2Lp2 E
0

L

dx e2 iKx~m2n!E
2`

`

dt eikt cosfn

3E
2`

`

dPxE
2`

`

dPz

eiPxt1 iPx~e~x!2e~x1t!!

Px
21Pz

22k2

3FPz1Px

de~x!

dx G . ~44!

Now expand the exponential factors using Eq.~9!, perform
the t integral in terms of a Dirac delta function, and thex
integral in terms of Kronecker delta functions$use the gen-
erating function@Eq. ~9!# to rewrite thede(x)/dx factor% to
obtain

Vm,n
1 5

i

pE2`

`

dX
Cm2 l~2kX!Cl 2n~kX!

X22sin2f l

3FX1
K~ l 2m!cosf l

kX G . ~45!

Now by introducing the integral formula Eq.~18!, the
Fourier series given in Eq.~23! and the analytic continuation
argument used in Sec. II, one obtains the series representa-
tion

Vm,n
1 52 (

l 52`

`

Cm2 l~2k sin f l !Cl 2n~k sin f l !

3
@12cosf l cosfm#

sin2 f l
1dm,n. ~46!

FIG. 3. The region of convergence of the series expression forVm,n
0 for

complex values of the surface wave numberK, for a composite surfacez
5d cos(Kx)1d8 cos(3Kx). The interior of the oval region surrounding the
origin of the complexKd plane gives the complex values ofKd for which
the generalized Kapteyn seriesVm,n

0 5( l 52`
` Cl 2n(k sinfl)Cm2l

3(2k sinfl)/sinfl converges absolutely. The solid curve is for the case
d8/d50 and this is just the ‘‘domain K’’ from Sec. 8.7 of Watson. The
dashed line is the cased8/d50.264; note that the dashed curve crosses the
real axis atKd50.3 and this gives 3Kd850.238, consistent with Fig. 2. The
effect of adding extra sinusoids to the rough surface is therefore to shrink
the region of convergence in the complexKd plane.
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Furthermore, by applying the Cauchy root test for absolute
convergence, it follows that the region of convergence for
this series representation ofVm,n

1 is the same as the region of
convergence of the series representation ofVm,n

0 given in Eq.
~25!.

Substitution into Eq.~41! and the use of Eq.~16! leads
to

cm2 (
l 52`

`

Cm2 l~2k sin f l !
@12cosf l cosfm#

sin f l
Rl

52
@12cosfm cosf0#

sin f0
Cm~k sin f0!. ~47!

For most applications it is the reflection coefficients
which are required, not thecm coefficients. These equations
of the second kind for thecm may be converted to equations
of the second kind for the reflection coefficients. Multiply
both sides by(m52`

` Cj 2m(k sinfj)/2 sinfj to obtain

Rj2 (
l ,m52`

`

Cj 2m~k sin f j !Cm2 l~2k sin f l !

3
@12cosf l cosfm#

2 sin f j sin f l
Rl

52 (
m52`

`
@12cosfm cosf0#

2 sin f j sin f0

3Cj 2m~k sin f j !Cm~k sin f0!. ~48!

The sum over the indexm above can be performed analyti-
cally using analogues of the Bessel function summation for-
mulae( r 52`

` Jr(x)Jp2r(y)5Jp(x1y) and so on.
To derive the required summation formulae, return to

the generating function for theCr(x) functions. From Eq.~9!

e2 ixj~u!5 (
r 52`

`

eir uCr~x!,

~49!

e2 iyj~u!5 (
r 852`

`

eir 8uCr 8~y!.

As for the Bessel function case in Sec. 2.4 of Watson, mul-
tiply these two formulae together and equate powers of
exp(iu) to obtain

(
r 52`

`

Cr~x!Cp2r~y!5Cp~x1y!. ~50!

By differentiation of the first of the formulae in Eqs.~49!
w.r.t. u and then following the same procedure as above
gives the results

(
r 52`

`

rCr~x!Cp2r~y!5
px

~x1y!
Cp~x1y!,

~x1y!Þ0, ~51!

(
r 52`

`

rCr~x!C2r~2x!50. ~52!

These last three summation formulae yield the following col-
lection of sums:

(
m52`

`

Cm2 l~2k sin f l !Cj 2m~k sin f j !

5Cj 2 l~k@sin f j2sin f l # !, ~53!

(
r 52`

`

~m2 l !Cm2 l~2k sin f l !Cj 2m~k sin f j !

5
2~ j 2 l !sin f l

~sin f j2sin f l !
Cj 2 l~k@sin f j2sin f l # !, j Þ l ,

~54!

(
m52`

`

~m2 j !Cm2 j~2k sin f j !Cj 2m~k sin f j !50, ~55!

(
m52`

`

Cm~k sin f0!Cj 2m~k sin f j !

5Cj~k@sin f j1sin f0# !, ~56!

(
m52`

`

mCm~k sin f0!Cj 2m~k sin f j !

5
j sin f0

sin f j1sin f0
Cj~k@sin f j1sin f0# !. ~57!

Equations~51!–~57! allow one to rewrite Eq.~48! as

Rj2 (
l 52`

`

M j ,lRl5c̃ j , ~58!

where

c̃ j52
@12cosf0 cosf j1sin f0 sin f j #

sin f j~sin f01sin f j !

3Cj~k@sin f01sin f j # !,

M j , j50, ~59!

M j ,l5
Cj 2 l~kd@sin f j2sin f l # !

sin f j

3
@12cosf l cosf j2sin f l sin f j #

~sin f l2sin f j !
,

j Þ l .

These equations are the generalization of Eqs.~63! of
Purcell,5 valid for an arbitrary periodic surface consisting of
a finite sum of sinusoids. Now following Holford, these are
equations of the second kind provided

(
j ,l 52`

`

uM j ,l u2,`, (
m52`

`

uc̃mu2,`. ~60!

By generalizing the arguments in Appendix C of Purcell,5

these conditions are valid for the same parameter values for
which the generalized Kapteyn series forVm,n

0 converges ab-
solutely.
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A useful observation~but not of course a new one! is
that the rhs of Eq.~58! is just the unshadowed Kirchhoff
approximation]p(x,z)/]nuz5e(x)52]pinc(x,z)/]nuz5e(x) for
the periodic surface, i.e.,

Rj
Kirchhoff52

@12cosf0 cosf j1sin f0sin f j #

sin f j~sin f01sin f j !

3Cj~k@sin f01sin f j # !. ~61!

V. SOME ADDITIONAL NUMERICAL RESULTS

Now consider a truncation solution of Eqs.~58! for the
particular coefficientRM , i.e.,

(
l 52`

`

aj ,lRl5bj , ~62!

bj5H c̃ j , 2P1M< j <P1M ,

0, 2P1M. j .P1M ,
~63!

aj ,l5H d j ,l2M j ,l , 2P1M<$ j ,l %<P1M ,

0, otherwise.

Denote the solution obtained by solving these (2P11)
equations in (2P11) unknowns asRM(2P11). Note that
in the single sinusoid casez5d cos(Kx), theCr(x) functions
reduce toi 2rJr(x), which are easy to numerically evaluate.
For the general periodic surface case theCr(x) are evaluated
by numerically integrating the Bessel type integral given by
Eq. ~10!; simple trapezoidal integration seems to work the
best. About 10–15 lines of computer code are required to
construct a program to solve Eqs.~62!.

To show the effect on the reflection coefficients of su-
perimposing a ripple of periodL/3 on a sinusoid of periodL,
again consider the simplest possible extension of the sinu-
soid casez5d cos(Kx)1Kd8 cos(3Kx). Numerical values for
Rm(N) for a specific choice of the parametersm, k, d, d8,
K, f0 take on order of one minute~for N'29! by circa 1996
desktop computing~a 66 MHz processor!. For the parameter
values f0545°, Kd50.3, and 3Kd85$0,.1% (d8/d
5$0,1/9%), plots of uR0u and uR21u vs kd are shown in Fig.
4. By inspection of these plots, it is clear that the ripple is
important at higher frequencies. For the specular component,
the effect of the ripple is considerable forkd.2. Note that
the positions of the Rayleigh anomalies sinfn50, indicated
by the presence of certain cusps in the plots ofuR0u and
uR21u, are of course unchanged by the addition of the ripple.
Figure 4 may be useful as a simple benchmark for the reader
to test code for solving for reflection coefficients.

To demonstrate the convergence of the truncation solu-
tion of Eqs.~58! for the reflection coefficients again consider
the simplest possible extension of the sinusoid casez
5d cos(Kx)1Kd8 cos(3Kx). Return to Fig. 2 and recall that
for the particular parameter choicesKd50.3 andKd50.4,
Fig. 2 predicted that the region of convergence of the series
representations forVm,n

0 ~andVm,n
1 ! extends out to the values

3Kd8<0.238 and 3Kd8<0.145 respectively. Now consider
a truncation solution of Eqs.~58! for the particular coeffi-
cient RM . The relative change in the truncation solutions as
the sizeN of the truncation matrixaj ,l is increased by 2 is

just u12uRM(N)/RM(N12)uu. Provided the truncation solu-
tions are converging this means that this quantity should be
small for N large. A plot of u12uR0(N)/R0(N12)uu versus
3Kd8 is shown in Fig. 5 for several large values of the trun-
cation matrix sizeN. The predictions of Fig. 2 are confirmed
in Fig. 5. For the parameter valuesKd50.3 andKd50.4,
the relative changes in the value of the truncation solutions
remain small for values 3Kd8<0.238 and 3Kd8<0.145 re-
spectively and diverge thereafter. The parameter valuesf0

545° andkd51.0 are used in this illustration. Fig. 5 can be
regarded as the generalization of Fig. 4 of Purcell.5

VI. RELATIONSHIP BETWEEN DIFFERENT FORMS
OF THE RAYLEIGH EQUATIONS

During the course of the review process for this paper
some interesting arguments have been exchanged with one
of the reviewers~hereafter referred to as reviewer ‘‘C’’ ! re-
garding the regions of validity of different forms of the Ray-
leigh equations. Some of these are points are sketched below.
For the purposes of the subsequent discussion, only the sinu-
soid case will be considered, hencee(x)[d cosKx. The two
equations under discussion in this section are Rayleigh’s
equations in the form analyzed in this current paper

(
l 52`

`

i l 2mJl 2m~kd sin f l !Rl52 i 2mJm~kd sin f0!

~64!

and Rayleigh’s expansion for the pressure on the surface of
the pressure-release sinusoid

FIG. 4. Plots of the reflection coefficientsuR0u and uR21u, for the periodic
surfacez5d cos(Kx)1d8 cos(3Kx). The parameter valuesf0545 °C, Kd
50.3, and 3Kd85$0,0.1% (d8/d5$0,1/9%) are used in this illustration. By
comparing the casesd8/d5$0,1/9%, it is clear that the effect of the ripple
increases as the frequency increases.
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(
l 52`

`

Rle
ik„x cosf l1e~x!sin f l …

52eik„x cosf02e~x!sin f0… . ~65!

‘‘ C’’ refers to Eqs.~64! and ~65! as the Rayleigh equations
in ‘‘Fourier’’ and ‘‘coordinate’’ representation respectively.

As expressed by ‘‘C, ’’ from Eqs. ~8!, ~9!, and~16!, one
has the integral representation

Rl5
1

4p sin f l
E

2p

p

duc~u/K !e2 iku cosf l /K2 ik sin f le~u/K !.

~66!

As u l u→` then sinfl→iKulu/k. ‘‘ C’’ now points out that the
resulting integral forRl can be estimated by steepest descent
~see Millar’s work for example! giving the asymptotic result

Rl→const
1

l 3/2 exp@K~2 ix* 1e~x* !!l #, ~67!

where the saddle pointx* is defined bye8(x* )5 i or equiva-
lently Kx* 52 i sinh21(1/Kd). ‘‘ C’’ then considers the spe-
cial point Kx5p and applies the Cauchy root test to the
series on the l.h.s. of Eq.~65!, to obtain the following nec-
essary and sufficient condition for absolute convergence

eK@Re~2 ix
*

1e~x* !!1d#,1. ~68!

This can be rewritten as

Re~2 ix* 1e~x* !!,2d. ~69!

This is Millar’s criterion and leads to the constraintKd
<0.448. Sincee(x)5min@e(x)# at Kx5p, this is a neces-
sary and sufficient condition for demanding absolute conver-
gence at all points on the surface.@From Art. 22 of
Bromwich,19 it may also be noted that the series in Eq.~65!
converges, in contrast to absolute convergence, for all values
of the slope and for all points on the surface with the pos-
sible exception of the pointsKx50, p, 2p.#

In response Purcell pointed that by a trivial rewriting of
Eq. ~67! by substitutingKx* 52 i sinh21(1/Kd), one has

lim
l→`

uRl u1/l5U ~Kd!e
A11~Kd!2

11A11~Kd!2U . ~70!

From the Carlini formula in~1! 8.7 of Watson it follows that

lim
l→`

uJl 2m~kd sin f l !u1/l5 lim
l→`

uJl~ iKdl !u1/l

<U ~Kd!e
A11~Kd!2

11A11~Kd!2U . ~71!

Hence by applying the Cauchy root test one obtains the suf-
ficient condition for the absolute convergence of the series in
Eq. ~64!

U ~Kd!e
A11~Kd!2

11A11~Kd!2U,1 ~72!

This is the domain ‘‘K ’’ from the theory of Kapteyn series
~see Chapters 8.7 and 17 of Watson! and as was stated in
Ref. 5 of the manuscript, the numerical solution of this con-
straint gives the sufficient conditionKd,0.6627~Note that
the boundary valueKd50.6627 was not investigated in Ref.
5, hence this condition is sufficient only.!

On the other hand one can multiply Eq.~65! by
L21 exp@2ikx cosfm#, integrate over*2L/2

L/2 dx term by term
~the assumed absolute convergence implies uniform conver-
gence! and obtain Eq.~64!. Furthermore one can multiply
Eq. ~64! by exp@ikx cosfm#, take the sum(m52`

` , inter-
change the sums overm and l , perform the sum overm
using the generating function for Bessel functions, and get
Eq. ~65!. This leads to what ‘‘C’’ characterizes as a contra-
diction, namely that Eqs.~64! and ~65!, hitherto assumed to
be completely equivalent, have different regimes of validity
~defined by the requirement of absolute convergence!. ‘‘ C’’
proposes to resolve this contradiction by stating that Eqs.
~64!, ~65! are not completely equivalent, that the interchange
of the sums required in deriving Eq.~64! from Eq. ~65!, can
only be carried out if Millar’s more restrictive assumption
holds. ‘‘C’’ avers that statements such as ‘‘... the Rayleigh
equations are valid ifKd,0.6627...’’ must be sharpened to
specify that this constraint refers to the Fourier form of the
Rayleigh equations, Eq.~64!. Likewise the meaning of Mill-
ar’s constraintKd<0.448 must be associated with Eq.~65!,
what ‘‘C’’ terms the coordinate form of the Rayleigh equa-
tions.

It appears that ‘‘C’s’’ ideas regarding the absolute con-
vergence of the sum in Eq.~65! can be extended. Instead of

FIG. 5. The region of convergence of the truncation solution of the equa-
tions of the second kind, Eqs.~58!, for the periodic surfacez5d cos(Kx)
1d8 cos(3Kx). The vertical axis gives the relative change in succeeding
truncation solutions of Eq.~58! for uR0u, i.e., u12uR0(N12)uu versus the
slope 3Kd8, whereR0(N) denotes the solution obtained by takingN equa-
tions in N unknowns. Note that the solutions are well-behaved for the pa-
rameter values predicted by Fig. 2; namely ifKd5.3 the solutions are
well-behaved up to the value 3Kd8<0.238, forKd50.4 for values 3Kd8
<0.145. The parameter valuesf0545° andkd51.0 are used in this illus-
tration.

692 692J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 A. Purcell: Rayleigh equations for a periodic surface



demanding absolute convergence at all points on the surface,
consider an arbitrary point„x,e(x)… where 2p/2<Kx
<p/2 ~modulo multiples of 2p!; this point lies somewhere
on the ‘‘hills’’ of the sinusoid. Ifp/2,Kx,3p/2 ~modulo
multiples of 2p! then the point lies somewhere on the ‘‘val-
leys’’ of the sinusoid. From the Cauchy root test and Eq.
~70!, the series in Eq.~65! converges absolutely if

U~Kd!e2kd cosKxeA11~Kd!2

11A11~Kd!2 U,1. ~73!

If one demanded that this hold atKx5p, then this gives

u(Kd)eKdeA11(Kd)2
/(11A11(Kd)2)u,1 which is a trivial

rewriting of Millar’s criterion with solutionKd<0.448. But
if the point lies somewhere on the ‘‘hills’’ of the sinusoid
2p/2<Kx<p/2, then 2Kd cosK x<0 and Eq.~73! be-
comes

U~Kd!e2mKdeA11~Kd!2

11A11~Kd!2 U,1, 0<m<1. ~74!

For m51 this constraint is satisfied for all finite values of
Kd,`, for m50 the constraint is satisfied forKd
,0.6627; in the general case 0<m<1 numerical analysis
shows thatKd,0.6627 is sufficient. Hence in the range
Kd,0.6627, the series in Eq.~65! converges absolutely if
2p/2<Kx<p/2. The situation can be summarized by stat-
ing that the series in Eq.~65! converges absolutely at all
points on the surface if and only ifKd<0.448, in the range
0.448,Kd,0.6627 it converges absolutely on the hills, but
will fail to converge absolutely at least at some points on the
valleys. This raises an intriguing possibility. Can Eq.~64! be
derived by requiring that Eq.~65! holds ~i.e., that the series
converges absolutely! only on the hills of the surface rather
than demanding that it be valid everywhere on the surface?

Assume thatKd,0.6627 and hence that Eq.~65! is
valid for 2p/2<Kx<p/2. Multiply Eq. ~65! by 2L21exp
@2ikx cosfp#, integrate over*2L/4

L/4 dx term by term and ob-
tain

(
t52`

`

i l 2p$Jl 2p~kd sin f l !2 iEl 2p~kd sin f l !%Rl

52 i 2p$Jp~kd sin f0!1 iEp~kd sin f0!%. ~75!

TheEp(X) are the Weber functions defined in Chapter 10 of
Watson, with elementary properties E2n(X)
5(21)nEn(X), En(2X)52(21)nEn(X), E2n(0)50, and
E2n11(0)52/@p(2n11)#. @The asymptotic behaviour of
theEn(X) functions is the same as the Bessel functions, i.e.,
Eq. ~71! also holds with El 2m(kd sinfl) replacing
Jl 2m(kd sinfl). This means that the sum over the Weber
functions in Eq. ~75! is absolutely convergent ifKd
,0.6627.# The Weber functions can be expressed as sums
over the Bessel functions of opposite parity. From Chapters
1 and 10 of Watson@see also Eqs.~59.3.12!, ~59.3.23! of
Hansen# one has

Ej~X!5
1

2p (
r 52`

rÞ j

`

@12~21! j 2r #
Jr~X!

~ j 2r !
, ~76!

Jj~X!5
1

p (
r 52`

rÞ j

`

@12~21! j 2r #
Er~X!

~r 2 j !
. ~77!

Hence by multiplying Eq. ~64! by (i /2p) i m2p@1
2(21)p2m]/( p2m), summing over(mÞp , interchanging
the sums overm and l , and using Eq.~76!, one obtains

2 i (
l 52`

`

i l 2pEt2p~kd sin f l !Rl52 i i 2pEp~kd sin f0!.

~78!

Adding Eqs.~64! and~78! then gives Eq.~75!. The converse
can be shown by multiplying Eq.~75! by (1/ip) i p2m@1
2(21)p2m]/( p2m), summing over(pÞm , interchanging
the sums overp and l , and using Eqs.~76!, ~77! yielding

(
l 52`

`

i l 2m$Jl 2m~kd sin f l !22iEl 2m~kd sin f l !%Rl

52 i 2m$Jm~kd sin f0!12iEm~kd sin f0!%. ~79!

Multiplying Eq. ~75! by 2 and subtracting Eq.~79! then gives
Eq. ~64!. Hence Eq.~64! is completely equivalent to Eq.
~75!, provided the interchanges of summation can be rigor-
ously justified.

These arguments make it clear that Purcell’s original
attempt ~see line 18, p. 2925 of Ref. 5! to reconcile the
apparent discrepancy between the constraintsKd,0.6627
andKd<0.448 ~namely the postulate that Eq.~65! remains
valid at all points on the surface in the rangeKd,0.6627! is
incorrect. Instead the author proposes a modified resolution,
namely the Rayleigh expansion@Eq. ~65!# in terms of out-
going plane waves remains valid on the hills of the sinusoid
if Kd,0.6627, and this is sufficient to derive the Rayleigh
equations in the form of Eq.~64!. In the absence of a rigor-
ous proof of the permissibility of commuting the repeated
sums in the previous derivation, ‘‘C’s’’ caveat that the suf-
flicient constraintKd,0.6627 applies only to the Rayleigh
equations in the Fourier form of Eq.~64! would have to be
added to subsequent discussions. The sufficient conditions
derived in this paper, apply to the Rayleigh equations in the
Fourier form of Eq.~26!.

VII. CONCLUSION

The chief new insight in this paper is the use of the
Fourier series in Eq.~23! to derive the series representation
Vm,n

0 5( l 52`
` Cl 2n(k sinfl)Cm2l(2k sinfl)/sinfl , valid for

any periodic surface consisting of a finite sum of sinusoids.
This result implies that the Rayleigh equations in the form of
Eq. ~26!, remain valid for such periodic surfaces provided
the slopes of the individual sinusoids satisfy the constraint
that this series forVm,n

0 converges absolutely. For such peri-
odic surfaces the region of convergence can be deduced from
the Cauchy root test in a straightforward generalization of
Kapteyn’s derivation of the Carlini formula given in 8.7 of
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Watson. In particular for the special case of the double sinu-
soid z5d cos(Kx)1d8cos@(2N11)Kx#, the Rayleigh equa-
tions are valid provided the constraint

Kd cosh@umin~Kd,Kd8!#

1Kd8 cosh@~2N11!umin~Kd,Kd8!#

2umin~Kd,Kd8!,0

is satisfied, where the functionumin is chosen to minimize the
quantity

Kd cosh~u!1Kd8 cosh„~2N11!u…2u.

In the case of a surface consisting of a finite sum of sinusoids
of the formz5(n51

M dn cos(nKx1wn), this problem of deter-
mining the region of convergence is somewhat more difficult
but still numerically tractable by desktop computing. For the
special casez5d cos(Kx)1d8 cos(3Kx), the Rayleigh valid-
ity constraint is particularly simple and can be numerically
solved to allow any slopesKd and 3Kd8 that fall within the
shaded area given in Fig. 2. The predictions of Fig. 2, are
confirmed by examining the truncation solutions for the
equations of the second kind Eqs.~58!. Figure 5 shows that
the truncation solutions converge for parameter values within
the shaded region shown in Fig. 2.

One important application of this work is to allow the
relatively quick ~compared to more general methods20–22!
calculation of reflection coefficients for scattering from sur-
faces consisting of finite sums of sinusoids whose surface
wave numbers are integer multiples of the lowest wave num-
ber. Such surfaces have been used by Kachoyan and Ma-
caskill, Berman, and others in the modeling of scattering
from random cylindrical surfaces. Although the derivation of
the parameter region for which the Rayleigh equations given
by Eq. ~26! @or the equations of the second kind, Eq.~58!#
are valid is mathematically complex, the calculation of the
reflection coefficients themselves is within reach of anyone
with access to special function software. This means that the
solution for the reflection coefficients for periodic surfaces
consisting of sums of many sinusoids can be found by desk-
top computing rather than requiring supercomputer type cal-
culations as in Berman.8
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The dispersion equation for Love wave propagation in a layer lying over a half-space is derived.
Both media are assumed to be transversely isotropic fluid-saturated poroelastic solids with principal
axes perpendicular to the surface. The analysis is based on the Biot’s theory. The dissipation due to
fluid viscosity is considered and therefore the dispersion equation is complex and intractable
analytically. An iterative procedure is developed to solve this equation. Two situations are discussed
in detail:~i! an elastic layer overlying a poroelastic half-space and~ii ! a poroelastic layer lying over
an elastic half-space. Dispersion curves and attenuation curves of Love waves are plotted for these
two cases. In addition, the upper and lower bounds of Love wave speeds are also explored. ©1998
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INTRODUCTION

Wave propagation in fluid-saturated porous media has
received considerable attention in recent years because of its
practical importance in various fields such as earthquake en-
gineering, soil dynamics, geophysics, and hydrology, etc.
Biot1,2 developed a phenomenological theory and discussed
the plane-wave propagation in isotropic porous media.

The geologic materials with pores saturated with fluid
are usually anisotropic due to bedding, compaction, and the
presence of aligned microcracks. The anisotropy may have
significant effects on the wave characteristics. Boit3 formu-
lated the constitutive equations and equations of motion for
anisotropic porous solids. More recently, many investigators
studied the propagation of waves in anisotropic poroelastic
media.4–13 The present paper will consider Love waves in a
transversely isotropic porous layered half-space.

It is well known that Love waves, first attacked by
Love14 for isotropic elastic solids, play an important role in
seismology, geophysics, and earthquake engineering. Der-
esiewics, in his series papers, discussed Love waves in a
porous layer on an elastic half-space,15 in a double surface
layer on an elastic half-space,16 and in a porous layer be-
tween two elastic half-spaces.17 The last case was also con-
sidered by Paul18 for the case of small porosity. Der-
esiewicz’s work presented an approximate scheme to
determine the phase velocity and measure of dissipation
valid for porous materials in which the mass of the intersti-
tial liquid is smaller than that of the solid. Recently, Sharma
and Gogna19 discussed Love waves in an initially stressed
medium consisting of a slow elastic layer lying over a liquid-
saturated porous half-space with small porosity. However, no
attenuation curves of Love waves were given in the papers
mentioned before.

The main contributions of the present paper are the fol-

lowing: ~i! dispersion equation is derived for Love waves in
a transversely isotropic porous layer overlying a transversely
isotropic porous half-space, with consideration of dissipation
due to fluid viscosity,~ii ! the upper and lower bounds of
Love wave speeds are presented analytically,~iii ! an effec-
tive iterative procedure is developed to solve the complex
dispersion equation for arbitrary values of porosity and fre-
quency, ~iv! dispersion curves and attenuation curves are
plotted for two special cases: an elastic layer on a porous
half-space and a porous layer on an elastic half-space.

I. BASIC EQUATIONS

A. Biot’s theory

Take the principal axis of transversely isotropic media
as z axis. Following Biot,3 the constitutive equations in the
presence of dissipation are given by

txx5~2B11B2!exx1B2eyy1B3ezz1B6z,

tyy5B2exx1~2B11B2!eyy1B3ezz1B6z,

tzz5B3exx1B3eyy1B4ezz1B7z, ~1!

tyz52B5eyz , tzx52B5ezx , txy52B1exy ,

p5B6exx1B6eyy1B7ezz1B8z,

wheretxx , txy , etc., are the total stress components on the
bulk material; exx , eyy , etc., are the components of the
strain tensor of the solid matrix;p is the pore fluid pressure,
and z is the increment of fluid content per unit volume. In
terms of the displacement components of bulk material and
saturant fluid,ui and Ui ~with i 51,2,3 corresponding to
x,y,z!, ei j andz may be expressed as

ei j 5
1
2~ui , j1uj ,i !, z52wi ,i , ~2!
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wherewi5f(Ui2ui) andf is the porosity of the medium.
The eight material coefficientsB1–B8 in Eq. ~1! can be ex-
pressed in terms of the elastic coefficients of the skeleton, the
bulk modulus of the constitutive grains, and the bulk modu-
lus of the saturant fluid by using the homogenization
technique.20

The equations of motion presented by Biot3 for wave
propagation in porous media are

t i j , j5rui1r fwi ,
~3!

2p,i5r fui1mii wi1r ii ẇi ,

wherer5(12f)rs1fr f is the mass density of the porous
material, withrs and r f denoting the mass densities of the
skeleton and the fluid, respectively.mii andr ii are the coef-
ficients introduced by Boit. Here, for transversely isotropic
porous materials, we havem115m225m1 , m335m3 , r 11

5r 225r 1 , and r 335r 3 . They are functions of angular fre-
quencyv and may be expressed as

mi5Re@a i~v!#r f /f, r i5h/Re@Ki~v!#, i 51,3,
~4!

whereh is the viscosity of the fluid;a i(v) andKi(v) are,
respectively, the dynamic tortuosity and permeability with
the relation:21

a i~v!5 ihf/@Ki~v!vr f #, ~5!

where i 51 refers to quantities in thex andy direction and
i 53 to those inz direction.

B. Dynamic tortuosity and permeability

For porous solids with pores of simple form~for ex-
ample, cylindrical tubes!, the dynamic permeability/
tortuosity can be obtained in closed form.22,23 Johnson
et al.21 presented an asymptotic expression for general iso-
tropic porous media, which can be extended to the trans-
versely isotropic case:

Ki~v!5Ki~0!H F12
4ia i

2~`!Ki
2~0!vr f

hai
2f2 G1/2

2
ia i~`!Ki~0!vr f

hf J 21

, ~6!

whereai is the characteristic length of pores in thex, y, or z
direction. The dynamic tortuositya i(v) may be obtained by
Eq. ~5!. In general,a i(`), Ki(`), andai are unrelated and
independently measurable, but if the pores are a set of non-
intersecting tubes, these parameters are related to each other
by21

8a i~`!Ki~0!

fai
2 51. ~7!

Similar to the isotropic case, the viscous and inertial forces
are of the same order of magnitude at a critical frequency,8

f ci5vci/2p53hf@8pKi(0)a i(`)r f #
21. In terms of f ci

and the frequencyf 5v/2p, the dynamic permeability and
tortuosity may be written as

h@vKi~v!#215 if21r fa i~v!

5 if21r fa i~`!F11
4i f ci

3 f

3S 12
3i

8

f

f ci
D 1/2G . ~8!

II. DISPERSION EQUATION OF LOVE WAVES

A. Wave fields in the layer and half-space

Consider a transversely isotropic poroelastic layer of
thicknessH bonded to a transversely isotropic poroelastic
half-space. The coordinate system is taken to be a rectangu-
lar Cartesian with thez axis pointing vertically downwards
and thex axis along the interface as shown in Fig. 1. Since
we are considering the antiplane shear motion, the nonzero
displacement components are those along they axis ~i.e., uy

andUy or wy!. Combining Eqs.~1!–~3!, we have

B1

]2uy

]x2 1B5

]2uy

]z2 5rüy1r f ẅy ,
~9!

052r f üy2m1ẅy2r 1ẇy .

We assume the harmonic wave solution with the form

$uy ,wy%5$ f ~z!,g~z!%exp@ i ~kx2vt !#, ~10!

wherek is the wave number. Substitution of Eq.~10! to Eq.
~9! yields

f ~z!5a1 exp~ igz!1a2 exp~2 igz!, ~11!

g~z!52
r f

m11 ir 1 /v
f ~z!, ~12!

wherea1 and a2 are constants determined by the boundary
conditions, andg is given by

g252
B1k22v2r

B5
2

v2r f
2

B5~m11 ir 1 /v!
. ~13!

Hence the displacement components in the layer and half-
space can be, respectively, expressed as

ūy5@ ā1 exp~ i ḡz!1ā2 exp~2 i ḡz!#exp@ i ~kx2vt !#,

uy5a1 exp~ igz!exp@ i ~kx2vt !#,
~14!

and

$w̄y ,wy%5H 2
r̄ f ūy

m̄11 i r̄ 1 /v
,2

r fuy

m11 ir 1 /vJ , ~15!

FIG. 1. A transversely isotropic porous layered half-space.
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where bars refer to the quantities of the layer.ḡ2 is of the
same form as Eq.~13! with B1 , B5 , r, r f , m1 , r 1 re-
placed by those with bars.

For the Love surface waves expressed by Eq.~14!, we
must have Img.0 and ReḡÞ0 ~without loss of generality,
we assume Reḡ.0!, which actually determine the region of
the Love wave speeds.

B. Boundary conditions and dispersion equation

The boundary conditions to be satisfied in the present
problem are

ūy5uy , at z50,

t̄zy5tzy , at z50, ~16!

tzy50, at z52H,

which when substituted upon by Eqs.~1!, ~2!, ~14!, and~15!
yield

ā11ā25a1 ,

B̄5ḡ~ ā12ā2!5B5ga1 , ~17!

ā1e2 i ḡH2ā2ei ḡH50.

Eliminating the unknown constants, we obtain the dispersion
equation

tan~ ḡH !5
B5g

iB̄5ḡ
, ~18!

which is generally complex because of the dissipation of the
system, even it is identical in appearance with the classical
dispersion equation of Love waves in a transversely isotropic
elastic half-space.24 In fact, the wave numberk is complex
and thus may be written as

k5k11 ik25k1~11 id!, ~19!

wherek1 andk2 are real;d5k2 /k1 is the attenuation coef-
ficient. The phase velocityc can be evaluated byc5v/k1 . It
is convenient to introduce the following contractions:

cs5F B1

r2r f
2m1 /~m1

21r 1
2/v2!G

1/2

,

~20!

c̄s5F B̄1

r̄2 r̄ f
2m̄1 /~m̄1

21 r̄ 1 /v2!
G1/2

,

2d* 5
r f

2r 1 /v

r~m1
21r 1

2/v2!2r f
2m1

,

~21!

2d̄* 5
r̄ f

2r̄ 1 /v

r̄~m̄1
21 r̄ 1

2/v2!2 r̄ f
2m̄1

.

Theng2 and ḡ2 may be rewritten as

g25
B1

B5
k1

2$@~c/cs!
22~12d2!#12i @d* ~c/cs!

22d#%,
~22!

ḡ25
B̄1

B̄5

k̄1
2$@~c/ c̄s!

22~12d2!#12i @ d̄* ~c/ c̄s!
22d#%.

To satisfy the requirements of Img.0 and Reḡ.0, we must
have

c̄sA12d2,c,csA12d2. ~23!

Consequently,g and ḡ are given by

g5 iAB1 /B5k1q, ḡ5AB̄1 /B̄5k1q̄ ~24!

with

q5$@~12d2!2~c/cs!
2#12i @d2d* ~c/cs!

2#%1/2,
~25!

q̄5$@~c/ c̄s!
22~12d2!#12i @ d̄* ~c/ c̄s!

22d#%1/2

being the branches of Req and Req̄.0. Substitution of Eq.
~24! to Eq. ~18! yields

tan~Am̄q̄k1H !5lAm/m̄
q

q̄
, ~26!

wherem5B1 /B5 , m̄5B̄1 /B̄5 , andl5B5 /B̄5 .
We further set

q̄5q̄11 i q̄2 , lAm

m̄

q

q̄
5a1 ib ~27!

with q̄1 , q̄2 , a, andb being real. Then Eq.~26!, upon sepa-
ration of real and imaginary parts, yields two real equations

tan~Am̄q̄1k1H !5a/@12b tanh~Am̄q̄2k1H !#, ~28!

tanh~Am̄q̄2k1H !5b/@11a tan~Am̄q̄1k1H !# ~29!

from which the dispersion curves~c vs k1H! and the attenu-
ation curves~d vs k1H! can be determined. However, the
analytical solution of Eqs.~28! and ~29! is impossible, and
the numerical solution is also difficult. Here we suggest an
iterative procedure as follows based on the fact that the at-
tenuation ofSH waves in porous media is very small,7,13

~i.e., d!1!:

~i! Setd50 in Eq.~28! and solve it forc with k1H being
fixed;

~ii ! Insertc obtained in the previous step to Eq.~29! and
solve it for d;

~iii ! Insertd obtained in the previous step to Eq.~28! and
solve it for c.

Repeat steps~ii ! and ~iii ! until the difference between the
values ofc ~and/ord! obtained by the two nearby iterations
is within the expected errors. Numerical examples will be
given afterwards.

Now let us reexamine Eq.~8!. It implies thatm1 and
r 1 /v @see Eq.~4!# are the functions off / f c1 , a parameter
which may be rewritten as

f

f c1
5

c

ĉs

k1H

2p f c1H/ ĉs
, ~30!

where ĉs is a characteristic velocity introduced for nondi-
mensionalization. With this result in hand, we can conclude
that the dispersion curves~c vs k1H! and the attenuation
curves~d vs k1H! determined by Eqs.~28! and ~29! depend
upon the parameterkc1H with kc152p f c1 / ĉs . The choice
of the characteristic velocityĉs depends on the particular
problem considered.
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The dispersion equation~26! reduces to a real equation
in two special cases. One is the case when the porous solid is
saturated by nonviscous fluid, i.e.,h50. In this case, we
havem15a1(`)r f /f, r 150 ~m̄1 and r̄ 1 have similar prop-
erties!. Thusd5 d̄5d* 5 d̄* 50 and

cs5F B1

r2fr f /a1~`!G
1/2

~31!

with the similar behavior forc̄s . Equation~31! is exactly the
antiplane shear wave velocity alongx direction with no dis-
sipation. Another case is for the dried porous solid, i.e.,r f

50. In this situation,m1 , m̄1 , r 1 , and r̄ 1 all vanish. There-
fore d5 d̄5d* 5 d̄* 50 and

cs5A B1

~12f!rs

, c̄s5A B̄1

~12f̄ !r̄s

. ~32!

The dispersion relation in these two situations is identical to
its classical counterpart in an elastic system. Whena1(`)
51, the results of these two cases are exactly the same.

C. Range of love wave speed

Determination of the lower and upper bounds of the
Love wave speed is of interest in both theoretical and prac-
tical aspects and is helpful in solving Eqs.~28! and ~29!. In
fact, inequality ~23! defines the range of the Love wave
speed. Unfortunately,d is unknown and should be deter-
mined by solving the dispersion equation. However, we have
indicated before thatd!1 for SH waves~see Refs. 7 and
13!. Therefore,cs and c̄s may be approximately viewed as
the upper and lower bounds of the Love wave speed. Bothcs

and c̄s depend on the frequency. Herecs is calculated nu-
merically and plotted in Fig. 2 against the frequency. In the
calculation, we take the material constants of the porous
solid as

B156.4 GPa, B558.0 GPa,

K1~0!51.0 Darcy, a1~`!51.5,
~33!

rs53000 kg/m3, r f51000 kg/m3,

h51023 Pa s, f50.2.

It is seen from Fig. 2 thatcs possesses a rapid change near
the critical frequencyf c1 but almost remains unchanged at
lower and higher frequencies. The limiting values ofcs at
f 50 and f 5` are, respectively, given by

cs~0!5AB1

r
, cs~`!5A B1

r2fr f /a1~`!
, ~34!

where cs
(`) is of the same form as Eq.~31!. The similar

behavior may be expected forc̄s .
It is well known that a cut-off frequency exists for the

nth mode of Love waves. That is to say, only waves whose
frequency is higher than the cut-off frequency can propagate
in the layer. The cut-off frequency of thenth mode~denoted
by f n

c! may be obtained by solving the following equations

Am̄q̄1k1H5~n21!p, n51,2,3,...,
~35!

q15q250,

where the second equation leads to

c25cs
2~12d2!, cs

2d5c2d* at f 5 f n
c ~36!

from which we obtain the exact upper bound of Love wave
speed corresponding to thenth mode:

c5csFA114d* 221

2d* 2 G1/2

, f 5 f n
c , ~37!

which is nothing but theSH wave speed of the half-space in
thex direction in the presence of dissipation~see the Appen-
dix!. The variation ofd* with frequency is shown in Fig. 3
with the material constants taken as Eq.~33!. It is seen that
d* reaches a peak value at the critical frequencyf c1 and
tends to zero at the infinite frequency. Generally,d* !1, and
thus we have, from Eq.~37!,

c2'cs
2S 11d* 22

1

4
d* 41

1•3

4•6
d* 61••• D , f 5 f n

c ,

~38!

which implies thatcs( f n
c) may provide a good approximation

for the upper bound of the Love wave speed of thenth mode.
If the half-space is nondissipative, we may haved* ( f n

c)50
andcs( f n

c)50.

FIG. 2. Dependence ofcs on the frequency. FIG. 3. Dependence ofd* on the frequency.
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It may be verified easily that, ask1H→` ~equivalently,
f→`!, $c,d%5$cs(`),0% is the solution of the dispersion
equation~26!. But it is worth notice thatc̄s(`) is not the
lower bound of the Love wave speed. Later we will show
numerically that the Love wave speed may be lower than
c̄s(`) at finite frequencies.

For the first mode, no cut-off frequency exists, i.e.,f 1
c

50, which means that all of the waves with arbitrary fre-
quency can propagate in the layer. Whenk1H→0 ~or f→0!,
$c,d%5$cs(0),0% satisfies Eq.~26!. cs(0) is the exact upper
bound of the Love wave speed of the first mode.

III. NUMERICAL RESULTS AND DISCUSSION

Numerical calculation will be performed for two situa-
tions. First, we consider a slow elastic layer overlying a po-
roelastic half-space. As the second example, we consider a
slow poroelastic layer lying on an elastic half-space. The first
model may describe the oil- or water-saturated porous solid
under a sandy layer. The second one may be used to examine
the Love waves in a oil-saturated porous layer under the sea
~note that a shear wave cannot propagate in the fluid!. The
material constants of the porous solids are selected as given
by Eq. ~33! in the following calculations.

A. An elastic layer on a porous half-space

Consider an elastic layer overlying a porous half-space.
The shear moduli and mass density of the elastic layer are
taken to be

B̄15B̄553 GPa, r̄s53000 kg/m3. ~39!

The dispersion curves are illustrated in Fig. 4~a! for Love
waves of the first three modes (n51,2,3), with different
values of the parameterkc1H ~wherekc152p f c1 / c̄s!. The
dashed lines are for the nondissipative case, i.e.,h50 or
equivalently,kc1H50. The lower bound of the Love wave
speed isc̄s5AB̄1 / r̄s51 km/s, while the upper bound ranges
betweencs(0)51.5689 km/s andcs(`)51.6108 km/s for
different modes.~See the dotted lines forkc1H51. The solid
lines forkc1H5103 do not show this fact clearly becausecs ,
in this case varies slightly in the frequency range we consid-
ered.! The upper bound for the nondissipative case iscs(`).
A fact shown in the figure is that little difference exists be-
tween the curves except near the upper bounds.

Figure 4~b! demonstrates the attenuation of Love waves.
The solid lines refer to the first three modes withkc1H
5103. For the lowest mode, the attenuation reaches a peak
value at a low frequency, and decreases to zero ask1H→0
or k1H→`. While for the higher mode, the maximum value
of the attenuation appears at the cut-off frequency and de-
creases with the increase ofk1H. The bigger the value of the
n order of the mode is, the higher the attenuation is. The
attenuation curves forkc1H51 and 1023 are also depicted in
the figure with the dotted line and dot-dashed line, respec-
tively. It is shown that the attenuation is higher forkc1H
51 than forkc1H5103 and 1023, which implies that there
must be a value ofkc1H at which the attenuation is the
highest.

B. A porous layer on an elastic half-space

Contrary to the previous example, we assume a porous
layer lying over an elastic half-space of which the shear
moduli and mass density are given by

B15B5512 GPa, rs53000 kg/m3. ~40!

The dispersion curves of the first three modes are shown in
Fig. 5~a! for kc1H5103 ~the solid lines! and kc1H50 ~the
dashed lines!, wherekc152p f c1H/ c̄s(`). The upper bound
of the Love wave speed iscs5AB1 /rs52 km/s. The lower
bound forkc1H50 ~i.e., h50! is c̄s(`), but it is not the
case forkc1H5103 althoughc→ c̄s(`) ask1H→` ~see the
discussion in Sec. II C!. It is seen that the phase velocity of
the first mode is lower thanc̄s(`) but higher thanc̄s(0)
whenk1H is higher than 6.4.

The attenuation of the first three modes is plotted in Fig.
5~b! againstk1H for kc1H5103. It follows from the figure
that, for all three modes, the attenuation increases rapidly at
first and then slowly ask1H increases. We have argued be-
fore that the attenuation vanishes both at the critical fre-
quency and at the infinite frequency. Thus we can infer that
the attenuation must reach a maximum value at some finite
frequency that is not shown in the figure.

IV. CONCLUSIONS

The dispersion equation for Love waves in a porous lay-
ered half-space has been derived. The equation is complex.

FIG. 4. Dispersion curves~a! and attenuation curves~b! of the first three
modes of Love waves in an elastic layer overlying a porous half-space. The
solid lines are forkc1H5103, the dotted lines forkc1H51, the dashed lines
for kc1H50, and the dot-dashed line forkc1H51023.
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An iterative method is suggested to solve it for the phase
velocity and attenuation. It is demonstrated that the solution
depends upon a parameter involving the critical frequency
f c1 and the thickness of the layer. Two examples, which may
be of practical interest, are discussed in detail. The phase
velocity and attenuation are plotted against the dimensionless
frequencyk1H. The attenuation is generally very small for
the lower modes but may be higher for the higher modes. At
zero frequency or infinite frequency, the attenuation van-
ishes.

The range of the Love wave speed is discussed in detail.
The upper and lower bounds are functions of the frequency,
and consequently are different for various modes.~It is self-
evident that the upper or lower bound is a constant when the
half-space or layer is elastic.! The upper bound is exactly the
SH wave speed of the half-space inx direction. But for the
lower bound, we cannot obtain its exact form. What is defi-
nite is that, at the infinite frequency, the phase velocities of
all modes tend to the same constant, the limiting value of the
SH wave speed of the layer in thex direction at the infinite
frequency. The phase velocity may be beyond this limiting
value at finite frequencies.

It is expected that the present work may be useful in the
further theoretical or observational studies of wave propaga-
tion in the more realistic models of the porous solids present
in the earth.
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APPENDIX: SH WAVES IN A TRANSVERSELY
ISOTROPIC POROUS MEDIUM

Consider anSH wave propagating in a transversely iso-
tropic porous medium. Suppose that the propagating direc-
tion is in thexz plane and makes an angle ofu with the z
axis, the material principal axis. Then the SH wave may be
expressed as

$uy ,wy%5$ay ,by%exp@ ik~x sin u1z cosu2cTt !#,
~A1!

which when substituted into Eq.~9! yields

@r2~B1 sin2 u1B5 cos2 u!k2/v2#ay1r fby50,

r fay1~m11 ir 1 /v!by50. ~A2!

It follows from this equation that

k5vF r2r f
2/~m11 ir 1 /v!

B1 sin2 u1B5 cos2 u
G1/2

. ~A3!

The phase velocity and attenuation coefficient are given by

cT5v/Re~k!, dT5Im~k!/Re~k!. ~A4!

Combining~A3! and ~A4!, we have

cT5Asin2 u1B5 /B1 cos2 ucsFA114d* 221

2d* 2 G 1/2

,

~A5!

dT5d* cT
2/cs

2 ~A6!

with cs andd* given by Eqs.~20! and ~21!. The phase ve-
locity for a wave propagating in thex direction (u590°) is

cT5csFA114d* 221

2d* 2 G1/2

, ~A7!

which is of the same form as Eq.~37!.
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This paper presents a numerical program for the simulation of elastic wave propagation and
scattering in three-dimensional~3-D! cylindrical coordinates based on the first-order velocity-stress
finite-difference scheme on staggered grids. Both Liao’s and Lindman’s absorbing boundary
conditions are implemented for the exterior boundaries to efficiently truncate the computation
domain for elongated 3-D well logging problems. Symmetric and anti-symmetric boundaries in
azimuthal and axial directions are also implemented in the code to further reduce the size of the
problem. Included for the first time with this code are very large and complex geometrical structures
such as the whole slotted sleeve housing of a sonic well-logging tool which typically involves
hundreds of millions of unknowns. The calculation for such a large problem only takes a couple of
days on a four-processor SGI Power Challenge machine. Different types of slotted sleeve models
are studied for sonic logging tools. Simulation results show that different slotted sleeves vary widely
in delaying and attenuating the pipe waves which travel along the tool housing. A new slotted sleeve
structure with three horizontal slot sections for every vertical slot period is proposed for better
performance. A dipole source is found to produce much cleaner waveforms than a monopole source.
© 1998 Acoustical Society of America.@S0001-4966~98!00702-4#

PACS numbers: 43.20.Fn, 43.20.Gp, 43.20.Jr@ANN#

INTRODUCTION

Sonic logging is one of the most widely used geophys-
ical methods in borehole environments. A typical sonic log-
ging tool includes one or more transmitters and several re-
ceivers in addition to its electronic circuits. A slotted sleeve
housing is generally used to hold the sonde components and
support other logging tools in combination. The slotted
sleeve, as a major part of the sonic tool, is made of a steel
pipe with many slots on it. Very finely-structured slots are
designed to attenuate and delay the pipe waves traveling
along the tool housing so that the existence of the steel pipe
does not have a large effect on the elastic wave fields. In
order to optimize the design of sonic tools, researchers have
performed many numerical and experimental studies related
to the transducers. For slotted sleeves, however, only experi-
mental studies have been conducted. Due to the restrictions
of cost and time, past experimental studies performed on the
slotted sleeve are quite limited. In this paper, we present a
finite difference code which can model the whole slotted
sleeve for sonic logging tools. Some simulation results will
be given for certain slotted sleeve designs.

Various studies have been done to model sonic waves in
borehole environments. The real axis integration~RAI! and
the branch-cut integration~BCI! have been used to compute
sonic waveforms in concentrically-layered formations~Biot,
1952; Tsang and Rader, 1979; Cheng and Toksoz, 1981;
Kurkjian, 1985; Kurkjian and Chang, 1986; Liu and Chang,
1994, 1996; Lu and Liu, 1995!. The numerical mode match-

ing ~NMM ! technique and the two-dimensional finite differ-
ence ~FD! method are generally used for axisymmetrical
problems where horizontally-layered formations are involved
in addition to the concentrically-layered borehole structures
~Stephenet al., 1985; Tsang, 1986; Randallet al., 1991; Le-
slie and Randall, 1992!. For nonaxisymmetrical media, a full
three-dimensional~3-D! problem has to be solved. Due to
the large number of unknowns involved in a 3-D elastic
wave problem, the finite difference~FD! method is used pre-
dominantly ~Daube and Randall, 1991; Yoon and Mc-
Mechan, 1992; Chenget al., 1995; Liuet al., 1996!. Unlike
other numerical methods such as the boundary element
method~BEM! and the finite element method~FEM!, FD is
easy and straightforward to implement, and can be easily
parallelized on a modern parallel supercomputer. Further-
more, the memory requirement of a FD code is onlyO(N),
whereN is the total number of unknowns. Most of the pre-
vious 3-D FD studies, however, are for Cartesian coordi-
nates. It is very difficult and too expensive to fit a finely-
structured slotted sleeve into a numerical code in rectangular
coordinates. For well logging simulations, a cylindrical co-
ordinate formulation is more pertinent because the discreti-
zation is more conformal to a borehole environment. Due to
the usual nonaxisymmetric property of acoustic well logging
tools and borehole structures, a full 3-D cylindrical FD pro-
gram is important not only in designing and analyzing the
tools, but also in understanding the elastic wave propagation
in the presence of the tool and in interpreting the measured
data. In this paper, we present a 3-D FD code in cylindrical
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coordinates for elastic wave propagation and scattering simu-
lation. In what follows, we will first present the formulation
and discretization scheme, then validate the code against the
RAI method for layered media, and finally apply the code to
simulate some typical slotted sleeve structures in fluid and in
a borehole environment.

I. ELASTIC WAVE EQUATIONS AND THEIR
DISCRETIZATION

For an inhomogeneous isotropic elastic medium charac-
terized by the mass densityr(r ) and Lame´ constantsl(r )
andm(r ), the first-order partial differential equations for the
particle velocity vectorv and the stress tensort̄ in cylindri-
cal coordinate system are given as~Liu et al., 1996; Randall
et al., 1991; Aki and Richards, 1980; Auld, 1990!
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where f a (a5$r ,u,z%) is a force source, andgab

(a,b5$r ,u,z%) is a stress source~Liu et al., 1996!. In the
numerical simulation, we use

gaa~r ,t !5
1

2pr
F~ t !cos~mu!d~r 2r 0!d~z2z0! ~10!

to simulate a multipole ring source of orderm in a fluid,
whereF(t) is some source time function anda5r ,u,z. All
the other source terms are set to zero.

To solve the problem using FD, we discretize the partial
differential equations~1!–~9! using central differencing
scheme with staggered grids~Yee, 1966; Madariaga, 1976;
Virieux, 1984, 1986; Levander, 1988!. Figure 1 shows one
cell of the staggered grids, where the three compressional
stress components are located at the center of the cell and the

shear stresses are sampled at the cell edges. The velocity
components are discretized at the center of each cell face. If
the problem to be solved is in the domain ofr min<r<rmax,
0<u<umax, 0<z<zmax, and we want to discretize the
problem into j max3lmax3kmax cells, then the grid points are
located at

r j5r min1 j Dr , j 50,1,2, . . . ,j max,

u l5 lDu, l 50,1,2, . . . ,l max,

and

zk5kDz, k50,1,2, . . . ,kmax,

where Dr 5(r max2rmin)/jmax, Du5umax/lmax,and Dz
5zmax/kmax. According to the staggered grid scheme, the
field unknowns are sampled as follows in the spatial and
temporal domains:

taa
n ~ j ,l ,k!5taa

n ~r j 11/2,u l 11/2,zk11/2!,
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where n is the index for time atnDt. Note that if an un-
known is located at any integer grid point in a direction, then
the corresponding index for the unknown is from 0 to the
maximum number of points in that direction. If an unknown
is located at a half grid point in a direction, then the corre-

FIG. 1. Staggered grids with discretized points of velocity and stress com-
ponents.
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sponding index for the unknown is from 0 to the maximum
number of points minus one in that direction. It can be
proved that with the central differencing on the staggered
grids, the approximation made in discretizing the equations
is of second order accuracy in terms of the grid size~Taflove,
1995!. Due to its complexity, we have not seen yet any pub-
lished stability criterion for the FD scheme in cylindrical
coordinates. An empirical strict requirement would be

Dt<
1

cmaxA~Dr !221~r minDu!221~Dz!22
, ~11!

according to the literatures for rectangular coordinates, if the
maximum wave velocity in the medium iscmax. However,
our experience shows that this criterion can be relaxed. Fur-
ther research is needed on the stability criterion of FD in
cylindrical coordinates.

II. BOUNDARY CONDITIONS

The treatment on the exterior boundaries has always
been an important issue for FD in simulating wave propaga-
tion problems. A good absorbing boundary condition~ABC!
not only reduces the requirements of the simulation time and
computer memory, but also guarantees that the solution is
not contaminated by boundary reflections. In this section, we
will summarize the boundary treatment, especially the imple-
mentation of Lindman’s ABC for the 3-D cylindrical elastic
wave propagation problem.

We implemented both Liao’s ABC~Liao et al., 1984!,
and Lindman’s ABC~Lindman, 1975; Randall, 1989; Chew,
1990! in the 3-D FD code. Lindman’s ABC is superior to
Liao’s ABC since it has smaller reflections. However, it is
applicable only for media homogeneous near the boundary.
Liao’s ABC is used for boundaries atz5zmin and z5zmax

because the medium is inhomogeneous and the wave inci-
dent angle is small over those end regions. It is well-known
that Liao’s ABC is good for small incident angle and is easy
to implement. However, Liao’s ABC is not adequate for the
outer radial boundary atr 5r max, although available as a
choice for the boundary condition in the code. Lindman’s
ABC is implemented for ther 5r max boundary, since it ab-
sorbs waves very well up to an incident angle of 89°. The
formulation of Lindman’s ABC for elastic waves is based on
Randall’s work in 1989. Here we expand the idea to a 3-D
elastic wave propagation problem in cylindrical coordinates.

Consider an isotropic, homogeneous, elastic medium
with compressional and shear velocitiesc and s, respec-
tively. The velocity fieldv satisfies the vector wave equation

]2v

]t2
5c2

“~¹–v!2s2¹3¹3v, ~12!

and can always be represented as

v5“F1¹3A, ~13!

whereF is the scalar compressional potential andA is the
vector shear potential. If we set¹–A50 and substitute Eq.
~13! into Eq. ~12!, then the potentials satisfy the following
wave equations:
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]t2 5c2¹2F ~14!

and
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]t2
5s2¹2A. ~15!

Using Eq. ~13!, the above wave equations can be further
expressed in terms of the velocity components in cylindrical
coordinates as follows:
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Since the compressional potentialF and the three cylindrical
components of the shear potentialA satisfy uncoupled scalar
wave equations, we can treat them individually by the
scheme of Lindman’s ABC. We used the following modified
Lindman’s ABC scheme for the 3-D cylindrical coordinate
problem:
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whereC represents shear potentialsAr , Au , andAz , respec-
tively and the correction functions hFm
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respectively, wheream ,bm with m51,2,3 are constants
~Chew, 1990!. The implementation of Lindman’s ABC in the
FD code basically consists of three steps. First, Eqs.~16!–
~19! are used to interpolate the compressional and shear po-
tentials from velocity field. Next, Eqs.~20!–~23! are used to
extrapolate the potentials at the boundary. Finally, Eq.~13! is
employed to update the velocity at the boundary from the
potentials. In implementing Lindman’s ABC, a strict central-
differencing staggered grid scheme is followed in both spa-
tial and temporal domains. Thus a second order accuracy in
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space and time is also achieved at the boundary. Figure 2 is
the layout of the potential discretization points corresponding
to the velocity and stress locations at the boundary. Our re-
sults show that the above ABC implementation works excel-
lently for the exterior boundary atr 5r max.

III. VALIDATION

In this section, numerical results will be shown to vali-
date the finite difference program and to demonstrate appli-
cations to 3-D problems. In what follows, we use rings as the
transmitter and receivers in all models. We apply sources to
the diagonal stress terms all over the transmitter ring. For a
monopole source, the receivers are of the same size as the
transmitter and are vertically located at different positions.
We record the diagonal stress at a same fixed azimuthal
angle for all the receivers. For a dipole source, we record the
radial velocity in the same way as we do for the monopole,
but the radius of receivers is smaller than that of monopole
receivers by one half of the radial grid size. The first 10
received waveforms for each figure in this section are nor-
malized individually to give the same maximum amplitude.
The rest of the waveforms as a group for each figure are
normalized by the maximum value of that group. We will
compare the numerical results for cylindrically layered me-
dia with the analytical solutions based on RAI~Lu and Liu,
1995!. Three types of materials are used for different cases.
They are fluid (c51500 m/s,s50 m/s, r51000 kg/m3),
steel (c55970 m/s,s53120 m/s,r57900 kg/m3), and for-
mation (c53000 m/s,s51100 m/s,r52200 kg/m3). For
reference, we name them as mediumA, B, andC, respec-
tively. The acoustic sources used in this study operate at
center frequencies of either 5 or 10 kHz, with a waveform of

the second derivatives of the Blackman–Harris window
function which is shown in Fig. 3 for 10 kHz~Liu et al.,
1996!.

A. Homogeneous fluids

We first check FD results against RAI solutions for
sources in a homogeneous fluid. Figure 4 shows the wave-
form comparison for a monopole ring source with a radius of
0.10 m in the fluidA. The center frequency used is 10 kHz.
The solution domain is defined byr min50.0025 m, r max

50.5025 m (j max5100), zmax51 m (kmax5200), umax5p
( l max516) with Dt51.5ms. The two results agree very well.
The direct arrivals travel at the fluid speed, and no dispersion
is observed. The figure also justifies the use of the ring
source, as we can see in the far-field region, the received
waveforms are the same as those from a point source. In the
near-field region, however, the receivers see two arrivals
from the two sides of the ring, which is exaggerated in Fig. 5
where we doubled the ring source size. Notice that the num-
ber of sampling points in the azimuthal direction is not very

FIG. 2. Staggered grids at the outer radial boundary with discretized points
of compressional and shear potentials in relation to velocity and stress com-
ponents.

FIG. 3. The second derivatives of the Blackman–Harris window function
was used in the simulation as the excitation source.

FIG. 4. The pressure waveforms calculated by FD~solid curves! are com-
pared with those by RAI~dot-dashed lines! for a monopole source in fluidA
~source radius5 receiver radius5 10 cm, center frequency5 10 kHz!.
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critical when the wave fields are axisymmetrical for a mono-
pole source. However, a coarse grid in such a case allows a
larger time step in the simulation.

Figure 6 is a large homogeneous fluid case with a mono-
pole source. For this case, we usedr min50.0008 m,r max

50.5008 m (j max5100), zmax54.01 m (kmax5802),
umax5p/4 (l max52), andDt51.8 ms. The minimumumax is
p/2 (l max54) for a dipole source. Note that this model is
much longer~4 m! than the previous one~1 m!, and yet we
user max50.5008 m. Very good ABC is required at the radial
boundary for such a model, because the incident fields at the
boundary are at near-grazing angles. Our experience shows
that very large cases~both spatially and temporally! need to
be calculated in order to decide if an implementation of an
ABC scheme is acceptable.

B. Formation with a borehole

In Figs. 7 and 8, waveforms are simulated in homoge-
neous formations with a fluid-filled borehole for the mono-

pole and dipole ring sources. In these simulations, the center
frequency of the source is 5 kHz. The medium isA-C, i.e.,
fluid A inside the borehole, and solidC as the formation. The
radius of the ring source is 0.0433 m and that of the borehole
is 0.1008 m. The parameters associated with the solution
domain and its discretization are given asr min50.0008 m,
r max50.5008 m (j max5100), zmax54.01 m (kmax5802),
umax5p/4 (l max58), and Dt50.8 ms. Again, umax5p/2
( l max516) for a dipole source. Excellent agreement is ob-
served between the FD and the RAI results. The reflections
are barely noticeable, because all boundaries have been prop-
erly taken care of. The compressional head waves are first
recorded in the wave traces in Fig. 7. They decay as expected
and travel at the formation compressional speed. No disper-
sion is observed for the head waves. After the head waves,
the Stoneley waves follow in the waveforms. The Stoneley
waves of the monopole case show some dispersion as they
propagate, as do the flexural waves of the dipole source.

Notice that the azimuthal gridding becomes coarse as

FIG. 5. The pressure waveforms simulated by FD~solid curves! are com-
pared with those by RAI~dot-dashed lines! for a monopole source in fluidA
~source radius5 receiver radius5 20 cm, center frequency5 10 kHz!.

FIG. 6. The pressure waveforms calculated by FD~solid curves! are com-
pared with those by RAI~dot-dashed lines! for a monopole source in fluidA
~source radius5 receiver radius5 3.83 cm, center frequency5 5 kHz!.

FIG. 7. The comparison of the pressure waveforms calculated by FD~solid
curves! and RAI ~dot-dashed lines! for a monopole source in formation
~medium type:A-C, borehole radius5 10.08 cm, source radius5 receiver
radius5 4.33 cm, center frequency5 5 kHz!.

FIG. 8. Same as in Fig. 7 except that the source is a dipole andv r is
recorded~source radius5 4.33 cm, receiver radius5 4.08 cm, center fre-
quency5 5 kHz!.
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the radius increases and the fields simulated far beyond the
borehole are not accurate due to the grid dispersion. In this
paper, however, we are interested in the wave propagation
and scattering phenomena near the borehole. All the trans-
mitters and receivers are located inside the borehole. It is
obvious that the method may not be used directly if scatter-
ers far away from the borehole are involved such as in a
sonic imaging situation.

C. Steel pipe in a borehole

Figure 9 simulates a monopole source in a medium
A-B-A, that is, a steel pipe in fluidA. The inner radius of
the steel pipe is 0.0408 m and the outer radius is 0.0483 m.
The parameters associated with the solution domain and its
discretization are given asr min50.0008 m,r max50.5008 m
( j max5200), zmax54.01 m (kmax5802), umax5p ( l max58),
and Dt50.24 ms. Again, good agreement between the FD

and RAI results is achieved. As we can see from Fig. 9, the
waveforms are dominantly controlled by the tube modes.
There are extension waves traveling along the pipe in the
early time for the monopole source, but they are too small to
show up in the figure due to the larger amplitudes of the pipe
modes.

The last model we used isA-B-A-C, simulating a uni-
form steel pipe in a slow formation with fluid-filled borehole.
The radii of the medium interfaces are 0.0408 m, 0.0483 m
and 0.1008 m. The dipole result is given in Fig. 10. The
compressional head waves due to the borehole can be ob-
served before the flexural waves if we amplify the dipole
waveforms.

IV. SLOTTED SLEEVE MODELING

The 3-D FD code has been used to model the slotted
sleeve housing of sonic logging tools. In this section, we will
present some of the modeling results. Our focus of modeling
is to show that we have developed a code which can be used

FIG. 10. The FD velocity (v r) waveforms~solid lines! are compared with
those by RAI~dash-dotted curves! for a dipole source in borehole with steel
pipe ~medium type:A-B-A-C, pipe inner radius5 4.08 cm, pipe outer
radius5 4.83 cm, borehole radius5 10.08 cm, source radius5 2.705 cm,
receiver radius5 2.58 cm, center frequency5 5 kHz!.

FIG. 11. Different slotted sleeve models are used for simulation.

FIG. 12. Simulated waveforms of model 1 in fluidA with a monopole
source.

FIG. 9. The comparison of the pressure waveforms simulated by FD~solid
lines! and RAI ~dash-dotted curves! with a monopole source in fluid with
steel pipe~medium type:A-B-A, pipe inner radius5 4.08 cm, pipe outer
radius 5 4.83 cm, source radius5 receiver radius5 2.705 cm, center
frequency5 5 kHz!.
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to model and design the slotted sleeves for sonic logging.
Through this initial modeling, we hope to provide some in-
sight about the design of slotted sleeves.

Some of the slotted sleeve models used in the simulation
are shown in Fig. 11, where the material mappings are
shown for an azimuthal angle of 90°. The meshes are the
actual discretization in our simulation models: Although dif-
ferent slots can be used for sonic logging, we use rectangular
slots in the simulation because of their wide adoption in
practice. The slotted sleeves are periodic and infinite in
length in thez direction. For simplicity, we call these models
described in Fig. 11~a!–~d! as model 1, model 2, model 3,
and model 4, respectively. Model 1 has 12 uniformly distrib-
uted slots. Each of the slots is infinite in thez direction and
spans an angle of 20° in the azimuthal direction. Model 4 has
horizontal slots only, each of which spans 70° and has a
width of 0.015 m. The adjacent slots in the vertical direction
are separated by 0.015 m solid steel and are shifted by 45° to
block the direct waves along the pipe. Models 2 and 3 are the
combination of models 1 and 4. The vertical slots have a
height of 0.06 m and all the solid steel sections have a height
of 0.015 m. The inner and outer radii of the slotted sleeve

housing are 0.045 m and 0.051 m, respectively.
Some basic requirements on the structure of the slotted

sleeve models are imposed based on intuition. We require
that the slotted sleeves be strong enough to avoid noticeable
permanent deformation under various working conditions.
Large slots are also avoided, because they might cause the
tool to be stuck in a borehole while logging. Of course,
model 1 does not meet these criteria, but we think that it will
be interesting to compare its properties with those of the rest
of the models. In the following simulations, the ring source
radius is 0.025 m. The receiver radius is 0.025 m for a mono-
pole source and 0.024 m for a dipole source. The center
frequency is 5 kHz. The borehole radius, if applicable, is
0.105 m. Due to the fine structure of the slotted sleeves, the
grid sizes have to be very small in all directions. Vertical and
radial grid sizes are 0.005 and 0.002 m, respectively. There
are approximately 810 sampling points in the vertical direc-
tion and 251 points in the radial direction. The simulation
range in theu direction depends on source type. For a mono-
pole source, a sector region of 45° is solved~discretized with

FIG. 13. Simulated waveforms of model 2 in fluidA with a monopole
source.

FIG. 14. Simulated waveforms of model 3 in fluidA with a monopole
source.

FIG. 15. Simulated waveforms of model 4 in fluidA with a monopole
source.

FIG. 16. The amplified waveform traces of receiver atz53.7 m in Figs.
12–15.
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15 points! with symmetrical boundary condition. For a di-
pole source, the solution range covers 90°~30 points! with
anti-symmetrical boundary condition. The time step size is
0.18 ms. The computers used for the simulations are SGI
Power Challenge Array. Each of the simulations typically
takes about 1–2 days on a four CPU machine. In what fol-
lows, we present the modeling results in terms of the sources
we used.

A. Monopole source

Figures 12–15 show the simulated waveforms of the
four slotted sleeves in fluidA. Note that for these figures, the
first 24 waveforms are normalized trace by trace to give the
same maximum amplitude of one, while the rest of the wave-
forms as a group in each figure are normalized by the maxi-
mum value of their group. If we compare the waveforms of
these slotted sleeves with those of a steel pipe as shown in
Fig. 9, we see that the major waveform variations here are
caused by the direct arrivals in the fluid instead of the tube
waves. The slotted sleeves have effectively destroyed the
tube waves which would otherwise manifest themselves as in
Figure 9. The small ripples on the waveforms are due to the

scattering of the slotted sleeves. If there were no scattering
by the slotted sleeves, the wave field traces would be as clean
as those given by Fig. 6 for a homogeneous fluid.

In comparison with the other three models, model 1
gives the cleanest waveforms~see Fig. 12 and compare it
with Figs. 13, 14, and 15! because the model does not have
any vertical variation. For this case, extension waves exist
and can be observed if we amplify the curves@see Fig.
16~a!#. The extension waves which travel along the steel
strips are not perturbed in such a structure and can be easily
removed by time gating or data processing. However, this
kind of slotted sleeve is not very practical.

For a realistic slotted sleeve model, horizontal structure
must also be used. In model 2, the vertical and horizontal
slots are used alternatively. Its simulated waveforms are
shown in Fig. 13. The horizontal slot sections are seen by the
propagating wavefields as impedance mismatches, and stron-
ger scatterings~ripples! can be observed in the waveforms.
Enlarged waveform shows that the extension waves are
smeared and delayed@see Fig. 16~b!#. Such signals cannot be
easily removed by time gating or data processing. However,
we can reduce them by using more horizontal slots as shown
in model 4. The simulated results based on model 3 are given
in Fig. 14, and an amplified curve is shown in Fig. 16~c!.

FIG. 17. Simulated waveforms of model 3 in a slow formation with a
fluid-filled borehole.

FIG. 18. Simulated waveforms of model 4 in a slow formation with a
fluid-filled borehole.

FIG. 19. Simulated waveforms of model 1 in fluidA with a dipole source.

FIG. 20. Simulated waveforms of model 2 in fluidA with a dipole source.
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As we can see from the previous results, the use of hori-
zontal slots can efficiently delay the waves caused by the
slotted sleeves. However, there are drawbacks associated
with the horizontal slots. The percentage of the slotted area
over the pipe surface in a horizontal slot section is much
smaller than that in a vertical slot section because the latter
can have much longer slots. The wave fields due to the pipe
modes become stronger as more horizontal slots are used.
This phenomena can be observed from the results of model 4
in Fig. 15 where no vertical slots are used.

Figures 17 and 18 are the simulation results for models 3
and 4 in a homogeneous slow formation with a fluid-filled
borehole. The waveforms are comparable with Fig. 7 except
that ripples show up in the wave traces due to the slotted
sleeve scatterings. All the ripples seem to travel at the same
speed as the compressional head waves. This is because the
strongest scatterings occur near the source point, and all the
scattered fields, once coupled into the formation, start to
propagate at these speeds. Here, model 3 is shown to give
less ringing after the compressional head waves than model
4. Thus, model 3 gives a better performance in a borehole
structure for a monopole source. For model 3, slightly dif-
ferent structures have been simulated by changing the length

of the vertical slots, the length of the solid steel junctions
between the slots sections, and the number of slots in the
vertical slot sections. Similar results have been consistently
observed, with model 3 giving the smallest ringing.

B. Dipole source

For a dipole source, the simulated waveforms in the
fluid A are given in Figs. 19, 20, 21, and 22, respectively, for
slotted sleeve models 1–4. The first fifteen waveforms in
these figures have been normalized trace by trace, while the
rest of the waveforms as a group in each figure are normal-
ized by the maximum value of their group. From these fig-
ures, we see that the pipe waves have been reduced and
delayed by the slots. Thus, the weak direct arrivals in the
fluid are clearly seen. However, unlike the monopole case
discussed previously, the slotted sleeve effects on the wave-
forms vary widely depending on the slotted sleeve structure.

For model 1~Fig. 19!, the slender steel strips are seen to
excite strong flexural modes right after the direct fluid arriv-
als, and extension waves are observed on the nonaxisym-

FIG. 21. Simulated waveforms of model 3 in fluidA with a dipole source.

FIG. 22. Simulated waveforms of model 4 in fluidA with a dipole source.

FIG. 23. The amplified waveform traces of receiver atz52.55 m in Figs.
19–22.

FIG. 24. Simulated waveforms of model 3 in a slow formation with a
fluid-filled borehole.
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metrical structure in Fig. 23~a! ~the first ripple!. Similar to
the monopole case, the horizontal slots sections are seen as
strong scatterers for the extension waves propagating along
the steel strips for model 2~Fig. 20!. It is now difficult to
identify the fluid direct arrivals due to the scattering fields
and more horizontal slots are needed to further reduce and
delay the pipe modes. Figure 21 presents the simulated
waveforms for model 3 where three horizontal slot sections
are used for every vertical slot section. The model generates
the smallest scattering fields in the early time among the four
test models for the dipole source. The model comprised of
only horizontal slots is seen to give rise to strong tube modes
as shown in Fig. 22 and Fig. 23~d!.

Similar phenomena are observed for waveforms in slow
formation with a fluid-filled borehole. The simulated results
are given in Figs. 24 and 25 for the slotted sleeve models 3
and 4. In these figures, both the compressional head waves
and the borehole flexural waves show up well before the
scattered fields of the slotted sleeve. The borehole flexural
waves travel approximately at the speed of the formation
shear waves and can be used to estimate the formation shear
velocity. Based on the simulation results, the third slotted
sleeve model gives the best performance for both dipole and
monopole sources. The slotted sleeve is very effective in
delaying and attenuating the scattered wave fields by itself
when a dipole source is used. However, it does not seem to
work as well for a monopole source. The ringing noise starts
right after the compressional headwaves when a monopole
source is used. We do not know yet what causes the large
difference between the two sources.

V. CONCLUSIONS

We have developed a three-dimensional finite difference
time domain code to simulate elastic wave propagation in
cylindrical coordinate system. Both Liao’s and Lindman’s
absorbing boundary conditions are implemented in the code
to reduce the simulation region. The combination of the two
ABCs is shown to absorb waves at the boundary very effec-
tively for the elongated well logging problems. The code has

been extensively validated by the solution of real axis inte-
gration for various layered media. Excellent agreement is
achieved for all the test problems.

We have applied the code to model some typical slotted
sleeves for sonic logging tools. Different slotted sleeves are
found to vary widely in delaying and attenuating the pipe
waves. Based on the simulation results, new slotted sleeve
structure with three horizontal slot sections for every vertical
slot period is proposed for better performance. With this new
slotted sleeve structure, both the compressional head waves
and the borehole flexural waves show up well before the
scattered fields of the slotted sleeve for a dipole source. A
dipole source is found to produce much cleaner than a mono-
pole source.
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A recursive Green’s function technique for acoustic scattering
from heterogeneous objects
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A fast, efficient algorithm for computing acoustic fields scattered by inhomogeneous objects in an
otherwise homogeneous space is presented. The algorithm, called the Recursive Green’s Function
Method~RGFM!, constructs the domain Green’s function by recursively combining known Green’s
functions from smaller subdomains. The fields on the scatterer surface are then computed using a
boundary integral formulation. Proper implementation of the RGFM results in a storage requirement
of O(N) and computational costs ofO(N3/2) andO(N2) for two- and three-dimensional problems,
respectively, whereN is the total number of discrete points in the inhomogeneous region. Results
are compared with those obtained from exact solutions to show the accuracy of the method.
© 1998 Acoustical Society of America.@S0001-4966~98!00602-X#

PACS numbers: 43.20.Fn, 43.30.Gv@ANN#

INTRODUCTION

Determining the behavior of acoustic fields in and near
inhomogeneous domains finds practical application in such
areas as medical imaging, geophysical exploration, seismic
engineering, and underwater acoustics. For complex, hetero-
geneous geometries where closed-form solutions1 are im-
practical, such analysis must be performed using numerical
schemes such as the finite element,2,3 finite difference,3,4

boundary integral,5,6 T-matrix,7 and multipole expansion8,9

techniques. These latter three methods are particularly effi-
cient for unbounded domains since their formulations are
based upon integral equations which incorporate radiation
conditions. However, they are typically limited to homoge-
neous or piecewise homogeneous media.

Given these observations, it is evident that a beneficial
contribution involves extending integral equation techniques
to efficiently accommodate heterogeneous domains. The dif-
ficulty with this concept is that the Green’s function for the
inhomogeneous region must be known to apply the boundary
integral equations.10 This Green’s function generally cannot
be determined analytically, and therefore must be con-
structed using numerical schemes which are typically com-
putationally costly, making this approach impractical for
most realistic configurations.

The goal of this paper is to present an efficient scheme,
known as the Recursive Green’s Function Method
~RGFM!,11 for computing the Green’s function of an inho-
mogeneous domain and subsequently using it to compute the
fields scattered by and internal to the object. The technique,
which finds root in one-dimensional optical waveguide
analysis,12–14 incrementally constructs the desired solution
by cleverly combining Green’s functions for smaller do-
mains. The algorithm is similar to the T-matrix method, par-
ticularly the Nested Equivalence Principle Algorithm
~NEPAL!15,16 for electromagnetic modeling. However, the
present formulation differs from NEPAL in the selection of
boundary conditions on the Green’s function which simpli-
fies the derivation and application. In this paper we provide a

firm theoretical basis for the method and demonstrate its ap-
plication to two- and three-dimensional acoustic problems.
Analysis shows that the computational costs of the algorithm
areO(N3/2) andO(N2) for two- and three-dimensional prob-
lems, respectively, whereN is the number of cells in the
discretized domain. The storage remains atO(N) for both
cases. Computational examples are provided which show the
flexibility of the method in modeling general material pro-
files. Where possible, comparisons are made with exact so-
lutions to illustrate the accuracy of the RGFM results.

I. THEORY

The problem of interest involves the scattering of a
single-frequency incident wave fieldPinc(r ) from a finite-
sized inhomogeneous regionV i embedded in a homoge-
neous spaceVo, as implied in Fig. 1. Throughout the deri-
vation, we will use the notation]V to represent a domain
boundary. A pressure wavePg(r ) propagating in either re-
gion is governed by the general Helmholtz equation

$¹–@r21~r !¹#1r21~r !k2~r !%Pg~r !50, ~1!

where g5 i ,o for rPV i ,o. The parametersk(r ) and r(r )
represent the spatially varying wavenumber and mass den-
sity, respectively.

To facilitate the solution to Eq.~1!, we define the
Green’s functionGg(r ,r 8) which is a solution to the equa-
tion

$¹•@r21~r !¹#1r21~r !k2~r !%Gg~r ,r 8!52d~r2r 8!,
~2!

whered(•) represents the Dirac delta function. Use of Eqs.
~1! and ~2! in conjunction with Green’s integral theorem al-
lows expression of the solutionPg(r ) of Eq. ~1! as1
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]n8
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]n8
GdS8, rPV i , ~3!

Po~r !5Pinc~r !2 R
]V i

1
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FGo~r ,r 8!

]Po~r 8!

]n8

2Po~r 8!
]Go~r ,r 8!

]n8
GdS8, rPVo, ~4!

where n8 represents the outward normal coordinate toV i

andro is the constant mass density inVo.

A. Green’s function construction

If the Green’s functionsGi andGo are known, then Eqs.
~3! and ~4! may be solved for the fields on]V i using a
numerical approach such as the boundary element method.5

The difficulty here is that the Green’s functionGi for the
inhomogeneous domain is difficult and costly to construct.
To facilitate this construction, consider subdividing the do-
mainV i into N small subdomainsVp , 1<p<N, as implied
in Fig. 1. We will assume that withinVp , k(r )5kp and
r(r )5rp remain constant. Also, to simplify the derivation,
we will assume thatGp satisfies homogeneous Neumann
boundary conditions on]Vp . Appendix A provides expres-
sions forGp for two- and three-dimensional domains.

Consider now the scenario shown in Fig. 2~a! where the
Green’s functionsG1 and G2 are known on two adjacent
domainsV1 and V2 with interface B5V1ùV2. Let the
Green’s functionG(r ,r 8) for the composite domainV
5V1øV2 be divided into four parts according to the defi-
nition

Gpq~r ,r 8!5G~r ,r 8!, rPVp ,r 8PVq , ~5!

wherep,qP@1,2#. SinceGpp and Gp satisfy the same dif-
ferential equation, their first argument dependence must dif-

fer only by a homogeneous solution of Eq.~2!. Similarly,
Gpq , pÞq, must be a homogeneous solution of Eq.~2! in its
first argument. As discussed in Appendix B, these homoge-
neous solutions can be constructed from the subdomain
Green’s functions, resulting in

Gpp~r ,r 8!5Gp~r ,r 8!1E
B
Gp~r ,r 9!App~r 9,r 8!dr 9, ~6!

Gpq~r ,r 8!5E
B
Gp~r ,r 9!Apq~r 9,r 8!dr 9, pÞq, ~7!

where theApq represent unknown functions.
To solve for the unknownApq , we must apply the con-

tinuity of the expressions in Eqs.~6! and~7! and their normal
derivatives onB. To begin, consider the condition17

1

rp

]

]n
Gpq~rB ,r 8!5

1

rq

]

]n
Gqq~rB ,r 8!, ~8!

whererBPB, pÞq, andn represents the coordinate normal
to B. Application of this expression to Eqs.~6! and ~7! re-
sults in the relation

FIG. 1. Inhomogeneous domainV i embedded in an otherwise homogeneous
regionVo along with the divisions required for the RGFM.

FIG. 2. ~a! Horizontal and~b! vertical combining of two-dimensional do-
mains to make a single composite domain using the RGFM equations.
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lim
rp→rB

E
B

1

rp

]

]n
Gp~r p ,r 9!Apq~r 9,r 8!dr 9

5 lim
rq→rB

E
B

1

rq

]

]n
Gq~rq ,r 9!Aqq~r 9,r 8!dr 9, ~9!

wherer p approachesrB in the direction ofn from the side of
Vp . Note that the homogeneous Neumann boundary condi-
tion has been used to eliminate the term]Gq(rB ,r 8)/]n
from the right hand side of Eq.~9!. The normal derivatives
within the integrands in Eq.~9! are more difficult to evaluate
since the source pointr 9 is already on the interfaceB as the
observation points approachB. To illustrate the procedure
for evaluating these derivatives, consider the case wheren
5x such that the boundaryB lies parallel to theyz plane. In
this case, we can use the jump condition onGp which re-
quires that17

lim
e→0

F 1

rp

]

]x
Gp~r1,r 8!2

1

rp

]

]x
Gp~r2,r 8!G

52d~y2y8!d~z2z8!, ~10!

where r65(x86e,y,z). Now, consider the case where
p51 in Eq.~10! and letr 8 approach the interface coordinate
r 9. Since the observation pointr1 in the first term of Eq.
~10! will reach the interface before the source pointr 8 in the
limiting process, application of the homogeneous Neumann
boundary condition will cause this term to vanish. In con-
trast, the observation pointr2 of the second term will arrive
at the interface after the source point, in which case the Neu-
mann boundary condition will not apply. A similar argument
can be made for the case wherep52, resulting in the general
expression

lim
rp→rB

1

rp

]

]x
Gp~r p ,r 9!56d~yB2y9!d~zB2z9!, ~11!

where the upper and lower signs are used forp51 and 2,
respectively. Similar derivations can be completed forn5y
andn5z. Substitution of these results into Eq.~9! provides
the result

Apq~rB ,r 8!52Aqq~rB ,r 8!, pÞq. ~12!

The next step in the derivation requires enforcing conti-
nuity of the Green’s function onB, or

Gpq~rB ,r 8!5Gqq~rB ,r 8!. ~13!

Using this relation on the expressions in Eqs.~6! and~7! and
utilizing the result of Eq.~12! generates the integral equation

Gq~rB ,r 8!52E
B
@Gp~rB ,r 9!1Gq~rB ,r 9!#

3Aqq~r 9,r 8!dr 9, ~14!

which must be solved for the unknown functionAqq . To
perform this solution, we project ther andr 8 dependence of
Gp and Gq and ther 8 dependence ofAqq onto basis sets
complete on either]Vp or ]Vq , and ther 9 dependence of
Aqq onto a basis complete onB. For simplicity, we assume
the basis functions are of compact support, so that the basis

representation onB is a subset of that on]Vp or ]Vq . This
expansion can be written as

Gp~r ,r 8!5(
mn

gp,mncm~r !cn~r 8!, ~15!

Aqq~rB ,r 8!5(
i j

aqq,i j c i~rB!c j~r 8!, ~16!

where the coefficientsgp,mn are elements of the matrixgp

obtained from

gp5S21HpS21, ~17!

Hp,mn5E
]Vp

E
]Vp

cm~r !Gp~r ,r 8!cn~r 8!drdr 8, ~18!

Smn5E
]Vp

cm~r !cn~r !dr . ~19!

Given this representation, it is clearly advantageous to use
orthonormal basis sets in order to avoid computation ofS21.

With this notation, letḡp represent the matrix of coeffi-
cients for whichr , r 8PB and ĝp represent the matrix of
coefficients for whichrPB andr 8P]Vp . Then the solution
of Eq. ~14! results in

aqq52~ ḡp1 ḡq!21ĝq52Tĝq . ~20!

Inserting this result into discrete forms of Eqs.~6! and ~7!
and using Eq.~12! results in the matrix expressions

gpp5gp2ĝp
t Tĝp , ~21!

gpq5ĝp
t Tĝq , ~22!

where t denotes a transpose. Note that these results imply
construction of the Green’s functionG based only upon
knowledge ofG1 andG2.

B. Recursive construction

The above development indicates how to combine two
unit section Green’s functions into a new Green’s function
for the composite domain. This approach forms the basis for
a recursive procedure to systematically construct the Green’s
function for an arbitrary domain. The simplest procedure in-
volves starting with unit cells which use only one basis func-
tion per side or face. To obtain reasonable accuracy, these
unit cells should have a maximum dimension ofl/10 per
side, wherel is the sound wavelength in the medium. If the
material composition is complex, even smaller cells may
have to be used to accurately model rapid variations in the
medium parameters. For two-dimensional problems, the
methodology consists of grouping the unit cells in the do-
main into adjacent pairs, and then combining these pairs us-
ing Eqs.~21! and~22! as depicted in Fig. 2~a!. The resulting
regions are then again grouped and combined with adjacent
domains, as implied in Fig. 2~b!. This combining scheme can
be recursively repeated with the newly formed Green’s func-
tions until the composite Green’s function for the entire do-
main has been constructed. A similar recursive combining
procedure can be performed in three dimensions.
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It is important to recognize that if only the fields exter-
nal to the domain are required, then at each combining step
the points internal to the domain can be discarded, so that
only Green’s functions with source and observation points
on the domain boundary are computed. With reference to
Fig. 2~a!, this means that points onB need not be computed.
If fields internal to the domain are desired as well, then
Green’s functions with observation points internal to the do-
main must be preserved and updated at each combination
step.

This discussion reveals that the RGFM is similar to
NEPAL15,16 in that both methods use a nested recursion con-
cept to transform a volume scattering problem to a surface
one. However, unlike NEPAL, the RGFM recursion works
on the Green’s function with carefully chosen boundary con-
ditions rather than the isolated T matrix of subscatterers.
This difference allows simplification of the formulation,
avoids requiring expansion of the scattered fields in terms of
cylindrical and spherical harmonics, and results in interac-
tion matrices (T in this development! whose sizes corre-
spond to the number of interface points onB rather than the
number of boundary points on]Vp . This latter benefit al-
lows reduction in the computational complexity of the
method, as discussed below.

C. Field evaluation

Following construction of the Green’s functionGi on
V i , we apply the continuity relations

P~r !5Pi~r !5Po~r !, ~23!

P8~r !5
1

r~r !

]Pi~r !

]n
5

1

ro

]Po~r !

]n
, ~24!

for rP]V i to Eqs.~3! and~4!. This step, in conjunction with
the homogeneous Neumann boundary condition forGi re-
sults in the integral equations

P~r !5 R
]V i

Gi~r ,r 8!P8~r 8!dS8, ~25!

1

2
P~r !5Pinc~r !2 pv R

]V iFGo~r ,r 8!P8~r 8!

2
1

ro
P~r 8!

]Go~r ,r 8!

]n8
GdS8, ~26!

for rP]V i , where the 1/2 arises due to the singularity in the
derivative ofGo, and ‘‘pv’’ signifies a principal value inter-
pretation for the integral.

Solution of Eqs.~25! and ~26! can be accomplished by
projectingP and P8 onto the basis functionscn, to obtain
the vectorsP andP8, respectively. Subsequent projection of
Eqs.~25! and~26! onto weighting functionswm(r ) results in
the matrix equations

F 1
2 U2 g̃o go

I 2giS
G F P

P8
G5FPinc

0 G , ~27!

whereS is defined in Eq.~19!, gi is the recursively obtained
Green’s matrix, and

g̃mn
o 5

1

ro
E

]V i
E

]V i
wm~r !cn~r 8!

]Go~r ,r 8!

]n8
dSdS8, ~28!

gmn
o 5E

]V i
E

]V i
wm~r !cn~r 8!Go~r ,r 8!dSdS8, ~29!

Umn5E
]V i

wm~r !cn~r !dS, ~30!

Pm
inc5E

]V i
wm~r !Pinc~r !dS. ~31!

Inversion of Eq.~27! results in the solution of the fields on
the boundary. These solutions can then be used with discrete
forms of Eqs.~3! and ~4! to obtain the fields at any desired
location.

II. COMPUTATIONAL COMPLEXITY

Consider now the computation of the fields exterior to a
square two-dimensional domain discretized intoN cells with
AN cells per side. The cost of computing the Green’s func-
tions for all of the unit cells isO(N). The recursive proce-
dure requires log2AN steps to complete the construction,
where each cell containsK52i points at thei th step. The
combination of 4 such cells involves two matrix inversions
for theT matrices as well as two evaluations of Eqs.~21! and
~22!, with each computation requiringO(K3) operations.
Since N/4K2 such combinations are required per step, the
overall RGFM costC can be expressed as

C5
N

4 (
i 50

log2AN21

a2i5a
N

4
~AN21! ~32!

'O~N3/2!, ~33!

wherea is a platform-dependent constant. Since the cost of
solving Eq. ~27! is also O(N3/2), this represents the algo-
rithm asymptotic complexity. The algorithm storage require-
ments are dominated by the 8AN38AN matrix in Eq.~27!,
resulting in a storage complexity ofO(N). In three dimen-
sions, the computational and storage complexities become
O(N2) and O(N), respectively. If the fields internal to the
domain are also required, then the computational and storage
costs increase respectively toO(N2) and O(N3/2) for two-
dimensional problems andO(N7/3) and O(N4/3) for three-
dimensional domains.

III. RESULTS

In this section, we illustrate the performance of the
RGFM in computing the fields scattered from various inclu-
sions. Where possible, comparisons are made with results
from exact solutions for canonical geometries. Numerical in-
vestigations have shown that use of a five-point Gaussian
quadrature integration for all required integrals provides rela-
tively good accuracy. A simple LU Decomposition scheme is
used for all matrix solutions. The symbolc5v/k will be
used to denote the speed of sound in the relevant medium.
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A. Circular cylinder

As a first test case, consider the simple geometry of a
plane wave scattered from a homogeneous circular cylinder.
The velocity inside the cylinder isc53 km/s, while the ve-
locity in the surrounding medium iscs52 km/s. The density
in both regions isr52000 kg/m3. Because the RGFM for-
mulation uses rectangular unit cells, the cylinder surface
must be approximated using a stair-step contour. Figure 3~a!
illustrates the geometry and the results from the RGFM and
the exact series solution1 for a cylinder of radiusa50.4l,
wherel is the wavelength in the background medium. The
scattered fieldPs is measured at a distancer far enough from
the cylinder surface that the field variation withr becomes
proportional toe2 jkr /Ar . For this computation, when a 16
316 RGFM grid is used, some small error occurs in the plot,
most likely due to the stair-stepped cylinder surface. This
modeling error can be reduced by using more unit cells, as
shown in the curve obtained using a 32332 RGFM grid.
Figure 3~b! illustrates the result when the cylinder radius is

a51.5l using a 32332 RGFM grid. Here again, the RGFM
result compares favorably with the exact solution. For these
computations, the Green’s function construction requires 1 s
for the small grid and 7 s for the large grid, while the bound-
ary integral equation solution requires 2 s for the small grid
and 15 s for the large grid on a HP 9000 J210 workstation.
These times indicate that the cost of performing the recursive
operations is similar to and even less than the cost of the
boundary integral solution.

Figure 4 illustrates the fields internal to the cylinder with
the same material parameters as used in Fig. 3 but with a
radius ofa50.8l. The normalized pressure field is plotted
along two different cuts through the center of the cylinder, as
depicted in the figure inset. The results from the exact series
solution are also plotted. As can be seen, the RGFM accu-
rately predicts the field features. Such a capability can be
important for applications in imaging and inverse scattering.

B. Two-layer circular cylinder

To further test the capabilities of the RGFM, we next
apply it to compute the scattering from the two-layer cylin-
der shown in the inset of Figure 5. For this geometry, the
surrounding medium has parameterscs52 km/s and
rs52000 kg/m3. The inclusion has parametersc152.8 km/s
and r152800 kg/m3 for r<0.75l, and c254 km/s and
r252400 kg/m3 for 0.75l<r<1.5l. A 32332 grid is used
for the RGFM computations. An exact solution has also been
developed for this geometry by extending the series solution1

to accommodate two layers. The normalized scattered field
Ps at a distance far from the scatterer obtained using the
RGFM and exact solutions is depicted in Figure 5. Once
again, we see some error in the RGFM result, particularly
nearf5180°, which is likely due to the stair-stepped ap-
proximation to the cylindrical surface. Overall, however, the
RGFM very accurately predicts the field behavior even for
this inhomogeneous structure.

FIG. 3. Scattered normalized pressure fieldAr uPs/Pincu as a function of
angle for a circular cylindrical inclusion at a distance far from the scatterer.
The background velocity is 2 km/s, the inclusion velocity is 3 km/s, and the
density in both is 2000 kg/m3. The cylinder radius is~a! a50.4l and ~b!
a51.5l, wherel is the wavelength of the excitation field.

FIG. 4. Scattered normalized pressure fielduP/Pincu in two cuts through the
cylinder described in Figure 3 with radiusa50.8l computed using the
RGFM and the exact series solution.
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C. Synthetic seismograms

The RGFM can also be used to compute seismograms
for acoustic pulse scattering. Consider the geometry shown
in Figure 6, which depicts a square inclusion embedded in an
otherwise homogeneous medium. Two different cases are
considered:~1! all four regions in Figure 6 are identical, and
~2! the four regions have different material properties, as
indicated in the figure caption. Again, the surrounding me-
dium has a velocity of 2 km/s and a density of 2000 kg/m3.
A line source excitation emits a pulse whose shape is given
by

s~ t !52
~ t2to!

2s2
expF2

~ t2to!2

2s2 G , ~34!

wheres52.5 ms andto54s. This pulse contains no zero
frequency components, has a bandwidth of approximately
256 Hz, and possesses a dominant frequency of 68 Hz~29 m
dominant wavelength!. Sixty-four receivers are used to
record the scattered signal. Figure 7~a! and~b! illustrates the
synthetic seismograms for each of the two cases described.
As can be seen, the seismograms for the two inclusions are
similar, although the inhomogeneous domain results in a no-
ticeably stronger late-time return due to the strong reflection
from the last interface. This example illustrates the need for
incorporating small-scale variations in the modeling capa-
bilities.

D. Three-dimensional scattering: Sphere

As a final example, we consider a three-dimensional
problem involving a spherical inclusion with velocityc53
km/s embedded in a medium with velocitycs52 km/s. Both
media have a mass density of 2000 kg/m3. The sphere radius
is a50.5l, and an 83838 RGFM grid is used. Figure 8

FIG. 5. Scattered normalized pressure fieldAr uPs/Pincu as a function of
angle for a two-layer circular cylindrical inclusion at a distance far from the
scatterer. The background has velocity 2 km/s and density 2000 kg/m3, and
the inclusion has parametersc152.8 km/s andr152800 kg/m3 for r
<0.75l, andc254 km/s andr252400 kg/m3 for 0.75l<r<1.5l.

FIG. 6. Geometry for computing synthetic seismograms using the RGFM.
In the first case, regions 1–4 are identical, withc52.8 km/s andr52800
kg/m3. In the second case, the regions have parametersc152 km/s,
r153200 kg/m3, c252.3 km/s,r252800 kg/m3, c352.8 km/s,r352400
kg/m3, c456.3 km/s,r452000 kg/m3. The surrounding medium has param-
eterscs52 km/s andrs52000 kg/m3.

FIG. 7. Synthetic seismograms for the square inclusion shown in Figure 6
for the two cases described.
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illustrates the scattering configuration as well as the results
from the RGFM and an exact solution obtained using a series
expansion.18 Once again, we see that the RGFM provides
high accuracy, with the error most likely due to the stair-
stepped approximation of the curved spherical surface. This
result shows that the RGFM is equally applicable to three-
dimensional scattering problems.

IV. CONCLUSIONS

This paper has presented a novel numerical technique
for analysis of the acoustic behavior of inhomogeneous do-
mains embedded in a homogeneous space. The methodology
uses a recursive scheme to efficiently construct the Green’s
function of the region using known Green’s functions from
smaller subdomains. Boundary integral equations are then
formulated and solved to determine the pressure fields on the
domain boundary for a given incident field. A comparison of
the numerical results with solutions obtained from analytical
expressions shows that the RGFM faithfully constructs the
Green’s function for heterogeneous domains and provides
highly accurate results for scattering from various structures.
Additionally, it allows simulation of domains for multiple
source configurations with an asymptotic computational
complexity of O(N3/2) and O(N2) for two- and three-
dimensional structures, respectively, and a storage require-
ment ofO(N). This allows solution of larger problems with
less computational time as compared to traditional schemes
for analyzing heterogeneous structures.

APPENDIX A: GREEN’S FUNCTIONS

Consider the rectangular domainV1 with sides of length
a andb in the x andy directions, respectively. The Green’s
function satisfying Eq.~2! with k(r )5k andr(r )5r being
constants can be derived by performing an eigenfunction ex-
pansion in they coordinate.18 When this series is substituted
into Eq. ~2!, the resulting differential equation inx can be
solved in closed-form,18 resulting in the representation

G~r ,r 8!52
2r

b (
m50

`

am

cos~kmx!cos@km~x82a!#

kmsin~kma!

3cosS mpy

b D cosS mpy8

b D , x<x8, ~A1!

where

am5H 1/2, m50,

1, m.0,
~A2!

km5Ak22~mp/b!2. ~A3!

If x.x8, then the positions ofx and x8 must simply be
reversed in Eq.~A1!.

The difficulty with Eq.~A1! is that it is typically slowly
convergent, and it does not converge whenr5r 8. However,
because of the integrable nature of this singularity, if proper
basis functions are chosen in Eq.~15!, then the integration in
Eq. ~18! can be performed on the series term-by-term, result-
ing in a highly convergent series for all source/observation
point pairs. Pulse basis functions provide this result, and ad-
ditionally are orthogonal so that the matrixS21 can be easily
determined. The exact number of series terms required in
this case depends upon the dimensionsa and b. For most
computations wherea,b5l/10, typically fewer than four
terms are needed for the series to converge within 0.001% of
its value. Even using this scheme, however, the representa-
tion of Eq. ~A1! has convergence difficulties when the
boundary integrations occur inx and x8 ~i.e., y, y850 or b)
andx5x8. To avoid this difficulty, it is simplest to use the
equivalent form of Eq.~A1! obtained by reversing the posi-
tions of x andy, x8 andy8, anda andb in the expressions.

In three dimensions, the Green’s function for a domain
of side lengthsa, b, and c in the x, y, and z directions,
respectively, can be expressed as

G~r ,r 8!52
4r

bc (
m,n50

`

aman

cos~kmnx!cos@kmn~x82a!#

kmnsin~kmna!

3cosS mpy

b D cosS mpy8

b D cosS npz

c D
3cosS npz8

c D , x<x8, ~A4!

where

kmn5Ak22~mp/b!22~np/c!2. ~A5!

Replacements similar to those discussed above for the two-
dimensional case can be made in Eq.~A4! as well.

APPENDIX B: HOMOGENEOUS WAVE EQUATION
SOLUTIONS

Consider finding a homogeneous solution to Eq.~2! in
the domain V1 which satisfies homogeneous Neumann
boundary conditions on all sides except the boundaryB ~at
x5a). It is important to recognize that Eqs.~A1! and ~A4!
are homogeneous solutions to the wave equation and must
be combined with the forms forx>x8 to provide the particu-
lar solutions. Additionally, as indicated by the jump condi-

FIG. 8. Scattered normalized pressure fieldr uPs/Pincu as a function of angle
for a spherical inclusion at a distance far from the scatterer. The background
has velocity 2 km/s and the inclusion has velocityc53 km/s, and the density
in both is 2000 kg/m3. The sphere radius isa50.5l.
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tion in Eq. ~10!, the form for x<x8 does not satisfy the
homogeneous Neumann boundary condition atx5a if r 8
PB, as is the case in Eqs.~6! and ~7!. These observations
indicate that the forms in Eqs.~A1! and ~A4!, when used in
Eqs. ~6! and ~7!, provide the solutions necessary for the
RGFM construction.
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Calculation of acoustical scattering from a cluster of scatterers
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The problem of determining the field scattered by a cluster of scatterers when they are insonified by
a known acoustical field is addressed. The problem is formulated by using theT-matrix method and
the resulting system of linear equations is solved by using the multilevel fast multipole algorithm
~MLFMA ! and the fast multipole method–fast Fourier transform~FMMFFT! method, and the
efficiency of the two methods is compared. It was observed that, in general, the MLFMA performs
better than the FMMFFT algorithm. However, when the scatterers are distributed uniformly on a
rectangular grid, the FMMFFT algorithm performs as good as the MLFMA. The accuracy of the
methods is evaluated by modeling a spherical scatterer as composed of many small spheres.
© 1998 Acoustical Society of America.@S0001-4966~97!00812-6#

PACS numbers: 43.20.Fn@ANN#

INTRODUCTION

Solution of multiple scattering from a system of scatter-
ers is a classical problem that has preoccupied researchers
for many years. There are basically two different approaches
for the solution of this problem. In the first approach the
distribution of the scatterers is assumed to be random and an
average value of the scattered field~or power! is sought.1–3

The second approach is to write down the pertinent equations
and try to solve the resulting large linear system.4–7 The
number of unknowns is then proportional tom̄N, whereN is
the number of the scatterers andm̄ is the average number of
spherical harmonics used in the expansion of the fields scat-
tered by the scatterers. The first approach has the advantage
of producing analytical results that give insight to the scat-
tering phenomena. However, these results are only valid in a
statistical sense. The second approach, on the other hand, can
produce the scattering solution for a specific distribution of
the scatterers. This allows one to model a large scatterer as
being composed of many small scatterers and a solution to
the resulting system can be obtained. The basic disadvantage
of this approach is that the numerical work is excessive,
especially for three dimensional problems. If Gaussian elimi-
nation is used to solve for the unknowns, the solution time
scales as (m̄N)3 which quickly exhausts the resource of even
a supercomputer.

Several methods have been proposed to solve the matrix
equation effectively. Many of these methods are summarized
in Ref. 5. The purpose of this work is to compare the perfor-
mances of the FMM,8–10 and FFT11,12 methods.

Throughout this papere2 ivt time convention is used.

I. PROBLEM FORMULATION

A. Geometry and definitions

ConsiderN scatterers located at points described by the
position vectorspi , i 51,...,N in some coordinate frame,

with known scattering solutions expressed in terms of their
isolatedT-matrices denoted byT̄ i . The problem is to deter-
mine the field scattered by this cluster of scatterers when
they are insonified by a known acoustical field. The incident
field is expressed in terms of its multipole coefficients ex-
panded about a pointps ,

F inc~r s!5 (
n50

ns

(
m52n

n

anm
s j n~krs!Ynm~us ,fs!, ~1!

wherens is the order at which the multipole expansion of the
incident field is truncated,anm

s are the multipole coefficients,
j n is the spherical Bessel function, andr s5r2ps is the vec-
tor from the point ps to the observation pointr , whose
spherical coordinates are (r s ,us ,fs). The spherical harmon-
ics Ynm are given by

Ynm~u,f!5~21!mF ~n2m!!

~n1m!!

2n11

4p G1/2

Pn
m~cosu!eimf,

~2!

where Pn
m(x) denotes the associated Legendre functions as

defined in Ref. 13. The short-hand notationYnm( ŝ) will also
be used to denote the spherical harmonics whereŝ is a unit
vector whose direction is defined by the spherical anglesu
andf.

A simpler notation is achieved by combining the two
indices n and m into a single indexL:(0,0),(1,21),
(1,0),(1,1),...,(n,m),... and Eq.~1! can be written as

F inc~r s!5 (
L5~0,0!

L

RgCL~k,r s!aL
s , ~3!

where RgCL(k,r s)5 j n(krs)Ynm(us ,fs) are the spherical
wave functions. A further notational simplification is
achieved by adopting a vector notation as

F inc~r s!5RgCt~k,r s!–a
s, ~4!

where
a!Permanent address: Department of Electrical and Electronics Engineering,
Middle East Technical University, 06531, Ankara, Turkey.
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RgCt~k,r !5@RgC~0,0!~k,r ! RgC~1,21!~k,r !

RgC~1,0!~k,r ! RgC~1,1!~k,r ! •••#, ~5!

as5@a~0,0!
s a~1,21!

s a~1,0!
s a~1,1!

s •••# t, ~6!

and (•) t denotes the transpose of the vector. In this notation,
the field scattered by thei th scatterer is

F i
sca~r i !5Ct~k,r i !–b

i5 (
n50

ni

(
m52n

n

bnm
i hn

~1!~kri !

3Ynm~u i ,f i !, ~7!

where r i5r2pi is the vector from thei th scatterer to the
observation point andhn

(1) denotes the spherical Hankel
functions of the first kind. It must be noted that the multipole
expansions of both the incident and the scattered fields con-
tain infinitely many terms. However, these expansions con-
verge rapidly and they are truncated atns and ni , respec-
tively. The error bounds in these truncations are discussed in
Ref. 14.

The total scattered field can now be written as

Fsca5(
i 51

N

Ct~k,r i !–b
i . ~8!

Each term of the above summation is an outgoing multipole
expansion at a different point with

CL~k,r !5hn
~1!~kr !Ynm~u,f! ~9!

being the outgoing wave functions.
To obtain a solution we must express all the fields in Eq.

~8! as multipole fields expanded at the position of thej th
scatterer. This can be achieved by using the addition theo-
rems for the wave functions.

B. Scalar addition theorem

An outgoing wave function with the origin at the posi-
tion of the i th scatterer can be expanded into a sum of regu-
lar wave functions with the origin at the position of thej th
scatterer, since these fields do not have a singularity atpj .
This expansion, known as the addition theorem for the scalar
wave functions, is given below:15,16

Cnm~k,r i !5 (
n50

`

(
m52n

n

RgCnm~k,r j !anm,nm~k,r j i !,

~10!

wherer j i 5r i2r j5pj2pi is a vector from thei th scatterer to
the j th scatterer. This relation is valid provided that
ur j u,ur j i u.

Similarly a regular wave function with origin atps can
be expanded into a sum of regular wave functions with ori-
gin at r j as

RgCnm~k,r s!5 (
n50

`

(
m52n

n

RgCnm~k,r j !bnm,nm~k,r js!,

~11!

wherer js5r s2r j5pj2ps is a vector from the source point
to the position of thej th scatterer. This relation is valid at
any observation point. Thea coefficients are

anm,nm~k,r !5 (
n85un2nu

n1n

i ~n1n82n!Yn8,m2m~u,f!hn8
~1!

~kr !

3~21!mF4p~2n11!~2n11!

~2n811!
G 1/2

3~nn00unnn80!

3~nn2mmunnn82m1m!, ~12!

where (j 1 j 2m1m2u j 1 j 2 j 3m3) are the Clebsch–Gordan coef-
ficients as defined in Ref. 13. Theb coefficients are obtained
by replacing the spherical Hankel functions of the first kind
in Eq. ~12! by the spherical Bessel functions.

C. T-matrix formulation

The T-matrix of a scatterer relates the field scattered
from the scatterer to the incident field only when the scatterer
is present. When there are more than one scatterer, multiple
scattering between the scatterers occurs. The following ma-
trix formulation of scattering from many scatterers is pre-
sented in Refs. 4, 5, and 17.

The total field due toN scatterers can be written as

F5F inc1Fsca5RgCt~k,r s!•as1(
i 51

N

Ct~k,r i !•bi ,

~13!

wherebi are yet to be determined. Consider a single term in
the summation in Eq.~13!. By using the addition theorem to
express the field in the coordinate frame of thej th scatterer
we get

Ct~k,r i !•bi5(
nm

Cnm~k,r i !bnm
i

5(
nm

H(
nm

RgCnm~k,r j !anm,nm~k,r j i !J bnm
i

5(
nm

RgCnm~k,r j !H(
nm

anm,nm~k,r j i !bnm
i J .

~14!

We define the matrix
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ā~k,r j i !5F a0,0;0,0~k,r j i ! a0,0;1,21~k,r j i ! a0,0;1,0~k,r j i ! •••

a1,21;0,0~k,r j i ! a1,21;1,21~k,r j i ! a1,21;1,0~k,r j i ! •••

a1,0;0,0~k,r j i ! a1,0;1,21~k,r j i ! a1,0;1,0~k,r j i ! •••

A A A A
G . ~15!

With this matrix notation we can now write

Ct~k,r i !•bi5RgCt~k,r j !•ā~k,r j i !•bi , ~16!

and

RgCt~k,r s!•as5RgCt~k,r j !•b̄~k,r js!•as, ~17!

whereb̄ is defined similar toā. The matrixā transforms the
scattering coefficients of thei th scatterer to the reference
frame of the j th scatterer, and similarly the matrixb̄ de-
scribes a transformation from the source to thej th scatterer.
Using Eq.~16! and Eq.~17! in Eq. ~13! gives

~18!

The last term on the right hand side of Eq.~18! represents an
outgoing wave which is singular atpj expressed in the coor-
dinate frame of thej th scatterer, and the other terms repre-
sent incoming waves impinging upon it. Therefore, these
fields must be related by the isolatedT-matrix, T̄ j , of the
scatterer, i.e.,

bj5T̄ j•S b̄~k,r js!•as1(
i 51
iÞ j

N

ā~k,r j i !•bi D ,

j 51,...,N, ~19!

which constitutes a set ofN matrix equations for theN un-
known vectorsbi . Eq. ~19! can be written as

bj2T̄ j•(
i 51
iÞ j

N

ā~k,r j i !•bi5T̄ j•b̄~k,r js!•as,

j 51,...,N, ~20!

which is more suitable for iterative techniques.
Using the notation$•% i j to represent thei j th block of a

matrix and defining

$T̄% i j 5H T̄ i , i 5 j ,

0, iÞ j ,
~21!

as a block diagonal matrix formed by the isolatedT-matrices
of the scatterers,

$Ā% i j 5H ā~k,r i j !, iÞ j ,

0, i 5 j ,
~22!

$b% i5bi and$a% i5b̄(k,r is)•as, Eq. ~19! can be written as

b5T̄•~a1Ā•b! ~23!

or

@ Ī 2T̄•Ā#•b5T̄•a. ~24!

In iterative solution of matrix equations, the product of
the conjugate transpose of the coefficient matrix by the vec-
tor is also required which can be written as

$@ Ī 2T̄•Ā#H
•b% j5bj2(

i 51
iÞ j

N

āH~k,r i j !•T̄ i
H

•bi , ~25!

where (•)H denotes complex conjugate transpose of a ma-
trix. It must be noted that certain relations exist between
ā(k,r j i ) andāH(k,r i j ) some of which can be found in Refs.
15 and 18.

Equation~20! constitutesM5( i 51
Nm i equations with

M unknowns and can be solved by using various linear
algebraic techniques, wherem i5(ni11)2 is the number of
harmonics required to represent the field scattered by thei th
scatterer. If Gaussian elimination is used, the required num-
ber of operations is proportional toM3. In a three dimen-
sional problem, the number of scatterers, henceM, in-
creases very rapidly and the solution time and memory
requirements quickly swamp the resource of even a super-
computer. Hence, an effective solution method is highly de-
sirable.

II. ITERATIVE METHODS

Iterative methods are techniques that use successive ap-
proximations to obtain more accurate solutions to a linear
system at each step. The iterative methods are generally clas-
sified asstationaryandnon-stationarymethods. These meth-
ods are discussed extensively in the literature.19,20The rate of
convergence of an iterative method depends greatly on the
spectrum of the coefficient matrix. In general, the non-
stationary methods converge much faster than the stationary
methods. Most of the non-stationary methods rely on special
properties of the coefficient matrix such as symmetry and
positive definiteness. The conjugate gradient normalized re-
sidual~CGNR! method is quite general and can be used with
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arbitrary coefficient matrices. However, the convergence rate
of CGNR is relatively slow due to the squaring of the con-
dition number.

Theoretically, the CGNR method will converge to the
exact solution inM steps. In this method, each iteration step
requires two matrix-vector multiplications and three vector
updates. Normally, each matrix-vector multiplication re-
quiresO (M2) operations. Thus the total number of opera-
tions is still proportional toM3. However, if the iteration is
stopped whenever the condition

irni
iyi < tol

is satisfied, where tol is an arbitrary tolerance,rn5y2Ā–xn

is the residual, andxn is the solution at thenth iteration step,
then the convergence can be achieved inp,M steps. The
number of operations required to solve the system will then
be proportional to pM25p@m̄N#2, where m̄5(1/N)
3( i(ni11)2 is the average value of the required number of
harmonics over the scatterers.

Another iterative solution can be obtained by iterating
Eq. ~23! yielding

b5(
i 50

`

~ T̄–Ā! i
–T̄–a. ~26!

This is the Neumann series solution which was suggested in
Refs. 6 and 7. The Neumann series will converge whenever
T̄•Ā defines a contraction operator, in which case the con-
vergence will be exponential.

III. GROUPING

To further decrease the order of the complexity of the
algorithm, the special structure of the coefficient matrix must
be used to perform the matrix-vector multiplication in less
thanO (M2) operations.

Assume that we divide theN scatterers intoN/M groups
each containingM scatterers. The scatterers are assumed to
be evenly distributed so that each group occupies approxi-
mately the same volume. The idea in grouping the scatterers
is to calculate the interactions between groups of scatterers
simultaneously thus recycling information. The algorithm to
perform a matrix-vector multiplication can be considered in
four steps as outlined below:

~1! Aggregation. Translate the outgoing multipole coeffi-
cients of all the scatterers in a group to the group center.
The number of coefficients,R, required to represent the
field at the center of the group is proportional to the
square of the diameter of the group, henceR;M2/3.
Thus the number of operations required for this step is
proportional tom̄RN;m̄NM2/3.

~2! Group interactions. Translate the outgoing multipole
coefficients at each group center to local multipole coef-
ficients at center of all the other groups. The number of
operations required for this step is proportional to
R2(N/M )2;N2/M2/3.

~3! Disaggregation.Translate the accumulated effect of all
the other groups at a group center to the position of
scatterers. This step is quite similar to the aggregation
step and requires;m̄NM2/3 operations.

~4! Near Interactions. Finally, calculate the interactions of
the scatterers within the same group directly. This step
requires;m̄2NM operations.

In order to obtain an optimum algorithm, the computational
load of these steps must be balanced. If we assumeM;Nx,
the value ofx that minimizes the complexity is found to be
3/5, orO (N8/5) operations per matrix-vector multiplication is
required. Thus, if an iterative method is used and if the re-
quired number of iterations isp, then the problem complex-
ity increases only bypN8/5. The dependence ofp on N for
Helmholtz problem is hard to determine.

The algorithm complexity can be further reduced if
plane wave expansions are used for translating an outgoing
multipole expansion of a group to the center of another
group, since in this case the translation of coefficients from
one expansion center to another would require a number of
operations that is proportional to the number of coefficients
used. This is because each plane wave is translated into a
single plane wave, or the translation operator for plane waves
is a diagonal operator. Expanding the spherical waves into
plane wave spectra is, therefore, sometimes referred to as the
diagonalization of the spherical translation operators, or the
fast multipole method, FMM.

IV. DIAGONALIZATION OF THE SPHERICAL
TRANSLATION OPERATORS

In the formulation of the scattering problem, we need to
transform spherical harmonic coefficients from the position
of the i th scatterer to the position of thej th scatterer which is
given by

CL~k,r i !5(
L8

RgCL8~k,r j !aL8L~k,r j i !, r j,r j i .

~27!

Consider this transformation being done in three steps
from the i th scatterer torl , the center of the groupG l

which that scatterer belongs to, then torl8, the center of the
groupG l8 which the j th scatterer belongs to, then to thej th
scatterer. In matrix form we can write

ā~k,r j i !5b̄~k,r j l8!•ā~k,rl8l!•b̄~k,rl i !. ~28!

By expanding the entries of these matrices in terms of plane
waves, it can be shown that,21

aL8L~k,r j i !5 lim
Na→`

R i 2nYL~ k̂!eik•rl iãNa ;l8l~ k̂!i n8YL8
* ~ k̂!

3eik•r j l8 dk̂, ~29!

where
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ãNa ;l8l~ k̂!5 (
n50

Na

i n~2n11!hn
~1!~krl8l!Pn~ k̂• r̂l8l!,

~30!

and k̂ and r̂l8l denote the unit vectors in the direction of
respective vectors, and (•)* denotes complex conjugation.

In order to obtain Eq.~29!, the order of an integration
and an infinite summation must be changed which is not
permissible in the strict sense. As a result, the infinite sum in
the expression ofã`;l8l( k̂) does not converge. However, we
need to truncate the infinite sum at someNa for numerical
purposes. Thus, the series can be truncated first, and then
exchanging the order of integration and a finite sum does not
pose a problem. One must be careful in the evaluation of
ãNa ;l8l( k̂). The number of terms that must be kept in the
summation,Na , depends on the value ofkD, as well as the
desired accuracy, whereD is the diameter of the larger of the
two spheres circumscribing the groupsG l andG l8. As D is
increased, more terms must be used to keep the accuracy at
the desired level. On the other hand, if too many terms are
used, the Hankel functions start to oscillate wildly, causing
numerical inaccuracies. Since the Hankel functions start to
oscillate rapidly when the order exceeds the argument, the
condition

Na,krl8l ~31!

must be satisfied, otherwise the groups are too close to use
FMM and they will be referred to as neighboring groups. A
very good empirical formula forNa is

Na5 bkD1Calog~kD1p!c11, ~32!

whereb• c denotes the integer part,Ca is a parameter to adjust
the accuracy of the calculations, andD is the diameter of the
sphere circumscribing the largest group.

The diagonal forms of the translation operators for the
Helmholtz equation in three dimensions was first described
by Rokhlin.14 The diagonal translation theory was later sum-
marized by Epton and Dembart.22

V. THE FAST MULTIPOLE METHOD, FMM

Again consider the grouping of theN scatterers de-
scribed previously. The scatterers are divided intoLg groups
and each group is indexed from 1 toLg . The l th group
containsM (l ) scatterers, and the set of indices of scatterers
belonging to that group is denoted byG l . For each group
we also construct a setN l which contains the indices of the
neighboring groups, including the group itself, where the
condition for two groups to be neighbors of each other is
given by Eq.~31!. In view of these definitions, Eq.~20! can
be written as

bj2T̄ j•F (
l PN l 8

(
i PG l
iÞ j

ā~k,r j i !•bi

1 (
l ¹N l 8

(
i PG l

ā~k,r j i !•bi G5T̄ j•b̄~k,r js!•as ~33!

in which the index of the group which thej th scatterer be-
longs to is denoted byl 8. The first sum in Eq.~33! above
represents the near interactions, which will be denoted by
Snear( j ). The last summation contains the bulk of the compu-
tations, and will be denoted bySfar( j ). For this term, we can
write an element of the matrixā(k,r j i ) as

anm,nm~k,r j i !

5 R i 2nYnm~ k̂!eik•rl iãNa ;l8l~ k̂!i nYnm* ~ k̂!eik•r j l8 dk̂.

~34!

Thus the far interactions can be written as:

Sfar~ j !5T̄ j• R eik•r j l8Y* ~ k̂! (
l ¹N l 8

ãNa ;l8l~ k̂!

3 (
i PG l

eik•rl iYt~ k̂!•bi dk̂, ~35!

where the notation

Y~ k̂!5@Y00~ k̂! ~2 i !Y1,21~ k̂! •••

~2 i !nYnm~ k̂! •••# t ~36!

has been adopted. In a similar way, the far interactions for
the product@ Ī 2T̄•Ā#H

•b can be written as

Qfar~ j !5 R eik•r j l8Y* ~ k̂! (
l ¹N l 8

ãNa ;ll8
* ~ k̂!

3 (
i PG l

eik•rl iYt~ k̂!•T̄ j
H

•bi dk̂. ~37!

In order to calculateSfar( j ) andQfar( j ) numerically by
using Eqs.~35! and ~37!, the integrals must be evaluated by
using a quadrature rule over the unit sphere. For this purpose
we note that the product formula

R f ~x,y,z!dŝ5E
0

2pE
0

p

f ~u,f!sin u du df

5(
i 51

Nu

(
j 51

2Nu

wi
gwj

cf ~u i ,f j ! ~38!

is exact for polynomialsxaybzg if a1b1g,2Nu , where
u i are chosen as the Gauss–Legendre points,f j are 2Nu

equally spaced points over the interval@2p,p#, wi
g are the

Gauss–Legendre weights, andwj
c5p/Nu . Since the spheri-

cal harmonics,Ynm(u,f) are also polynomials of ordern on
the surface of the sphere, the above quadrature rule is exact
for harmonics of ordern,2Nu . A more efficient method for
numerical quadrature on the sphere is given in Ref. 23.
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The number of sample points,Nu , that must be used for
an accurate integration depends on the harmonic content of
the integrand. SinceãNa ;ll8( k̂) contains harmonics only up
to Na.n1n, the choice of

Nu5Na11, ~39!

is sufficient for accurate integration.
If the accuracy control parameter,Ca , is chosen to be 1,

then the relative error in the evaluation of Eq.~34! is about
10%, and each increase inCa by 1 decreases the error
roughly by an order of magnitude.

The algorithm for performing the matrix-vector multipli-
cation can now be written as:

1. Aggregation.For each group form the scalar function
u defined as

u~ k̂!5 (
i PG l

eik•rl iYt~ k̂!•bi

at the 2Nu
2 quadrature points. SinceNu;kD;M1/3, this step

requires

Cagg8 ;~nt11!2N~2Nu
2!;m̄NM2/3

operations, wherem̄5(nt11)2, nt is the order of the har-
monics used to represent a typical scatterer, andM denotes
the average number of scatterers per group, which can be
written as,M5(1/Lg)( l 51

Lg M ( l )5(N/Lg).
2. Group interactions. For each group evaluate the sca-

lar functionv given by the sum

v~ k̂!5 (
l ¹N l 8

ãNa ;l8l~ k̂!u~ k̂!

at the 2Nu
2 quadrature points. This step requires

Cint8 ;S N

M D 2

~2Nu
2!;S N2

M4/3D
operations.

3. Disaggregation.For each scatterer evaluateSfar( j ) as

Sfar~ j !5T̄ j• R eik•r j l8Y* ~ k̂!v~ k̂!dk̂

using the 2Nu
2 quadrature points. This step requires

Cdis8 ;~nt11!2N~2Nu
2!;m̄NM2/3

operations.
4. Near interactions. Add the near interactions as de-

scribed by the first sum in Eq.~33!. This means that the
effect of scatterers close to a scatterer is computed by trans-
lating m̄ harmonics of each neighboring scatterer to the po-
sition of that scatterer, requiringm̄2 operations. This step
requires

Cnear8 ;m̄2NB;m̄2NM

operations, whereB is the typical number of neighboring
scatterers. For each scatterer, the number of nearby scatterers
is proportional to the volume of the groups, which in turn is
proportional to the number of scatterers in each group, i.e.,
B;M .

If the group size is chosen to be proportional to thexth
power of the number of scatterers,M;Nx, then the number
of operations required will be proportional toN(112x/3) in the
aggregation and the disaggregation steps, toN(224x/3) in the
far interaction step, and toN(11x) in the near interaction step.
Since 112x/3,11x, to obtain an optimum algorithm, the
powers ofN in the far interaction and near interaction steps
must be equated, i.e.,

22
4x

3
511x⇒x5

3

7
~40!

resulting inO (N10/7) operations per matrix-vector multipli-
cation. If the number of iterations required for convergence
is p, the problem complexity becomespN10/7.

A. Near interactions

An important point about the algorithm described above
is that the proportionality constant should be proportional to
m̄25(nt11)4;(kamax)

4, whereamax is the maximum linear
dimension of the scatterers. This shows that as the size of the
scatterers or the frequency is increased, the number of un-
knowns and the overall algorithm order will increase by a
power of 4. The transformationā(k,r j i ) is in general repre-
sented by a full matrix. However, a rigid translation of a
coordinate system can also be achieved by first rotating the
coordinate system such that itsz axis points to the final point
of translation, followed by a translation of this system along
its z axis, and finally rotating the system to reverse the initial
rotation. The basic advantage of this approach is that the
matrix representations of the intermediate steps are not full
matrices.

Any arbitrary rotation of a coordinate axis can be
achieved by three rotations performed successively by per-
forming a rotationa about thez axis, followed by a rotation
b about they axis of the resulting coordinate frame, fol-
lowed by a rotationg about thez axis of the latter coordinate
frame. The three anglesa, b, andg are known as the Euler
angles. The notation used is that of Edmonds’.15 Thus, if the
matrix representation of an arbitrary rotation is denoted by
D̄(a,b,g), we can write

D̄~a,b,g!5D̄~0,0,g!•D̄~0,b,0!•D̄~a,0,0!, ~41!

where D̄(0,0,g),Ē(g) and D̄(a,0,0),Ē(a) are diagonal
matrices with diagonal elements being exp(img) and
exp(ima), respectively. The desired rotation that brings thez
axis along the translation direction can be achieved by
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choosinga5f, b5u, andg50, whereu, andf are the
spherical angles corresponding to the translation direction.

A similarity transformation can be used to express ay-
axis rotation in terms of a rotation about thez axis as15

D̄~0,b,0!5D̄S 2
p

2
,0,0D •D̄S 0,2

p

2
,0D •D̄~b,0,0!

•D̄S 0,
p

2
,0D •D̄S p

2
,0,0D . ~42!

This reduces the problem of computing the matrix represen-
tation of any rotation to that of computing the one matrix
S̄,D̄(0,p/2,0)•D̄(p/2,0,0). This matrix is a block diagonal
matrix with number of nonzero entries being proportional
to24 nt

3 . The use of theS̄ matrix does not decrease the num-
ber of operations required for multiplication, however it does
reduce the memory requirements since only a singleS̄ ma-
trix is required for all rotations, along with appropriate diag-
onal matrices for each particular rotation. It must be noted
that the rotation operations, and hence their matrix represen-
tations are unitary.

The matrix representation of thez-axis translation,
which will be denoted byT̄(r ), also has many of its entries
as zero.25 The number of non-zero entries ofT̄(r ) is also
proportional to26 nt

3 .
Using the definitions above, an arbitrary translation can

be written as

ā~k,r !5ĒH~f!•S̄H
•ĒH~u!•S̄•T̄~r !•S̄H

•Ē~u!•S̄

•Ē~f!, ~43!

and the number of operations increase bynt
3 instead ofnt

4 .
This approach is also applicable for static problems and is
presented in Ref. 27.

VI. MULTILEVEL FMA, MLFMA

The grouping idea described above can be applied re-
peatedly by dividing each group into subgroups. Group sizes
at each level can be chosen to minimize the operation count.
It can be shown that the complexity of the algorithm de-
creases toO (N) as the number of levels is increased. This
idea of nested groups can be best implemented by defining a
hierarchical tree of cells which refine the computational do-
main into progressively smaller regions. A cubical cell big
enough to contain all the scatterers is defined as the compu-
tational domain which will be called the ‘‘root’’ cell. This
root cell is divided into 8 cubical child cells, which are in
turn divided into 8 cells until a desired level of divisions is
achieved. The set of all cells constructed at a certain level is
called a ‘‘level’’ and indexed from 0 upwards. Thus, the root
cell constitutes the 0th level, its 8 children forms the 1st
level, and so on. In the following, a level with a lower-
~higher! index number will be referred to as a higher~lower!
level. The number of distinct cells at levelq is equal to 8q.
The algorithm consists of two passes over this tree structure.

1. Upward pass: Starting from the cells at the lowest
level, a multipole expansion in terms of outgoing waves,

valid inside each cell, is obtained by using addition theo-
rems. As the cell size increases, more terms in the multipole
expansion is required. The number of multipole coefficients
required to express the field inside a cell accurately is pro-
portional to the square of the cell edge length.

2. Downward pass:There are two approaches for the
downward pass.

~i! Barnes–Hut;28 In this approach, the field expansion at
the position of each scatterer is calculated directly from the
expansions accumulated at the cell centers. Starting from the
children of the root cell~root cell is the cell that encloses the
whole cluster of scatterers!, the outgoing wave expansion
accumulated at each cell center~except for the cell contain-
ing the scatterer! is translated to a standing wave expansion
at the position of the scatterer. This gives the total effect of
the scatterers that are in other cells. The effect of the scat-
terers in the same cell are left for the next level. At the
lowest level, the effect of scatterers in the same cell are
calculated directly.

~ii ! Greengard–Rokhlin;29 At each level, the outgoing
wave expansions of the cells that are not neighbors of the
cell in consideration but whose parents are neighbors of the
current cell’s parent are translated to a standing wave expan-
sion at the center of that cell. The standing wave expansion
of the parent cell is also translated to the center of the current
cell. The effect of neighboring cells is left to the next level.
At the lowest level, the effect of scatterers in the same and
neighboring cells are taken into account directly.
If these methods are used directly~i.e., without diagonaliza-
tion!, the Barnes–Hut approach results in anO(N5/3) algo-
rithm, and the Greengard–Rokhlin approach results in an
O(N4/3) algorithm. By using the diagonalized forms of the
translation operators, the orders of these algorithms can be
reduced toO(NlogN) and O(N), respectively. However, to
use the diagonalized forms of the translation operators, the
condition given in Eq.~31! must be satisfied, meaning that
the number of cells left for lower levels is increased. This
results in an increase in the multiplicative factor of the algo-
rithm order. Since the Greengard–Rokhlin approach has a
lower complexity, only this algorithm making use of the di-
agonalized translation operators will be considered in detail.
For Helmholtz wave problems, this algorithm has to be aug-
mented by an interpolation and anterpolation procedure
which will be described next.

A. Interpolation and anterpolation

Assume thatQ levels are used and that the indices of the
cells inqth level are denoted bymq , whereq50 denotes the
root cell andq5Q denotes the lowest level. LetN mq

denote

the set of indices of the neighbors of themqth cell including
itself, I mq

denote the interaction list of themqth cell, and

G mq
denote the index set of themqth cell’s elements. The

interaction list of themqth cell consists of all the cells that
are in the same level and are not neighbors of themqth cell,
but whose parents are neighbors of themqth cell’s parent.
With these definitions, we can write
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xj5(
i 51
iÞ j

N

ā~k,r j i !•bi

5 (
mQ8PN mQ

(
j PG mQ8

iÞ j

ā~k,r j i !•bi1 (
mQ8 PI mQ

R tmQ
~ k̂!

3ãNa~Q!;lmQ
lmQ8

~ k̂!um
Q8
~ k̂!dk̂

1 (
mQ218 PI mQ21

R tmQ21
~ k̂!ãNa~Q21!;lmQ21

lmQ218
~ k̂!

3um
Q218 ~ k̂!dk̂1•••, ~44!

where

umq
~ k̂!5 (

i PG mq

ei ~k•rlmq
i !Yt~ k̂!•bi , ~45!

tmq
~ k̂!5Y* ~ k̂!ei ~k•r j lmq

!, ~46!

andrlmq
denotes the center of themqth cell, and cellmQ21 is

the parent of the cellmQ which contains thej th scatterer.
The first sum in Eq.~44! accounts for the near interactions
between scatterers in neighboring cells which will be de-
noted bySnear( j ). The functionum

q8
( k̂) is the outgoing mul-

tipole expansion for cellmq8. The integrals are the diagonal
forms of the translation operators. Thus the second sum in
Eq. ~44! takes into account the effects of all the scatterers in
the interaction list of the cellmQ in level Q, which contains
the j th scatterer. The effects of the cells that are further away
are given by similar expressions in lower levels which are
represented by the remaining terms in Eq.~44!

We define

vmq
~ k̂!5 (

mq8PI mq

ãNa~q!;lmq
lmq8

~ k̂!umq
~ k̂!, ~47!

and write Eq.~44! as

xj5Snear~ j !1 R tmQ
~ k̂!vmQ

~ k̂!dk̂

1 R tmQ21
~ k̂!vmQ21

~ k̂!dk̂1•••

5Snear~ j !1 (
n51

KQ

wn
QtmQ

~ k̂n
Q!vmQ

~ k̂n
Q!

1 (
n851

KQ21

wn8
Q21tmQ21

~ k̂n8
Q21

!vmQ21
~ k̂n8

Q21
!1•••, ~48!

where the integrals are replaced by a quadrature rule andk̂n
q

and wn
q for n51,...,Kq denote the sampling points and

weights at theKq52Nu
2(q) points used for integration at

level q, respectively. The quadrature rule described previ-
ously in Eq.~38! is an appropriate choice. Theu, v, and t
functions must be calculated at the sample points.

In the upward pass, theu functions, which represent the
outgoing multipole expansion for the cells, are calculated at

the lowest level, and then the outgoing multipole expansions
for cells in the higher levels are computed. The outgoing
multipole expansion at a levelq can be related to the outgo-
ing multipole expansions at a lower level as

umq
~ k̂!5 (

mq11PC mq

ei ~k•rlmq
lmq11

!umq11
~ k̂!, ~49!

whereC mq
denotes the set of the children of cellmq . Since

only Kq11,Kq samples ofumq11
are available at levelq11,

the value ofumq
can be calculated only at these points. Its

values at the quadrature points used for levelq can be ob-
tained by interpolation. Thus, we can write

umq
~ k̂n8

q
!

5 (
mq11PC mq

ei ~k
n8
q

•rlmq
lmq11

! (
n51

Kq11

Wn8numq11
~ k̂n

q11!,

~50!

whereWn8n are the entries of the interpolation matrix.
In a similar way, the functiontmq21

can be related to a
lower level as

tmq21
~ k̂!5Y* ~ k̂!ei ~k•r j lmq21

!

5Y* ~ k̂!ei ~k•r j lmq
!ei ~k•rlmq

lmq21
!

5ei ~k•rlmq
lmq21

!tmq
~ k̂! ~51!

which for the sample values becomes

tmq21
~ k̂n8

q21
!5ei ~k

n8
q21

•rlmq
lmq21

! (
n51

Kq

Wn8ntmq
~ k̂n

q!, ~52!

where the values oftmq21
at the required sampling points are

obtained by interpolation of the samples oftmq
. Now, a sum

in Eq. ~48! can be written as

~53!

This result transforms an integral at levelq21 to an integral
at level q, which is achieved by interpolating the kernel of
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the integral operator,t, at a lower level, then exchanging the
order of interpolation and integration. As a result, the adjoint
of the interpolation operator operates on thev function. This
method was first proposed by Brandt30 for solving integral
equations with oscillatory kernels, who also coined the term
anterpolationstanding foradjoint interpolation. Later, this
technique was employed by Song and Chew,10 in the calcu-
lation of electromagnetic scattering from three dimensional
scatterers. Through the use of this technique, it is possible to
carry the multipole expansions without actually evaluating
the integrals down to the lowest level where the integration
is finally performed with the least cost.

Several points remain to be clarified in the foregoing
description.

~i! The functionãNa(q);lmq
lmq8

( k̂) is given by a summa-

tion truncated atNa(q). Since each cell in a given level is a
cube of edgedq , and we desire the expressions to be valid
inside this cube, the largest order of harmonics that should be
retained is

Na~q!5 bkDq1Calog~kDq1p!c11, ~54!

where Dq<A3dq1amax is the diameter of the sphere cir-
cumscribing all the scatterers in cells. The number of the
quadrature points for accurate integration will then be

Nu~q!5Na~q!11. ~55!

~ii ! The choice ofNa(q) determines the neighboring
cells. If the distance between the centers of two cells satisfy
the condition

Na~q!>kurlmq
lmq8

u, ~56!

then these cells are neighbors of each other.
~iii ! The samples of the functions at a higher level are

expressed in terms of a lower level through interpolation. If
all Kq points available at levelq are used to interpolate the
function at Kq21 points of level q21, the interpolation
would be exact since a spherical harmonic of orderNa(q)
can be exactly recovered fromKq points. However, the al-
gorithm order cannot be reduced. In order to reduce the al-
gorithm order we must use aP,Kq point interpolation for-
mula whereP is the same for each level. It can be shown that
the best interpolation formula for band-limited functions
~hence for spherical harmonics! from a finite and non-
uniformly spaced points is the Lagrangian interpolation.31

~iv! If a Q level algorithm is used, there will be a total of
(8Q21)/7 cells which can be a very large number. However,
by retaining only the non-empty cells, CPU requirements can
be reduced.

The algorithm can now be described as follows:

1. Upward pass

~1! At the lowest level Q, for each cell calculate
umQ

( k̂n
Q) using Eq.~45!. This step requires

Cup8 ~Q!;m̄NKQ

operations, wherem̄ is the average value of harmonics re-
quired for the scatterers, as defined previously.

~2! Use Eq.~50! to find the outgoing wave expansions
for each level up to the second level.32 This step requires

Cup8 ~q!;8~Kq1PKq!Mq

operations to generate the desired functions for levelq,
whereMq is the number of non-empty cells in this level, and
P is the number of points used in interpolation.

2. Downward pass

~1! Starting from the second level, calculatevmq
( k̂n

q) for
each cell using Eq.~47!. This accounts for the multipole
expansions of interaction cells. Addṽ mq

( k̂n
q) as defined

in Eq. ~53!, where the cellmq21 is the parent of the cell
mq . Thus, the multipole expansions of all cells except
for the neighbors are translated to the cell center. The
effect of the neighbors of the cell are left to a lower
level. These calculations are repeated down to the lowest
level and require

Cdown8 ~q!;~ I qKq1Kq1PKq!Mq

operations for levelq, whereI q is the average number of
interacting cells of a cell.

~2! At the lowest level, evaluate

xj5Snear~ j !1 (
n51

KQ

wn
QtmQ

~ k̂n
q!$vmQ

~ k̂n
Q!1 ṽ mQ

~ k̂n
Q!%,

whereSnear( j ) is calculated directly. This step requires

Cdown8 ~Q!;m̄KQN1m̄2BN,

whereB is the average number of scatterers remaining in
the neighboring region of a scatterer.

In order to calculate the overall algorithm order we will
make certain assumptions:

~1! The interpolation matrices for each level are calculated
and stored;

~2! The functions ãNa(q);lmq
lmq8

( k̂) are calculated at the

quadrature points for all possible pairs of interacting
cells for all levels;

~3! The number of quadrature points is roughly proportional
to the cell sizes as depicted by Eq.~54! so that

Kq;4Kq11;4Q2qKQ

since the cell size is halved at each level;
~4! The scatterers are uniformly distributed so that all the

cells are occupied at each level which gives

Mq58q and N58Q;

~5! The average number of interacting cells for a given level
is quite small for the first few levels, but then becomes
large and independent of the level, determined solely by
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the desired accuracy. Thus we will denote the limiting
value of I q asq increases byI .

We can now write the total number of operations for the
upward pass as

Cup;m̄KQN1 (
q52

Q21

8~Kq1PKq!Mq

5m̄KQN18~P11!KQN ~57!

and the total number of operations for the downward pass as

Cdown;m̄KQN1m̄2BN1 (
q53

Q

~ IK q1Kq1PKq!Mq

5m̄KQN1m̄2BN12~ I 1P11!KQN ~58!

from which it follows that the overall algorithm complexity
is of O (N). The multiplicative factor of the algorithm de-
pends basically on the valueI of the average number of
interacting cells. This value in turn depends on the desired
accuracy.

VII. THE FFT METHOD

The translation matrix ā(k,r j i ) depends only on
r j i 5r i2r j and hence the summation in Eq.~19! can be con-
sidered as a convolution, which can be effectively evaluated
using the FFT algorithm. However, to use the FFT algo-
rithm, the scatterers must be located on a regular grid.

The basic tool for the FFT method is the addition theo-
rem depicted in Eq.~28! which is repeated here for conve-
nience:

ā~k,r j i !5b̄~k,r j l8!•ā~k,rl8l!•b̄~k,rl i !. ~59!

This expression is valid ifurl8lu.ur j l81rl i u, i.e., if the two
groups are disjoint. Using Eq.~28! in Eq. ~33! and rearrang-
ing, we get

bj2T̄ j•F (
l PN l 8

(
i PG l
iÞ j

ā~k,r j i !•bi

1b̄~k,r j l8!– (
l ¹N l 8

ā~k,rl8l!– (
i PG l

b̄~k,rl i !•bi G
5T̄ j•b̄~k,r js!•as. ~60!

The inner summation of the second term aggregates the out-
going multipole expansions of the scatterers contained in a
group to the center of that group. The outer summation ac-
counts for the group interactions. If the computational do-
main is divided into regular boxes, the translation between
groups can be performed by using the FFT algorithm,11 since
in this case the outer sum can be cast into a matrix-vector
multiplication involving a block Toeplitz matrix. Multiplica-
tion of the outer sum byb̄(k,r j l8) accounts for disaggrega-
tion and the first sum represents the near interactions which
should be calculated directly. The set of neighbors of a group

consists of the adjacent groups due to the constraint on the
addition theorem.

If we assume that each group containsO (1) scatterers,
the aggregation, disaggregation, and near interactions steps
can be performed inO (m̄2N) operations while the group
interactions requireO (m̄2NlogN) operations.

VIII. THE FMMFFT METHOD

The idea of diagonalization of the translation operator
can be employed in conjunction with the FFT method to
reduce the computational load.33 In the FMM, the scalar
functions u( k̂) are the outgoing wave expansions for each
group. For far away groups, these outgoing wave expansions
are translated to a standing wave expansion by

v~ k̂!5 (
l ¹N l 8

ãNa ;l8l~ k̂!u~ k̂!.

This equation is a matrix-vector multiplication. If the group
centers are located on a regular grid, the matrix whose en-
tries areãNa ;l8l( k̂) is a Toeplitz matrix and the multiplica-
tion can be done efficiently by using the FFT algorithm. In
this approach, all the operations in a multilevel FMM, except
for the lowest level, are replaced by the FFT algorithm.

The algorithm can be summarized as follows:
1. Aggregation.For each group form the scalar function

u defined as

u~ k̂!5 (
i PG l

eik•rl iYt~ k̂!•bi

at the 2Nu
2 quadrature points. For any given distribution of

the scatterers, the number of FFT points,NFFT, can be cho-
sen to keepNu same. This meansN;NFFT

3 . This step re-
quiresO (m̄N) operations.

2. Group interactions. For each group evaluate the sca-
lar functionv given by the sum

v~ k̂!5 (
l ¹N l 8

ãNa ;l8l~ k̂!u~ k̂!

at the 2Nu
2 quadrature points by using the FFT algorithm.

Assuming that each group containsO (1) scatterers, and
hencem̄;2Nu

2 , this step requiresO (m̄NlogN) operations.
3. Disaggregation.For each scatterer, evaluateSfar( j ) as

Sfar~ j !5T̄ j• R eik•r j l8Y* ~ k̂!v~ k̂!dk̂

using the 2Nu
2 quadrature points. This step is similar to the

aggregation step and requiresO (m̄N) operations.
4. Near interactions.Compute the near interactions di-

rectly as described by the first sum in Eq.~33!. This step
requiresO (m̄2N) operations.

The order of the algorithm is determined by the second
step and hence isO (m̄NlogN). The basic advantage of using
the diagonal forms of the translation operators is that the

730 730J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 S. Koc and W. C. Chew: Scattering from a cluster of scatterers



algorithm order is reduced by a factor ofm̄. However, the
near neighbors are determined by the conditionNa,krl8l

which results in a larger number of neighboring groups as
compared to the FFT method. As a result, the total number of
operations per matrix-vector multiplication for the FMMFFT
method can exceed that of the FFT method, especially when
the scatterers are densely packed.

IX. NUMERICAL RESULTS

In order to test the algorithms, a large sphere is divided
into smaller spheres and the field scattered from this system
of particles is calculated. Figure 1 shows the far field func-
tion for this sphere obtained by using both the analytic re-
sults ~solid line, which are obtained by spherical harmonic
series expansion!, and the results obtained by using the
MLFMA ~‘‘ s’’ ! and the FMMFFT ~‘‘ 3’’ ! algorithms,
where the far field functionf `(u,f) is defined by

Fs~r !; f `~u,f!
eikr

r
, kr→`, ~61!

andFs(r ) denotes the scattered field. The large sphere has a
radiuska 5 4.0 and it is divided into 3071 smaller spheres
each having a radiuskr50.1376. The density of the spheres
are the same as the background medium and the velocity of
sound in the spheres is 1.2 times that of the background. The
spherical harmonic expansion for the field scattered by the
small spheres is truncated atni52, hence there are 9 un-
knowns associated with each sphere, giving a total of 27 639
unknowns. The radii of the small spheres are calculated such
that the total volume occupied by the 3071 spheres is equal
to that of the large sphere, i.e.,

kr5
ka

30711/3
50.1376.

The errors in both the MLFMA and the FMMFFT results are
less than 10% of the analytical result.

To solve the matrix equation, the conjugate gradient nor-
malized residual ~CGNR!, conjugate gradient squared
~CGS!, biconjugate gradient stabilized~BiCG-STAB!, quasi-
minimal residual~QMR!, and Neumann iteration techniques
are used. Iteration is stopped when the norm of the residuals
drop below 1025 of the norm of the right hand side~excita-
tion vector! of the matrix equation. The ratio of the norm of
the residuals to the norm of the excitation vector for these
methods is shown in Fig. 2. The results show that the CGS,
BiCG-STAB, QMR algorithms have similar convergence be-
havior and they converge much more rapidly than the CGNR
algorithm. This is basically due to the fact that CGNR
method is applied to the positive definite Hermitian matrix

ĀH
•Ā whose condition number is the square of the original

coefficient matrixĀ. However, the CGNR method is quite
general and can be applied to any matrix whereas the con-
vergence of the others depend on the properties of the ma-
trix. The Neumann series converges exponentially and its
convergence rate is intermediate for this example.

It must be mentioned that the rate of convergence of the
algorithm depends on the distribution of the scatterers as
well as their contrast. When the contrast is increased, the
number of iterations required also increase. When the density
of the scatterers is different from that of the background
medium, it becomes necessary to use more terms in the ex-
pansion of the fields scattered by them, especially when the
scatterers are small. This is because the dipole terms cannot
be ignored for such scatterers as compared to the monopole
term. Due to the increase in the number of iterations, the
total time to solve high contrast problems takes much more
time. Such cases have been successfully solved for a low
number of unknowns.

In the implementation of the algorithms, the translation
coefficients for neighboring scatterers are calculated each
time it is required instead of keeping them in the memory.
This decreases the memory requirements at the cost of in-

FIG. 1. The far field functionf `(u,f50) for a sphere ofka54.0,c151.2,
r151, in a background medium with parametersc51, r51. The analytic
solution is obtained by spherical harmonic series expansion, while MLFMA
and FMMFFT results are obtained by dividing the sphere into 3071 small
spheres with the same parameters.

FIG. 2. Convergence rates for different iteration algorithms.
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creasing the computation time for near interactions, but does
not change the complexity of the algorithm.

The efficiency of the fast matrix-vector multiplication
algorithms is tested by using different number of scatterers.
As the number of the scatterers is increased, the computa-
tional domain is also enlarged to keep the density of scatter-
ers approximately constant atkD3/N'18 whereD is the
edge of the cube that encloses all the scatterers. The acous-
tical parameters of all the scatterers are same withr51 and
c51.2, whereas the location and the radii of the scatterers
are randomly generated. The electrical radii of the scatterers,
kr, are uniformly distributed between 0 and 1.75. Figure 3
shows the CPU time per matrix-vector multiplication for the
MLFMA and FMMFFT methods. All the results presented
are obtained on a 90 MHz, SGI Power Challenge with 2 GB
of RAM. The numbers below~above! the curve for the
MLFMA ~FMMFFT! show the optimum number of levels
~FFT size!. It must be noted that the FFT algorithm used is a
radix-2 algorithm, hence the FFT sizes are powers of 2. In
the MLFMA, the accuracy parameter is chosen to be
Ca51.0 andP516 point interpolation is used. The results
confirm the complexity analysis for these algorithms.34

Figure 3 reveals that the time per iteration is larger for
the FMMFFT as compared to that of the MLFMA. As the
number of levels used in MLFMA~or the FFT size in the
FMMFFT! is increased, the cell size at the finest level de-
creases until it becomes about the size of the largest scat-
terer. However, due to random distribution of the scatterers,
most of the cells at this level will be empty. The size of the
cells at the finest level determines the neighboring cells
through Eqs.~54! and~56!. Therefore, increasing the number
of levels ~FFT size! can decrease the amount of work re-
quired for evaluating the near interactions drastically. In the
MLFMA empty cells do not contribute to the computation,
whereas in the FMMFFT algorithm empty cells require as
much computation as the non-empty cells. As a result of the

adaptive nature of the MLFMA, the CPU requirements at the
optimum number of levels are less stringent.

Figure 4 is similar to Fig. 3, except that the scatterers are
located on a uniform rectangular grid and they are in contact
with each other. The whole cluster forms a cube withM
scatterers on each side. WhenM52m, the scatterers are lo-
cated at the center of a cell form levels ~FFT size52M ).
For such cases, the matrix-vector multiplication times for
both algorithms are very close to each other. These cases
also present ideal situations in the sense that the assumptions
made in the complexity analysis are very closely satisfied. It
can be seen from the figure that the slope of the line passing
through these points is very close to unity. WhenM is not a
power of 2, there is an offset between the centers of the
scatterers and the centers of the cells, for any choice of the

FIG. 3. The CPU times for the MLFMA and FMMFFT methods for a
random distribution of scatterers. The numbers below~above! the curve for
the MLFMA ~FMMFFT! show the optimum number of levels~FFT size!.

FIG. 4. The CPU times for the MLFMA and FMMFFT methods for closely
packed scatterers located on a uniform rectangular grid. The numbers below
~above! the curve for the MLFMA~item! show the optimum number of
levels ~FFT size!.

FIG. 5. The far field functionf `(u,f50) for a sphere ofka58.0,c151.2,
r151, in a background medium with parametersc51, r51. The MLFMA
results are obtained by dividing the sphere into 137,376 small spheres with
the same parameters and usingCa50.0.
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number of levels. However, this offset can be made smaller
by using a large number of levels at the expense of creating
many empty cells. Thus, for the same reason explained
above, MLFMA performs better than the FMMFFT algo-
rithm for such cases.

It must be noted that, in all the examples above, the
accuracy parameter isCa51.0 and aP516 point interpola-
tion is used for the MLFMA. It can be shown thatCa51.0
guarantees a 10% relative accuracy in the calculation of the
elements of the translation matrix,ā(k,r i j ), even in the
worst case, i.e., when the scatterers are located at the corners
of the cells.35 However, there is no reason to assume that all
scatterers are located to yield a worst case error. The errors
generally tend to cancel each other. Furthermore, comparing
the error in an entry ofā(k,r i j ) to its actual value gives
pessimistic results since the contribution of that term may be
too small as compared to the total field. Figure 5 shows the
far field function for a sphere of electrical radiuska58 cal-
culated by using 137 376 small spheres of radiikr50.1550
using ni50 ~corresponding to roughly 20 unknowns per
wavelength! with Ca50.0, andP516 along with the spheri-
cal harmonic series expansion solution. The density of the
spheres are the same as the background medium and the
velocity of sound in the spheres is 1.2 times that of the back-
ground. Although a mathematical proof is not available, the
agreement of the result with the spherical harmonic series
expansion solution indicates that the constraint on the choice
of Ca may be relaxed. SinceCa also determines the range of
neighboring cells, a decrease inCa results in a drastic de-
crease in the computation time. For this example, the solu-
tion time is ;2 hours for Ca50.0 and ;12 hours for
Ca50.5. The far field function calculated by usingCa50.5
is not shown in the figure since it would not be distinguish-
able from the result forCa50.0.

Figure 6 shows the far field function for a sphere of
electrical radiuska516 calculated by using 1 099 136 small
spheres of radiikr50.1550 usingni50, Ca50.0, and

P516 along with the spherical harmonic series expansion
solution. The acoustical parameters are the same as in the
previous case. The total solution time is;20 hours.

X. CONCLUSIONS

The MLFMA and FMMFFT algorithms are imple-
mented to solve the multiple scattering from a cluster of
scatterers. The complexity analysis for both algorithms are
given and verified by simulation. It was observed that the
MLFMA performs better than the FMMFFT algorithm in
general. However, when the scatterers are distributed uni-
formly on a rectangular grid, the FMMFFT algorithm is as
good as the MLFMA. Since the implementation of the
FMMFFT algorithm is much easier, it should be preferred in
such cases. On the other hand, if the scatterer distribution is
far from uniform, MLFMA can save both CPU time and
memory owing to its adaptive nature.

The FMM is based on an approximation of the transla-
tion coefficients for far away points. The accuracy of this
method is controlled by the parameterCa . It is stated in Ref.
8 that for single precision~32-bit reals! Ca55, and for
double precision~64-bit reals! Ca510 are appropriate. In
Ref. 36, Ca51 is used. The numerical results presented
above show that, at least for sufficiently smooth problems,
even a smaller value ofCa gives accurate results.
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The parabolic equation technique is used to solve the Helmholtz equation in the presence of
scatterers of arbitrary shape, in two and three dimensions. The scattered field is computed directly,
using non-homogeneous boundary conditions on the scattering object to represent the incident field.
Effectively this decouples the PE paraxial direction from the direction of incidence. For convex
objects the whole range of scattering angles can be covered with a small number of narrow-angle
calculations. Finite-difference implementations involve tridiagonal matrices in two dimensions and
more general sparse matrices in three dimensions. The resulting codes can be used to solve
scattering problems for objects ranging in size from a few wavelengths to hundreds of wavelengths.
The method has been tested against analytical solutions for soft and rigid circular cylinders in 2D
and soft and rigid spheres in 3D, showing good agreement at all scattering angles. ©1998
Acoustical Society of America.@S0001-4966~98!03202-0#

PACS numbers: 43.20.Fn, 43.30.Gv@ANN#

INTRODUCTION

Parabolic equation~PE! techniques have been widely
used to solve various types of wave propagation problems.
They provide an efficient solution for long-range propagation
of acoustical waves in the ocean or electromagnetic waves in
the atmosphere.1–4 More recently interest has arisen in the
use of PE methods to solve scattering problems. Fast and
accurate calculation of target strength is of course of great
practical interest for defense applications. One approach is to
couple the parabolic equation method with a scattering
model to study target scattering in the ocean.5 However the
PE can also be used to compute the scattered field
directly.6–8 We show that complex three-dimensional acous-
tic scattering calculations can be carried out efficiently with
appropriate PE techniques. We believe that the resulting al-
gorithms bridge a gap between asymptotic methods, which
can be difficult to apply in the low frequency regime, and
finite-element codes, which can require huge computing re-
sources for large targets.

In related previous work,7,8 the PE was used to solve for
the total field. For forward scatter this method is identical to
the conventional PE, while for computing the back-
propagating field, it treats the scattering object as a sequence
of reflecting facets. This approach gave quite encouraging
results, but the method only coped approximately with the
backscattered field and the field scattered at large angles. In
the work presented here, rather than solving for the total
field, we solve for the scattered field, incorporating informa-
tion on the incident field through the use of non-homogenous
boundary conditions on the object surface. With this ap-
proach the PE paraxial direction is independent of the direc-
tion of the incident wave. As a consequence, the paraxial
direction can be rotated to compute the field in a given an-

gular sector. With a small number of runs, scattering angles
over the whole 360-deg domain can be covered.

In this paper we focus on the scattering calculations,
limiting ourselves to the case of a homogeneous background
medium. Scattering objects are assumed to be non-penetrable
to sound. The PE algorithm is only used outside the scatter-
ers, which are represented by appropriate boundary condi-
tions. Far-field results are obtained from the near-field calcu-
lations through Fourier transform techniques.

I. MATHEMATICAL FRAMEWORK

In all that follows, we assume exp(2ivt) time depen-
dence of the fields. We write the total fieldc t as the sum of
the incident fieldc i that would be present without the scat-
tering object of interest and of the scattered fieldcs . Using
Cartesian coordinates (x,y,z), we introduce the reduced
function u related to the scattered fieldcs

u~x,y,z!5exp~2 ikx!cs~x,y,z!, ~1!

wherek is a reference wave number. Choosing the positivex
axis as the paraxial direction, we obtain the outgoing para-
bolic wave equation

]u

]x
1 ik~12Q!u50, ~2!

where the pseudo-differential operatorQ is defined by

Q5A 1

k2

]2

]y2 1
1

k2

]2

]z2 1n2~x,y,z! ~3!

andn is the refractive index of the medium. In this paper we
investigate the idea of rotating the paraxial axis to cover the
whole angular range of interest with a small number of PE
runs. The narrow-angle PE, obtained by using the first-order
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Taylor approximation of the root, provides the simplest
framework for this. It has the well-known expression

H ]

]x
2

i

2k S ]2

]y2 1
]2

]z2D1
ik

2
~n221!J u50. ~4!

We shall see that the resulting scattering algorithms treat
convex objects very accurately. For more general shapes it
will probably be necessary to resort to wider angle approxi-
mations, in particular investigating the use of the split-step
Padémethod.9

In what follows, we assume a homogeneous background
medium, takingn constant equal to 1. This simplifies the
treatment of boundary conditions and of far-field calcula-
tions. It is likely that the latter problem can be treated in
more general environments by coupling the scattering model
to a long-range PE code.5

Since we solve for the scattered field, the boundary con-
ditions on the object are not homogeneous, as they involve
the incident field. An acoustically soft object is modeled by
the Dirichlet boundary condition: for a pointP on the bound-
ary of the object the total field is zero, giving the relation
between the scattered fieldcs and the incident fieldc i in that
point:

cs~P!52c i~P!. ~5!

Combining Eqs.~1! and ~5!, we get the boundary condition
for the reduced function:

u~P!52exp~2 ikx!c i~P!. ~6!

Acoustically rigid objects are modeled by the Neumann
boundary condition, which can be written as

nx

]cs

]x
~P!1ny

]cs

]y
~P!1nz

]cs

]z
~P!52

]c i

]n
~P!, ~7!

whereP is a point on the surface andn5(nx ,ny ,nz) is the
outer normal to the surface atP. Using Eq.~1! and eliminat-
ing the range derivative using the parabolic equation~4!, we
get

inx

2k S ]2u

]y2 1
]2u

]z2 D1 iknxu1
]u

]y
ny1

]u

]z
nz

52exp~2 ikx!
]c i

]n
. ~8!

More general boundary conditions of surface impedance type
can be expressed in a similar way.

The computational domain must be truncated in the
transverse plane. Many types of absorbing boundary condi-
tions have been considered in the literature.10 Here we use
the Bérenger perfectly matched layer~PML! technique.11,12

A PML medium has the property that outgoing waves are
fully transmitted at the interface without generating any re-
flections. The technique was originally designed to solve
Maxwell’s equations, but it can be adapted for the parabolic
equation framework.13 The great advantage of the PML is its
efficiency at all incidence angles, with a perfectly matched
layer typically using a few gridpoints only.

We use a rectangular box-shaped domain containing the
scatterer as shown in Fig. 1. The initial solution has to be
defined at the planex50 in order to start the marching al-
gorithm. Since we are solving for the scattered field in a
paraxial cone centered on the positivex direction and all the
scattering sources are located in the half-spacex.0, the ini-
tial PE scattered field is zero.

This seemingly surprising initial condition is due to the
fact that the PE extracts energy propagating in the paraxial
cone: the PE initial scattered field is not the actual physical
scattered field~which is of course not zero in front of the
object!, but only that part of it which is propagating in the
paraxial direction~i.e., toward the object!. Now since the
object is the source of the scattered field, the scattered field
propagates away from the object. This implies that at thex
50 plane, no component of the scattered field propagates in
the paraxial cone towards the positive direction of thex axis,
and hence the initial PE scattered field is zero.

II. NUMERICAL IMPLEMENTATION

We use a finite-difference implementation on a rectan-
gular grid, together with a simple staircase representation of
the object boundary. The grid spacing is fixed in the trans-
verse (y-z) plane, but with variable range step for accurate
representation of the scattering object. An important consid-
eration is that for plane wave incidence, the boundary con-
ditions @Eqs.~6! and~8!# contain an exponential term inx on
the right hand side. This implies that the grid spacing must
be reduced as the angle between the paraxial and incident
directions increases, in order to represent phase variations
accurately. Typical range steps are 1/10th of a wavelength or
less. This is of course in total contrast with the more usual
long-range applications of the PE, where range steps can be

FIG. 1. Computational domain, showing PML layer.

FIG. 2. Position of the grid points used by fully implicit solver~a! and the
structure of the sparse matrix for the Dirichlet case~b!.
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very large compared to the wavelength. For most applica-
tions the target dimensions are less than a few hundred wave-
lengths, and the small range steps are not a problem.

The Crank–Nicolson scheme is often used for finite-
difference implementations of the PE. Here we use a slightly
different implicit scheme, which has better stability proper-
ties than the Crank–Nicolson scheme14 and is easier to
implement with irregular object boundaries. Basically, the
second order derivatives iny andz are approximated at the

forward range only, instead of averaging between previous
and forward range as in the Crank–Nicolson scheme. One
disadvantage is that this scheme is first-order accurate in
range whereas the Crank–Nicolson scheme is second-order
accurate, implying that smaller range steps are necessary.
This is not a major drawback for the type of problem treated
here, as range steps tend to be small anyway for accurate
object boundary modeling and good phase representation.

For the standard PE, the scheme is described by

ui , j
n112ui , j

n

dx
5

i

2kDz2 ~ui 21,j
n11 1ui , j 21

n11 24ui , j
n111ui 11,j

n11

1ui , j 11
n11 !, ~9!

wheredx is the range step size andDz is the grid spacing in
the transverse plane~for simplicity the same grid spacing is
used here for they andz coordinates!. The superscript index
relates to grid points along the range axisx, the subscript
indexesi and j refer to the grid points along they andz axes
@Fig. 2~a!#. Boundary conditions on the object are approxi-
mated by single-sided finite-difference expressions.

In two dimensions, each range step requires the inver-
sion of a tridiagonal matrix which can be carried out effi-
ciently with the usual Gauss pivot method. In three dimen-
sions, the tridiagonal matrix is replaced by a sparse matrix
with a more complicated structure, as shown in Fig. 2~b! for
the Dirichlet case: if the points in the transverse plane are
numbered row by row, the matrix has three diagonals in the
center and two diagonals further away. A very efficient in-

FIG. 3. Double pass method for Neumann boundary condition.

FIG. 4. Amplitude of the scattered field for a soft cylinder illuminated by a
plane wave of unit amplitude coming from the left. Cylinder radius is 5
wavelengths. PE paraxial direction corresponds to the direction of the inci-
dent wave.

FIG. 5. Target strength for a soft cylinder of 5 wavelengths radius. The
paraxial direction has angle 0°~a! and 90° ~b! with the direction of the
incident wave. Solid line—PE; dotted line—analytical solution. Vertical
lines show615° sector around the paraxial direction.
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version technique is available for this case, based on factor-
ing of the 3D operator into 2D operators for they and z
coordinates.15

This is not possible for the Neumann boundary condi-
tion @Eq. ~8!#, which is non-separable in general: the partial
derivatives along the transverse coordinates are coupled, so
that further non-zero entries are present and a sparse matrix
solver is required. We have used a bi-conjugate gradient
method with Jacobi preconditioner.16 Calculation times for
the Neumann case can be reduced by decomposing the trans-
verse domain into two regions, a small region B enclosing
the object, and region A. In a first pass, the field at the next
range is calculated in the whole transverse domain assuming
the object is not present at that range. The PML is used to
truncate the field at the outer boundaries of region A. The
resulting field values are kept for region A. For region B, the
field is then recalculated with the sparse matrix solver, this
time in the presence of the object, using the first pass results
at the boundary of region B. The method is described sche-
matically in Fig. 3. Thinking in terms of the Huygens prin-
ciple, we choose region A in such a way that the influence of
the object between rangesx and x1Dx on point M at the
boundary between regions A and B is negligible, as it corre-
sponds to deep shadow diffraction. The choice of region A is
of course dependent on the range step. This double pass tech-
nique provides considerable speed-up for the Neumann case,
but integration times are still several times longer than for
the Dirichlet case which does not involve sparse matrix in-
versions. As calculations in region A are very fast, it is not
necessary to use sophisticated procedures to optimize its
size. Typically region A is taken to be two to three times the

maximum diameter of the scattering object in the transverse
plane in order to obtain meaningful far-field patterns in the
215° to 15° sector around the paraxial direction.

The results of a single PE run are valid in a cone of
roughly 215° to 15° around the paraxial direction, which
can be chosen arbitrarily. For computing backscatter for ex-
ample, one would take the paraxial direction as the opposite
of the incident wave direction. To obtain the whole bistatic
scattering pattern, a dozen runs would be required.

III. FAR-FIELD FORMULAE

Many problems require the calculation of target
strength, which is a far-field notion. For a homogeneous
background medium, target strength can be derived from
near-field computations by solving the PE in closed form. In
two dimensions, this involves a Hankel convolution kernel,7

with the formula:

cs~x,z!5
ik

2
e2 ik~x2x0!E

2`

`

cs~x0 ,z8!

3
x2x0

r~z8!
H1

~1!
„kr~z8!…dz8, ~10!

where x0,x are any ranges beyond the object,H1
(1) is

the Hankel function of the first kind andr(z8)

FIG. 6. Target strength for a soft cylinder of 5 wavelengths radius. Solid
line—combined rotated PE runs; dotted line—analytical solution.

FIG. 7. Target strength for a rigid cylinder of 5 wavelengths radius. Solid
line—combined rotated PE runs; dotted line—analytical solution.
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5A(x2x0)21(z2z8)2. The corresponding formula in three
dimensions is

cs~x,y,z!52
1

2p E
2`

` E cs~x0 ,y8,z8!•F ik
~x2x0!

d~y8,z8!

2
1

d~y8,z8!G• exp„ikd~y8,z8!…

d~y8,z8!
dy8 dz8,

~11!

where d(y8,z8)5A(x02x8)21(y2y8)21(z2z8)2. By
definition, the target strength17 in three dimensions in direc-
tion ~u,w! is given by

TS~u,w!510 log@ lim
r→`

r 2ucs~x,y,z!u2/uc i~x,y,z!u2#,

~12!

where x5r cosu, y5r sinu cosw, z5r sinu sinw. If the
incident fieldc i is a plane wave with unit amplitude, target
strength in direction~u,w! is given by

TS~u,w!510 logFk2 cos2 u

4p2

3 U E
2`

` E
2`

`

cs~x0 ,y8,z8!

3exp~2 ik sin u~y8 cosw

1z8 sin w!!dy8dz8U2G . ~13!

The corresponding formula in two dimensions is

TS~u!510 logFk cos2 u

2p U E
2`

`

cs~x0 ,z8!

3exp~2 ikz8 sin u!dz8U2G . ~14!

These expressions show that target strength is obtained as the
Fourier transform of the field in any transverse plane located
beyond the object. Fast Fourier transforms can of course be
used for the numerical calculations. However for the very
small integration domains used here, it is more economical
to compute the integrals directly with a standard Simpson
scheme, thus avoiding sampling constraints in angle space.

IV. RESULTS AND DISCUSSION

We have compared PE results to analytical solutions for
canonical shapes, using circular cylinders and spheres. In the
examples below, the sound speed is 1500 m/c and the source
frequency 1500 Hz, corresponding to a wavelength of 1 m.

We first look at two-dimensional examples. Figure 4
shows the amplitude of the scattered field computed with the
PE for a soft circular cylinder of 5 wavelengths radius illu-
minated by a plane wave of unit amplitude coming from the
left. The PE paraxial direction corresponds to the direction of
the incident wave. As soon as the solution has been marched
beyond the cylinder~i.e., for ranges more than 10 m in this
case! we can use Eq.~14! to compute the far-field target
strength. The result is shown in Fig. 5~a!. The analytical

FIG. 8. Target strength of a soft sphere of 5 wavelengths radius. Solid
line—PE; dotted line—analytical solution. FIG. 9. Target strength for a rigid sphere of 5 wavelengths radius. Solid

line—PE; dotted line—analytical solution.
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solution@dotted curve in Fig. 5~a!# is computed from a series
of cosine functions.18 As expected, the standard parabolic
equation provides accurate results in a sector of about 15°
from the paraxial direction@marked with a vertical line in
Fig. 5~a!#, but the PE target strength field drops off much
faster than the analytical solution away from the paraxial
direction. Figure 5~b! shows target strength when the
paraxial direction makes an angle of 90° with the direction of
the incident wave. Again results are accurate within 15° from
the paraxial direction. Figure 6 shows target strength calcu-
lated with the PE and with the analytical solution for the
whole angular range. The PE curve was combined from 7 PE
runs in angular patches rotated by 30°~i.e., the angle of the

paraxial direction was 0°,30°,...,180°! using the relevant PE
results in each angular sector. Agreement with the analytical
results is excellent.

The calculations were repeated for the acoustically rigid
case. Figure 7 shows the full target strength results using the
same angular patches as before. For both the soft and rigid
cases, the grid spacing was 40 points per wavelength in all
coordinates, the transverse domain size was 40 wavelengths
and the execution time for each PE run was less than 15 s on
a Pentium 133 MHz PC. As expected in view of the more
complex integration scheme, accuracy is slightly less good in
the rigid cylinder case.

Figures 8 and 9 show target strength results for soft and
rigid spheres of radius 5 wavelengths, computed with the PE
method and from the analytical solution, which is written as
a series of Legendre functions.18 The grid spacing used for
the PE simulations was 20 points per wavelength and the
transverse domain size was 30 by 30 wavelengths. Execution
times were 10 minutes for the soft case and 30 minutes for
the rigid case on a Pentium PC. The longer execution time
for the rigid sphere is due to the use of the sparse matrix
solver for modeling the Neumann boundary condition. As in
the 2D case, results are in excellent agreement for the soft
sphere. The error is larger for the rigid sphere, but remains
within 1 dB except in nulls of the scattering pattern.

To show that the method can be used for complex ob-
jects, we compute the acoustic field scattered by an acousti-
cally rigid idealized 3D submarine shape. The object is quite
large compared to the wavelength~maximum dimension of
100 m, whilel51 m!. The incident field is a plane wave
coming from the left. Figure 10 shows the scattered field in a
longitudinal vertical plane passing through the axis of sym-
metry of the object. Figure 10~a! was obtained by marching
the PE algorithm in the direction of the incident wave~for-

FIG. 10. Amplitude of the scattered field in a vertical plane for a rigid
submarine-shaped 3D object illuminated by a plane wave of unit amplitude
coming from the left. The field has been computed with forward~a! and
backward~b! PE runs.

FIG. 11. Scattering by an L-shaped object. Height—3 wavelengths;
length—10 wavelengths.

FIG. 12. Scattering by an L-shaped object. Narrow angle PE rotated by
20°—solid line; wide angle PE—dotted line.
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ward scatter!, and Fig. 10~b! shows the field when the PE is
marched in the opposite direction~backscatter!. The grid
spacing was 10 points per wavelength and the transverse
domain size was 100 by 100 wavelengths. The execution
time for each PE run was about an hour on a Pentium PC.

At the beginning of this paper, we stated that the rotating
narrow-angle PE has limitations: This is due to the fact that
energy scattered by one part of the object in a given direction
may well contribute to scatter from another part of the object
in a completely different direction. This is certainly the case
for non-convex objects like the L-shaped object shown in
Fig. 11. If the narrow-angle rotated PE is used with the
paraxial direction indicated by the thick arrow, 20° from the
horizontal, the contribution of ray 1 will be ignored. This is
confirmed in the results shown in Fig. 12, where the narrow-
angle rotated PE results are compared with a reference solu-
tion obtained with a split-step Pade´ code.8,9 The generaliza-
tion of such a code to three-dimensional problems is not
straightforward, particularly concerning domain truncation
and the treatment of boundary conditions on the object.

A similar problem arises for the treatment of creeping
waves: Their excitation by boundary conditions on the scat-
terer is automatically taken into account by the PE, but the
difficulty is that they can undergo large changes of direction
along the object. The accuracy with which creeping waves
are handled by the rotating PE method depends on the size of
the scattering object relative to the incident wavelength.
Creeping waves can travel all the way around the scatterer
and this ‘‘second time around’’ incident field is not taken
into account by the rotating PE. The resulting error is small
for objects of a size larger than or comparable to the wave-
length.

It might be possible to extend the method to penetrable
objects by using suitable boundary conditions for sloping
interfaces,19 although accurate handling of resonance inside
the object would probably require iterative procedures.

V. CONCLUSIONS

The potential of PE techniques for target scattering cal-
culations has been demonstrated. By decoupling the paraxial
direction from the incident direction, the field can be com-
puted at all scattering angles by combining several PE runs.
For a homogeneous background medium, far-field results are
obtained with Fourier transform methods. The narrow-angle
rotating PE code has been validated against analytical solu-
tions for canonical shapes, using both Dirichlet and Neu-
mann boundary conditions. For three-dimensional simula-
tions, integration times are of the order of a few minutes for
moderately large objects.
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High-frequency scattering from convex and non-convex bodies is studied using an iterative
algorithm. The key point of the method is a self-adjoint formulation of the Helmholtz integral
equation, which ensures the convergence of the iteration process toward the true solution. For all
investigated structures with different surface impedances fast convergence could be observed. The
number of surface elements of the scatterer varies from about 6000 to 60 000 and the calculations
are performed in the high-frequency range with Helmholtz numberska between 20 and 63. Even for
a scattering structure with nearly 60 000 boundary elements, all computations could be carried out
on a regular personal computer. ©1998 Acoustical Society of America.@S0001-4966~98!01202-8#

PACS numbers: 43.20.Fn, 43.30.Ft, 43.30.Gy@ANN#

INTRODUCTION

This paper presents an investigation of plane wave scat-
tering from mainly non-convex bodies at high frequencies.
The Helmholtz numberska of the problem range from about
20 to 63. The surface of the structure may be characterized
by a local surface impedance.

Commonly used methods at high frequencies are ap-
proximate solutions like the plane wave approximation, the
Kirchhoff approximation, the Rayleigh integral, or similar
approaches.1–3 Unfortunately, those approximations fail if
multiple scattering appears, i.e., for non-convex bodies. But
sometimes, they also give large errors for convex bodies.

An iterative method is presented here, which develops
ideas of Kleinman and Roach4,5 and which allows one to
approach theexactsurface pressure by a~small! number of
iterationsN. The initial guess is the surface pressure found
by using the plane wave approximation~PWA!.1 In prin-
ciple, the accuracy of the method is limited only by the dis-
cretization error. Even a small number of iterations provides
a much better approximation of the exact surface pressure,
than the familiar high-frequency asymptotics, outlined
above.

Unlike standard boundary element methods~BEM!,
which solve the system of equations directly, the iterative
solver can handle structures consisting of several ten thou-
sands of surface elementsM on regular personal computers.
Hereby, the required computing time is proportional to the
square ofM . In standard BEM the CPU-time is proportional
to the cube ofM if, for example, the Gaussian elimination is
used.

Work is presently in progress to provide detailed
information about the corresponding software package
and some sample results on the Web under the
URL http://www.tfh-berlin.de/;ochmann/iter.

I. THEORY

A. Rigid scatterer

The idea of an iterative solution of the Helmholtz inte-
gral equation based on a symmetric and positive definite for-
mulation is realized numerically. Among other iterative
methods, a formulation of Kleinman and Roach4,5 has been
developed. The following notations are used in the calcula-
tions:

x,y two arbitrary spatial points wherey always lies
on the structural surfaceS andx lies either in
the exterior ofS, or onS too,

ny the unit normal aty pointing into the exterior
of the surfaceS,

pi ,ps,p the incident, scattered, and the total pressure,
respectively.

Assuming that the surface of the scatterer is rigid, we get the
Helmholtz integral equation for the total surface pressurep
in the form

p~x!52E
S

p~y!
]

]ny
g~x,y!dsy12pi~x!, xPS ~1!

with the free-field Green’s function g(x,y)
5exp(2jkux2yu)/(4pux2yu) . Here,k5v/c denotes the wave
number,v the circular frequency,c the speed of sound in the
fluid, and j 5A21 . All time-varying quantities should obey
the time dependence exp(1jvt). The operatorL is intro-
duced in the form

Lp5p22E
S

p~y!
]

]ny
g~x,y!dsy on S, ~2!

and Eq.~1! is rewritten as follows:

Lp52pi on S. ~3!

Further the adjoint operatorL* is defined by
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L* p5p22E
S

p~y!
]

]nx
ḡ~x,y!dsy , ~4a!

where the overbar denotes the complex conjugate. Instead of
Eq. ~4a! we also use the operator

L1p5p22E
S

p~y!
]

]ny
ḡ~x,y!dsy , ~4b!

which is L* without changing the differentiation fromny to
nx . From Eq.~3!, the expression

p5~p2aL* Lp!12aL* pi on S ~5!

is obtained.a denotes the relaxation parameter, which has to
be chosen in an appropriate manner.6

Now, the surface of the structure is divided intoM
boundary elements. After this discretization, the function
p(y) is replaced by a vectorpW which consists of the pressure
values on different boundary elements. We have assumed
that the pressure is constant over a single surface element.
The operatorI 2aL* L (I is the identity operator! in Eq. ~5!

is replaced by a square Hermitian matrixÂ(a). The free
term 2aL* pi as a function ofy is replaced by a vectorbW

consisting of the function values on different boundary ele-
ments. Then, Eq.~5! provides a linear system of equations

pW 5Â•pW 1bW . ~5a!

Starting with the PWA, an iterative scheme is applied to Eq.
~5a!. If in Eq. ~5! the operatorL1 is used instead ofL* , the
corresponding matrixÂ(a) fails to be Hermitian. However,
it appears to bevery closeto a real, symmetric matrix in all
of the considered examples of application. We have tried
both formulations and found to our surprise that the use of
L1 enables a better convergence rate, especially for the
cat’s-eye structures~see below!.

The relative error

EN5
uuLpN22pi uu

uu2pi uu
, ~6!

where

uupuu:5AE
S

up~y!u2

is the Euclidean norm, can be calculated at every iteration
stepN and is a measure of the accuracy of an iterative solu-
tion. The iteration process for the total surface pressure is
completed when the relative errorEN becomes sufficiently
small ~cf. below!. Then, in the far-field, the scattered pres-
sure is simply obtained by using

ps~x!5E
S

p~y!
]

] ny
g~x,y!dsy , ~7!

wherex is a point lying in the exterior of the scatterer.

B. Impedance scatterer

Analogous integral equations as Eqs.~1!, ~5!, and ~7!
can also be obtained for the general impedance boundary-
value problem, where the impedanceZ5p/vn is introduced

at each point on the surfaceS of the scatterer. Here,vn is the
normal surface velocity. The normalized impedance is de-
fined byZ05Z/(rc), wherer is the density of the surround-
ing fluid.

The generalization of Eq.~1! to an arbitrary surface ve-
locity distribution takes the form

p~x!52E
S

p~y!
]

]ny
g~x,y!dsy

12E
S

j vrvn~y!g~x,y!dsy12pi~x!, xPS.

~8!

Substitution of the impedance relation gives

p~x!52E
S

p~y!
]

]ny
g~x,y!dsy

12E
S

jk

Z0~y!
p~y!g~x,y!dsy12pi~x!, xPS.

~9!

Equation~1! is the particular case of Eq.~9!, whereZ0→` is
uniformly on S. We emphasize that we consider a local im-
pedanceZ0(y) depending on the surface pointy. This is a
reasonable assumption for high Helmholtz numberska. In
generalZ0 is also a function of the surface pressure itself,
since the scattering from an elastic structure is a coupled
system with fluid–structure interaction.7 The operatorsL,L*,
andL1 as described above are introduced in accordance with
Eq. ~9!. Instead of Eq.~7!, we obtain

ps~x!5E
S

p~y!
]

]ny
g~x,y!dsy

1E
S

jk

Z0~y!
p~y!g~x,y!dsy . ~10!

C. Discretization error as a limit for the iteration
process

Although the valuesEN from Eq. ~6! formally tend to
zero atN→`, we realize that an infinitesimally small error
with respect to the true solution cannot be achieved. The
reason is simply a discretization error, which limits the ac-
curacy of Eq.~1! or Eq. ~9! from the very beginning. The
iteration process no longer makes sense if the quantityEN

becomes smaller than some valueEL which characterizes the
discretization error.

The discretization errorEL clearly depends on the
boundary element structure, incidence direction, frequency,
and the specific implementation scheme. An appropriate
measure of the discretization error could be found if we
knew some exact solution of Eq.~9!. To get the simplest
exact solution, consider the pressure distribution of the inci-
dent plane wave on the surfaceS, assuming for the moment,
that the scatterer is sound transparent. The incident pressure
on the closed surfaceS has to satisfy the well-known integral
equation
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pi~x!522E
S

pi~y!
]

]ny
g~x,y!dsy

12E
S

]

]ny
pi~y!g~x,y!dsy , xPS, ~11a!

obtained from the Helmholtz formula for the interior domain.
If we add22pi(x) to both sides of this equation, multiply it
with 21, and substitute (]/]ny)pi(y)52 jk cos(ny ,kW)pi(y),
the result can be written in the form of Eq.~9!

pi~x!52E
S

pi~y!
]

]ny
g~x,y!dsy

12E
S

jk

Z0~y!
pi~y!g~x,y!dsy12pi~x!, xPS,

~11b!

where Z0(y) has to be chosen in the special form
Z0(y)51/cos(ny ,kW). Here, we assume, that the incident wave
has the formpi5 p̂exp(2jkW•x) with wave number vectorkW .
We see that the incident pressure is the exact solution of Eq.
~9! at some specific value of the surface impedance. It is
therefore straightforward to use this solution to characterize
the discretization error. The discretization errorEL can be
found if we substitutepi instead ofpN into Eq. ~6!. It gives

EL5
uuLpi22pi uu

uu2pi uu
. ~12!

The operatorL for the impedance problem has the form

Lp5p22E
S

p~y!
]

]ny
g~x,y!dsy

22E
S

jk

Z0~y!
p~y!g~x,y!dsy on S.

The calculation of the discretization error in Eq.~12! requires
the choiceZ0(y)51/cos(ny ,kW) .

While performing the integration we assume that the
surface pressure and the surface impedance are constant over
each boundary element. Diagonal terms~at x5y) are ig-
nored in the first integral on the right-hand side of Eq.~9!,
since they are zero if plane boundary elements are used.8 In
the second integral, they are found by the integration of the
Green function over a boundary element surface. The inte-
gration is made in polar coordinates. Then, a discretization
errorEL of about 1%–2% is obtained for different structures
with about 6 boundary elements per wavelength. We stop the
iteration if

EN,«EL , ~13!

where« is some factor smaller than or equal to unity.
For the sake of simplicity, it is assumed that particular

critical frequencies, caused by resonances of interior vol-
umes and leading to nonunique solutions of the integral
equations, do not occur with respect to all performed calcu-
lations. Established methods to overcome this uniqueness
problem can be found in many papers~see the literature cited

in Ref. 9!, and can be combined with the iteration method.
For example, Kleinman and Roach4,5 used the modified
Green’s function technique for this purpose.

D. Starting pressure

The starting surface pressure is found from the imped-
ance relation

pstart5pi1ps5Z~vn
i 1vn

s! ~14!

coupled with some high-frequency approximation forps or
for vs. For example, with the assumption of the PWA

ps5rcvn
s ~15!

and taking into account thatZ5rcZ0 and vn
i 5(1/rc)

3cos(ny ,kW)pi on the surfaceS, we find

pstart5
Z0„12cos~ny ,kW !…

Z021
pi . ~16!

Equation ~16! is a local relation. It provides a reasonable
approximation forZ0@1 but leads to a considerably larger
error at Z0,1. Moreover, Eq.~16! fails in the vicinity of
Z051, where the approximationpstart5pi could be applied.

A simple way to slightly improve the PWA is to intro-
duce a global proportionality factorg into Eq. ~15!. After
that, the starting pressurepstart5pstart(g) from Eq. ~16! is
substituted into Eq.~6! instead ofpN . It is easy to show that
the relative errorEstart found from Eq.~6!, if pN5pstart(g),
will be a polynomial of second order with respect tog. Its
minimum gives us the desired value ofg. This value depends
on the boundary element structure, incidence direction, fre-
quency, and impedance. For the structures studied below in
this paper, we have found that 0.8,g,1.2. However, the
change in the relative error was usually not very high. It
should be emphasized, that the formulation of a simple high-
frequency approximation for the impedance problem is in
general a difficult task, and is not the subject of this investi-
gation.

II. RESULTS

A number of calculations were made to check the per-
formance of the iterative method described above. Finite cyl-
inders, a sphere, and cat’s-eye structures were considered at
various Helmholtz numberska@1 and various incident
angles. The cat’s-eye structures are spheres without one oc-
tant ~cf. subsection B and Fig. 3 below!. Those structures
have either rigid surfaces or locally/globally reacting sur-
faces with different values of the surface impedanceZ. Here,
we present some results for the sphere with 6096 boundary
elements, for the cat’s-eye structures with 7911, 24 832, and
57 470 boundary elements, and for the finite cylinder with
13 796 boundary elements, respectively. All calculations be-
low were carried out on a PC~Intel Pentium 166 processor!.

A. Rigid and impedance sphere

At first, we examined the well-known case of plane
wave incidence on a sphere of radiusa, with a constant
surface impedance. In this case, a comparison with the ana-
lytical solution2 is possible. The direction of incidence is
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along the negativez axis. We introduce spherical coordinates
x5Rsinu cosw, y5Rsinu sinw, z5Rcosu. The field of the
incident plane wavepi is axisymmetric and does not depend
on the azimuthal anglew. Hence, the analytical solution
takes the form

ps~R,u!5p0(
n50

`

Dn hn
~2!~kR!Pn~cosu!, ~17!

whereu is the polar angle,R is the radius of the observation
sphere;hn

(2) are the spherical Hankel functions of the second
kind andPn are the Legendre polynomials. The coefficients
Dn are given by

Dn52~2 j !n~2n11!
j n~ka!2 jZ0 j n8~ka!

hn
~2!~ka! jZ0hn

~2!8~ka!
, ~18!

where j n are the spherical Bessel functions and the differen-
tiation is made with respect toka. The analytical solution for

the scattered pressure is calculated atka5 20.9, which re-
quires 30–35 terms in the series on the right-hand side of Eq.
~17! to achieve an error smaller than 0.1%.

The directivity patterns of the far-field scattered pressure
at ka5 20.9 are shown in Fig. 1 atZ05`,4, and 0.4, respec-
tively. The circles indicate the exact solution, whereas the
thick curve represents the results of the iterative solver.
There are nearly six elements per wavelength for the sphere
with 6096 boundary elements. In Fig. 1, the target strength
TS is given by10

TS510 log
I r

I i
U

r 51m

, ~19!

where I i is the incident intensity andI r is the intensity of
return at 1 m.~The target strength was calculated in the far
field and then projected back to the distance of 1 m from the

FIG. 1. Directivity patterns for the sphere atka520.9 interms of the polar angleu. Vertical scaling gives the target strength TS in dB.~a! The exact solution
~circles! in comparison with the iterative solution~thick line! at Z05`; ~b! the same atZ054; ~c! the same atZ050.4 .
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scatterer.! It is evident that the iterative solver agrees excel-
lently with the exact solution.

The iteration data are presented in Table I~cf. also Fig.
4 below!. The second row gives the errorE0 of the improved
PWA ~see previous section!, according to Eq.~6!. The im-
proved PWA is used as the initial pressure. The limiting
error is chosen 0.2–0.6 times smaller than the valueEL from
Eq. ~12!. The last row of the table indicates the maximum
difference in the directivity pattern of the scattered pressure,

in comparison with the exact solution. Note that the mean
difference would be nearly five times smaller. Although very
good convergence could be observed in any case, the number
of required iterations increases with decreasing impedance.
This increase is mainly related to the higher inaccuracy of
the initial pressure.

For the purpose of comparison, we also present the cor-
responding data in Fig. 2 for the PWA. The maximum dif-
ference in the directivity pattern of the scattered pressure
reaches 4, 9, and 12 dB, respectively. Thus, only for the rigid
sphere, the PWA might be an acceptable quantitative ap-
proximation. The familiar Kirchhoff approximation as well
as the Morse and Feshbach method~see Ref. 3, part II, p.
1551! provide nearly the same accuracy for the rigid sphere.

It should be pointed out that the solution at constant
surface impedance of order unity predicts very large surface
pressures. The surface pressure amplitude may reach 25upi u
at Z051 andka5 20.9, which hardly seems possible from a
physical point of view. The reason is that the choiceZ051
for a locally reacting surface impedance is a non-physical

TABLE I. Numerical data for the sphere.

Impedance Z05` Z054 Z050.4

EL , % 1.9 1.9 1.9
Starting errorE0, % 22 38 53
Limiting error, % 0.6 0.4 1.1
Number of iterations 7 10 12
Maximum error of the 0.5 1.3 0.6
scattered pressure level,
dB

FIG. 2. Directivity patterns for the sphere atka520.9 interms of the polar angleu. Vertical scaling gives the target strength TS in dB.~a! The exact solution
~circles! in comparison with the PWA~thick line! at Z05`; ~b! the same atZ054; ~c! the same atZ050.4.

746 746J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 S. N. Makarov and M. Ochmann: An iterative solver for scattering



assumption. Due to extremely large amplitudes and pressure
gradients the condition of six elements per wavelength be-
comes insufficient for numerical purposes. Nevertheless, the
iterative solver still works, even atZ051. However, the con-
vergence rate and the corresponding accuracy are poor, in-
deed.

B. Non-convex structures with partially coated
surfaces

The non-convex structure considered is shown in Fig. 3.
It consists of a sphere, where the positive octant~i.e. the part
corresponding tox.0, y.0, z.0! is cut out. The region
of the missing octant is called ‘‘cat’s-eye,’’ since it acts like
a three-dimensional reflector. We have considered three such
structures with the same geometry but with different num-
bers of boundary elements~7911, 24 832, and 57 470!, to
achieve large values ofka up to 62.8. They are called cat1,
cat2, and cat3, respectively. The incident angles
q5902u,w are (q,w) 5~45°,0°) and (q,w) 5~45°,45°)
in spherical coordinates. This system of coordinates is cho-
sen in such a way that the direction of incidence is along the
negativex, y, or z axis for (q,w) 5~0°, 0°), (q,w) 5~0°,
90°), and (q,w) 5~90°, 0°), respectively. Hence, the inci-
dent wave illuminates the reflecting area of the cat’s-eye, so
that multiple reflection/scattering occurs.

For the uncoated cat’s-eye, multiple reflection gives an
important contribution to the backscattering pressure. The
above mentioned approximation methods, like the PWA,
etc., are unable to describe this effect. Therefore, we expect
rather inaccurate results using those approximations.

Figure 4 shows the error of the total surface pressure as
a function of the iteration numberN at differentN,10. To
find this error, Eq.~6! was applied again. The curves in this
figure characterize the convergence rate of the iteration pro-
cess. For the purpose of comparison, Fig. 4~a! indicates the
convergence rate for the rigid sphere. The data atN50 al-
ways give the relative error of the improved PWA~zeroth

iteration!, which can reach 50%. The surface is either rigid
@Fig. 4~a!, ~b!, ~e!, ~f!#, or has a finite constant impedanceZ0

@Fig. 4~c!#, or is only partially rigid and has a finite absorbing
impedanceZ0(y) on the reflecting surface of the cat’s-eye
@Fig. 4~d!#. The functionZ0(y) was found in accordance
with Snellius’ law

Z0~y!52
Ẑ0

A12~ca /c!2sin2~ny ,kW !
; Ẑ05

raca

rc
, ~20!

FIG. 3. Geometry of the non-convex cat’s-eye structure. A part of the
sphere corresponding tox.0, y.0, z.0 was cut out. Incident angles are
always given in spherical coordinates.

FIG. 4. Relative errorEN of the iterative solution depending on the number
of iterationsN. ~a! Sphere with 6096 elements atka520.9, Z05`; ~b!
cat1 atka520.9, ~45°,0°) incidence, andZ05`; ~c! cat1 atka520.9,
~45°, 45°) incidence, andZ055.0 over the whole surface;~d! the same as

~c! but the cat’s-eye surface is coated@Z0 from Eq. ~20! with Ẑ050.9] and
Z05` otherwise;~e! cat2 atka541.9,~45°,0°) incidence, andZ05`; ~f!
cat3 atka562.8, ~45°,0°) incidence, andZ05`.

FIG. 5. Processor run-time per iteration as a function of the total number of
boundary elements. A MS C11 4.0 computer code was running by an Intel
Pentium 166 processor. Circles show the data for the cat’s-eye structure
with a different number of boundary elements.
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where the indexa denotes the absorbing coating. The minus
sign has to be chosen since the normalny is directed into the
exterior of the scattererS. If ca'c and cos(ny ,kW),0, then
Z0(y)5Ẑ0 /cos(ny ,kW), which corresponds to the normal im-
pedance of the incident plane wave onS @cf. Eq. ~11b!
above#.

It is obvious that the primary inaccuracy of the PWA is
improved very rapidly by only a few iterations. This has

been observed for all investigated surface models with dif-
ferent numbers of boundary elements~6096–57 470! and at
any ka from 20.9<ka< 62.8. Analogous results were ob-
tained for scattering from different finite cylinders too~cf.
below!.

The results forN.10 are not shown in Fig. 4. The con-
vergence rate becomes smaller with increasingN, but the
error always converges to zero. Nearly 20 iterations are re-
quired to obtain the accuracy of 1% in the total surface pres-
sure for the cat’s-eye structure. Note that the corresponding
values of EL from Eq. ~12! are 1.78%~cat1, ka5 20.9,
~45°,45°! incidence!, 1.87% ~cat2, ka5 41.9, ~45°,0! inci-
dence!, and 1.91%~cat3,ka5 62.8, ~45°,0! incidence!.

Figure 5 indicates the required processor run time to
perform one iteration by the iterative solver. This is the most
important information for applications. More precisely, one
iteration step requires 8.4 min for the sphere, 0.23 hours for
cat1, 2.2 hours for cat2, and 13.1 hours for cat3. The inter-
polation curve in Fig. 5 approximates the expected quadratic
dependence with a relative accuracy of 9% in the considered
domain. To give an idea of the data presented, recall, that a
typical calculation for the cat’s-eye structure with 7911 ele-
ments~accuracy of 1% in the total surface pressure is ex-
pected! takes 4–5 hours processor time~Intel Pentium 166
processor!.

Figure 6 shows the total pressure on the surface of cat2
at ka541.9 and~45°, 0°! incidence. The surface is assumed

FIG. 6. Total surface pressure~amplitude distribution! normalized by the
incident pressure for cat2 atka541.9, ~45°,0°) incidence, andZ05`.

FIG. 7. Directivity pattern for cat3 in terms of the polar angleu ~xz plane!
at ka562.8, ~45°,0°) incidence, andZ05`. Vertical scaling gives the
target strength TS in dB. The thick curve shows TS obtained by the use of
the iterative solver atN55; the data corresponding to the PWA are indi-
cated by circles.

FIG. 8. Relative errorEN of the iterative solution depending on the number
of iterationsN for a finite cylinder with 13 796 elements atka516.4, kl
561.2.~a! Z05`, ~0°,0°) incidence;~b! Z058 over the whole surface and
~45°,0°) incidence;~c! Z05`, ~60°,0°) incidence;~d! Z05`, ~75°,0°) in-
cidence;~e! Z05`, ~90°,0°) incidence;~f! Z058, ~90°,0°) incidence.
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to be rigid. A well developed diffraction pattern is clearly
seen on the surface of the cat’s-eye.

Finally, Fig. 7 compares the far-field scattered pressure
of cat3 corresponding to the PWA with the solution of the
iterative solver atN55 andka562.8. A difference of about
30 dB appears at backscattering. As mentioned before, the
reason for this deviation is due to multiple reflection.

C. Finite cylinder

We studied three cylindrical structures:~i! with length to
width ratio l /2a5 3.73 and 3620 boundary elements;~ii !
with length to width ratiol /2a5 3.73 and 13 796 boundary
elements;~iii ! with length to width ratio l /2a55.60 and
13 796 boundary elements. Figure 8 illustrates the conver-
gence rate of the iteration process in case~ii !. The error of
the total surface pressure Eq.~6! as a function of the iteration
numberN is shown at differentN,12. The data atN50
give the relative error of the improved PWA~zeroth itera-
tion!. The surface of the cylinder is either rigid@Fig. 8~a!,
~c!, ~d!, ~e!#, or has a finite constant impedanceZ058 @Fig.

8~b!, ~f!#. The frequency was fixed to achieveka516.4,
kl561.2. This approximately corresponds to the condition of
six boundary elements per wavelength . The angles of inci-
dence are changed from~0°, 0°) ~plane wave incidence per-
pendicular to the cylinder axis! to ~90°,0°) ~plane wave in-
cidence parallel to the cylinder axis!. The corresponding
values ofEL from Eq. ~12! range from 1% to 2%.

The primary inaccuracy of the PWA is again improved
rapidly by only a few iterations. Analogous results were ob-
served in cases~i!, ~iii ! for different frequencies and different
angles of incidence also. Figure 9 shows the total pressure on
the surface of cylinder~ii ! at ka516.4,kl561.2 and~0°,0°)
incidence, after 10 iterations. The surface is assumed to be
rigid. Figure 9~a! gives the amplitude distribution, Fig. 9~b!
shows the phase distribution. The diffraction pattern on the
illuminated part of the surface can be seen in Fig. 9~a!. How-
ever, it is only poorly developed in comparison with the case
of the cat’s-eye structures. This becomes evident if we com-
pare amplitude scaling in Fig. 6 and Fig. 9~a!, respectively.
The phase distribution in Fig. 9~b! is very close to that of the
incident wave.

III. CONCLUSIONS

The presented iterative solver of the Helmholtz integral
equation makes it possible to calculate high-frequency scat-
tering from complex impedance structures, consisting of sev-
eral thousand boundary elements, in relatively short comput-
ing time on regular personal computers. Depending on the
number of iterations, high-accuracy solutions can be ob-
tained for both the surface pressure and the scattered far-field
pressure. The error of the iterative solver is limited by the
discretization error of the surface Helmholtz integral equa-
tion. These positive results give us confidence to extend the
method to the application of sound radiation problems and to
the computation of sound fields in closed rooms of arbitrary
shape.
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This paper presents a probabilistic study of the effects of structural irregularity on wave propagation
along an infinite 1-D chain. A general integral equation method based on Markov chain theory is
used to determine the phase probability density function~pdf! at the scatterers distributed irregularly
along the chain. The scatterers could be atoms in a one-dimensional crystal, or ribs on a flat plate
or membrane. The integral equation derived for the phase pdf is simplified considerably when the
scatterers are distributed completely randomly or quasi-periodically. In these cases, the integral
equations may be asymptotically solved for the phase density functions in the limit of weak or
strong scattering; the localization factors are then obtained. The present approach is quite general
and is directly applicable to any disordered one-dimensional system consisting of identical scatterers
that are arranged according to a probability distribution function. The validity of the present
asymptotic solutions is examined and verified by comparing against the existing analytical solutions
for simple atomic or mechanical disordered systems. ©1998 Acoustical Society of America.
@S0001-4966~98!00402-0#

PACS numbers: 43.20.Fn, 43.30.Jx, 43.40.Rj@ANN#

INTRODUCTION

Wave propagation in periodic systems has been exten-
sively explored for many decades. It is well known that there
is a characteristic band structure in the dispersion relation of
the propagating waves. Within certain frequency ranges,
passbands, waves, or disturbances may propagate throughout
the system without attenuation for a conservative system.
Outside of these passbands, the stopbands, the waves expo-
nentially decay as they travel through the system. In many
engineering structures, however, certain imperfections or ir-
regularities always occur. The occurrence of these irregulari-
ties generates a cutoff length for the passbands, thus prevent-
ing long-range propagation at all frequencies. As a result, the
response of the system is exponentially localized near the
source~Anderson localization1!. The large body of existing
knowledge derived from periodic systems can not explain
this phenomenon either qualitatively or quantitatively.

The phenomenon of energy localization due to structural
irregularities was first discovered by Anderson in solid state
physics.1 A great many results have since been obtained
from the study of quantum mechanical systems. Anderson’s
work was first extended to structural dynamics by Hodges,2

who studied the localization of vibration along a one-
dimensional chain of coupled pendula or a flexible beam
with mass and spring constraints. The localization in other
one-dimensional mechanical systems were discussed by
many investigators with various statistical methods.3–6 An
assumption commonly used in the existing literature is that
the probability density function~pdf! of the phase of the
standing wave is uniform and is independent of specific dis-
tributions of constraints or scatterers along the one-
dimensional system.2 This assumption often leads to the

single band approximation result, which is most valid within
the central region of a passband and becomes singular near
the edges of the band. Hodges and Woodhouse did realize
the importance of the detailed form of a phase density func-
tion on the average energy density and the localization
length, but they did not provide a systematic approach to
determine the phase density function for any given configu-
ration of a one-dimensional disordered system. The unique
contributions that we try to make in the present paper are
first to find a systematic approach for the determination of
the phase density function, and second to derive a localiza-
tion factor that is uniformly valid in both passbands and
stopbands. One of the interesting results derived from our
analysis is that the irregularity in a disordered system
smooths out the singularity appearing at the edge of the pass-
band. Furthermore, we will show that Hodges’ results are the
leading order terms of our asymptotic results in the limits of
both weak and strong scattering.

In this paper, we consider wave propagation and local-
ization along a general one-dimensional chain with an array
of identical scatterers distributed according to a specific
probability density function of the space separation. The sys-
tem could be an array of atomic potentials, a ribbed mem-
brane or a ribbed plate. The general problem is formulated
within the framework of Markov chain theory. A systematic
integral equation approach is used to determine the phase pdf
at the scatterers along the chain. The main assumption used
here is that the interaction among the scatterers is limited to
nearest neighbor coupling. Thus Markov chain theory is di-
rectly applicable to the system. The paper is outlined as fol-
lows: A basic formalism is described in Sec. I. A traveling
wave description is introduced so that the phase of the waves
may be expressed in terms of single reflection and transmis-
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sion coefficients of a scatterer. In addition, the ratio of the
amplitudes in two adjacent bays~cells! depends only on the
phase of the wave and the reflection and transmission coef-
ficients. Then, a brief review of Borland’s work7,8 is pre-
sented and a general integral equation for the phase density
function is introduced. In Sec. II the integral equation is
solved asymptotically at the limit of weak or strong scatter-
ing for two different chains of scatterers: one with com-
pletely randomly distributed scatterers and the other with
quasi-periodically distributed scatterers. The asymptotic so-
lutions are valid for a general one-dimensional system. The
differences between two systems are characterized by their
single reflection and transmission coefficients associated
with each scatterer. In Sec. III, some examples are discussed
in order to illustrate the application of the present approach
and verify the asymptotic solutions against the existing re-
sults.

I. BASIC FORMALISM

A. Traveling wave description

In this section, we introduce a traveling wave descrip-
tion for the vibration in each bay along a disordered chain
and characterize the behavior of each scatterer by its reflec-
tion and transmission coefficients. Consider a one-
dimensional array of scatterers distributed according to a
specific probability density function. The average spacing
between two neighboring scatterers is assumed to be much
larger than the attenuation length of any evanescent
nearfield. Therefore, the nearfield in the vicinity of a scat-
terer may be ignored in the standing wave solutions, namely,

w~x!5Ajcos@ks~x2xj !1f j #

56Ajcos@ks~x2xj 21!1c j 21#, ~1!

whereAj is the amplitude in thej th bay,xj is the coordinate
of the j th scatterer, andf j andc j are the reduced phases on
the left and right sides of thej th scatterer~see Fig. 1!, re-
spectively~that is, 2p/2<f j<p/2 and 2p/2<c j<p/2).
The uncertainty in sign is due to the fact that the phases are
reduced to the interval@2 p/2 , p/2#. The above standing
wave solution may be rewritten in terms of traveling waves
scattered away from each scatterer:

w~x!5 1
2 Aje

iks~x2xj !1 if j1 1
2 Aje

2 iks~x2xj !2 if j

56 1
2 Aje

iks~x2xj 21!1 ic j 21

6 1
2 Aje

2 iks~x2xj 21!2 ic j 21. ~2!

Let R andT be the single reflection and transmission coef-
ficients of each scatterer. The continuity condition across
each scatterer may be expressed as

1
2 TAje

if j6 1
2 RAj 11e2 ic j56 1

2 Aj 11eic j , ~3!

6 1
2 TAj 11e2 ic j1 1

2 RAje
if j5 1

2 Aje
2 if j . ~4!

The above two equations give

Aj 11

Aj
5

6Teif j

eic j2Re2 ic j
5

e2 if j2Reif j

6Te2 ic j
. ~5!

Note from the above equation that the ratio of the amplitudes
at two adjacent bays depends only on one random variable,
i.e., f j or c j . Define the ratio of the magnitudes of the
response in adjacent bays:

f ~f j !5
uAj 11u2

uAj u2
. ~6!

From Eq.~5!, we have

f ~f j !5
11uRu222uRucos~2f j1uR!

uTu2

5
uTu2

11uRu222uRucos~2c j2uR!
, ~7!

whereuR is the phase angle of the reflection coefficient. The
relationship between the phases on the left and right sides of
each scatterer may be obtained from the above as

cos~2f j1uR!

5
11uRu2

2uRu
2

uTu4

2uRu
1

11uRu222uRucos~2c j2uR!
. ~8!

Note that Eqs.~7! and ~8! are general and valid for all one-
dimensional wave bearing systems. The only difference
among the different systems lies in the single reflection and
transmission coefficients associated with each scatterer. Fur-
thermore, Eq.~7! implies that once the phase is determined
then the amplitude may be obtained.

B. Markov chain model and localization length

In the previous section it was shown that the dynamic
solution for a particular irregular chain is entirely contained
in phase of the response, and further, that the phase may be
determined iteratively in terms of an initial condition. Ex-
ploiting this fact, the expected behavior of an irregular sys-
tem may be determined completely following a method due
to Borland.7 The application of this method to structural
acoustic problems was suggested in a recent review article.9

Suppose then that we have an ensemble of such chains
~i.e., irregularly ribbed plates! and that the initial phase is
specified in terms of a probability distributionr0(f0). The
distributionr0 may be arbitrary. The probability distribution
of the phase in the next bay is determined by both the phase
discontinuity across the scatterer, Eq.~8!, and the probability
distribution of the scatterer’s positionp(f). This relation
must take the form of the Chapman–Kolmogorov equation

rn~fn!5E
2 p/2

p/2

K~fn21 ,fn!rn21~fn21!dfn21 , ~9!

FIG. 1. A chain of randomly spaced scatterers.
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with

E
2 p/2

p/2

rn~fn!dfn51, ~10!

where we have written the recursion relation for thenth bay.
Here, the kernelK(fn21 ,fn) is the one-step transition prob-
ability density function given by7

K~h,f!5
1

ks
(
n51

N

pS f2D~h!1np

ks
D

1
1

ks
pS f2D~h!

ks
Dh„f2D~h)…, ~11!

whereks is the wave number andh(f) is the Heaviside step
function. The functionD(h) is the reduced phase at the right
side of a scatterer given that the phase at the left side of this
scatterer ish. Clearly, D(h) can be determined by solving
Eq. ~8!. The above equation may be simplified if unreduced
phase is used:

K~h,f!5
1

ks
pS f2D~u!

ks
D . ~12!

After n steps of iteration, Eq.~9! becomes

rn~fn!5E
2 p/2

p/2

Kn~f0 ,fn!r0~f0!df0 , ~13!

whereKn is given recursively by

Kn~f0 ,fn!5E
2 p/2

p/2

Kn21~f0 ,fn21!

3K~fn21 ,fn!dfn21 , ~14!

andK15K.
It has been proved by Fre´chet10 that Kn(f0 ,f) con-

verges uniformly to a limiting functionr(f) independent of
f0, that is,

lim
n→`

Kn~f0 ,f!→r~f!, ~15!

if Kn(f0 ,f) satisfies certain conditions.8,10 In addition, the
functionr(f) is the unique solution of the following integral
equation,

r~f!5E
2 p/2

p/2

K~h,f!r~h!dh, ~16!

with a normalization condition

E
2 p/2

p/2

r~f!df51. ~17!

As a result of Eqs.~15! and ~10!, rn given by Eq. ~13!
converges uniformly tor, that is,

lim
n→`

rn~f!→r~f!, ~18!

and is independent ofr0. Also, recall thatrn is the pdf for
the phase in thenth bay.

Once the phase density functionr(f) is determined
from Eq.~16!, the localization factor may be calculated from
the following definition:

g5^ lnf ~f!&5E
2 p/2

p/2

r~f!lnf ~f!df, ~19!

wheref (f) is defined by Eq.~7!. The localization lengthl is
simply

l 52b/g, ~20!

whereb is the average distance between two adjacent scat-
terers. The response due to any far away source hence decays
exponentially according tow(x)}exp@2x/l# as the distance
from the source increases.

In the rest of the paper we simplify the integral equa-
tions derived in this section and search for asymptotic solu-
tions in the cases where the scatterers are distributed com-
pletely randomly or quasi-periodically.

II. ASYMPTOTIC SOLUTIONS

A. Chains of randomly distributed scatterers

In the case of completely randomly distributed scatter-
ers, the probability density function of the separation be-
tween two adjacent scatterers is given by

p~s!5
1

b
expS 2s

b D , ~21!

wheres is the spacing andb is the average spacing. It has
been shown by Borland7,8 that inserting the above into the
general integral equation~16! with some manipulations
yields the following equation:

r~f!5A2mE
D21~f!

f

r~u!du, ~22!

whereA is a constant andm51/(ksb). Now let us seek the
asymptotic expressions for the phase-density functionr(f)
and the localization length in the limits of weak and strong
scattering.

1. Weak scattering

In this case, the reflection coefficient is much smaller
than unity and the transmission coefficient is close to unity,
that is,

uRu!1, uTu;1. ~23!

Furthermore, from energy conservation, we have

uTu2512uRu2. ~24!

Solving Eq.~8! for f j in terms ofc j andR, and neglecting
the terms of order higher thanuRu2, we obtained

cos~2f j1uR!52cos~2c j2uR!12uRusin2~2c j2uR!

14uRu2sin2~2c j2uR!cos~2c j2uR!

1O~ uRu3!, ~25!

and

f j5D21~c j !5
p

2
1c j2uR1uRusin~2c j2uR!

1
uRu2

2
sin2~2c j2uR!1O~ uRu3!. ~26!
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Since the above equation is valid for all the identical scatter-
ers, the subscript,j , may be dropped in the subsequent ex-
pressions.

At high frequencies, i.e.,ksb@1 or m!1, the integral
equation~22! may be expanded asymptotically by iteration,

r~f!5A2Am~f2D21~f!!

1Am2E
D21~f!

f E
D21~c!

c

r~u!dudc. ~27!

Inserting Eq.~26! into the above and neglecting the terms of
order higher thanmuRu2 or m2uRu yield the asymptotic ex-
pression for the phase-density function at the left of the scat-
terer,

r~f!5A2AmS uR2
p

2
2uRusin~2f2uR!

2
uRu2

2
sin2~2f2uR! D1O~m4!, ~28!

where we have used the fact that

uf2D21~f!u;O~ uRu!, uRu;O~m!. ~29!

Similarly, the functionf (f) defined by Eq.~6! may be ex-
panded asymptotically at the limit ofuRu!1, and its loga-
rithm may be written as

lnf ~f!522uRucos~2f1uR!12uRu2sin2~2f1uR!

1O~ uRu3!. ~30!

The localization factor may be obtained from Eqs.~19!, ~28!
and ~30!,

g5AuRu2pS 12mS uR2
p

2 D D1ApmuRu2sin2uR1O~ uRu4!,

~31!

where the constantA is determined by the normalization
condition ~17!, that is,

A5
1

p~12m~uR2 p/2!!
. ~32!

Substitution of the above into Eq.~31! yields

g5uRu2~11msin2uR!1O~ uRu4!. ~33!

2. Strong scattering

Consider the case where

uTu!1, uRu;1, uRu2;12uTu2. ~34!

At this limit, Eq. ~8! may be simplified in the following
asymptotic form:

cos~2f1uR!5
16sin2~c2uR/2!2uTu4

16sin2~c2uR/2!1uTu4
1

uTu4

8
1O~ uTu6!,

~35!

wheref j and c j have been replaced byf and c, respec-
tively. Solving the above equation forf gives

f5D21~c!52
uR

2
6S arctanF 4

uTu2
sin~c2uR/2!G

1arctanS 4

uTu2
uRD D 1O~ uTu4!. ~36!

Note thatf is the reduced phase, i.e.,2p/2<f<p/2. Thus,
the plus sign should be chosen in Eq.~36!. In general,
usinuRu@uTu2, Eq. ~36! may be further simplified as

f5D21~c!52
uR

2
1S p

2
sgn~uR!1arctanF 4

uTu2
sin~c

2uR/2!G D 1O~ uTu4!. ~37!

Inserting the above into Eq.~27! and ignoring all the terms
of order higher thanm yields

r~f!5A2AmS f1
uR

2
2Fp

2
sgn~uR!

1arctanS 4

uTu2
sin~f2uR/2!D G D 1O~m2!, ~38!

where the constantA is determined by the normalization
condition Eq.~17!:

A5
1

p S 11mFuR2
p

2
sgn~uR!G D1O~m2!. ~39!

Thus, the final asymptotic solution for the phase density
function may be written as

r~f!5
1

p
1

m

p S uR

2
2f1arctanS 4

uTu2
sin~f2uR/2!D D

1O~m2!. ~40!

Using the condition given by~34!, we may expand Eq.~7!1

as follows:

f ~f!52
22uTu2

uTu2
sin2~f1uR/2!1O~ uTu2!. ~41!

Then the localization factor can be obtained from Eqs.~19!,
~40! and ~41! as

g5 ln
2~22uTu2!

uTu2
22ln21

m

pE2p/2

p/2 S uR

2
2f D lnsin2~f

1uR/2!df1
m

pE2p/2

p/2

arctanS 4

uTu2
sin~f2uR/2!D

3 lnsin2~f1uR/2!df1O~m2uTu2!, ~42!

where the identity

E
2p/2

p/2

lnsin2~f1uR/2!df522p ln2 ~43!

has been used.
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In the limit of high frequencies,uTu;m!1, the first
order approximation of the above equation corresponds to a
uniform phase density function. The localization factor may
be obtained as

g52 lnuTu21O~m!. ~44!

Hodges2 showed via a much more elementary method that
the transmitted intensity,I N5uANu2/uA0u2, through N ran-
domly arranged scatterers behaves asI N;uTu2N, and, there-
fore,

g;2 ln
I N

I N21
;2 lnuTu2, ~45!

which is exactly the first term in Eq.~45!.
From the above discussion, one can see that Hodges’

result, Eq. ~45!, is derived under assumption of uniform
phase density function and is valid only in the limits of
strong scattering and high frequencies. The error resulting
from this assumption is of the order ofm51/(ksb).

B. Chains of quasi-periodically distributed scatterers
in the limit of weak scattering

For an array of quasi periodically distributed scatterers,
the probability density function~pdf! of the separation of the
adjacent scatterers may be expressed as

p~s!5
1

a
, us2bu< 1

2 a,

50, us2bu> 1
2 a, ~46!

wheres is the spacing,b is the average spacing, and1
2a is the

largest possible deviation fromb. For a nearly periodic or
quasi-periodic array of scatterers, the following condition is
implied:

ksa!1. ~47!

Inserting Eq.~46! into the integral equation~12! for unre-
duced phase yields

r~f!5
1

ksa
E

U1~f!

U2~f!

r~u!du, ~48!

where

U1~f!5D21~f2ksb2 1
2 ksa!, ~49!

U2~f!5D21~f2ksb1 1
2 ksa!. ~50!

The integral equation~48! can be solved asymptotically
in the limit of weak scatteringuRu!1. In this limit, the un-
reduced form for the phaseD21(f) may be obtained from
Eq. ~25! as

D21~f!5np1
p

2
1f2uR1uRusin~2f2uR!

1 1
2 uRu2sin2~2f2uR!1O~ uRu3!. ~51!

Note from the above thatD218(f).0 at the limit, uRu!1.
Thus, U2(f).U1(f), and r(f)>0 or r(f)<0 for 2`
,f,`. Sincer here is a probability density function, we

only choose the positive solution to Eq.~48!. Let

f15f2ksb1
p

2
2uR , ~52!

e5ksa. ~53!

Substituting Eqs.~52!, ~53!, and ~51! into Eq. ~48! and ex-
panding the integral up to the first order ofuRu, we obtain

r~f!5
1

eEf12e/2

f11e/2

r~u!du2
uRu
e

r~f11e/2!sin~2f1

1uR1e!1
uRu
e

r~f12e/2!sin~2f11uR2e!

1O~ uRu3!. ~54!

It will be clear by the end of this subsection that the second
and the third terms in the above are of the order ofuRu2.

Note the fact that the phase density functionr is a pe-
riodic function of period equal top and it must be a constant
when the scattering strength is zero, i.e.,uRu50. Thus, we
may expandr in the form of

r~f!5r01uRu (
n51

`

~Ancos2nf1Bnsin2nf!, uRu!1,

~55!

wherer0 is a constant and may be determined later by using
the normalization condition~17!.

Inserting Eq.~55! into Eq.~54! and neglecting the terms
of order higher thanuRu2, we obtain

(
n51

`

AnS sinne

ne
cos2nf12~21!ncos2n~f11ksb1uR! D

1 (
n51

`

BnS sinne

ne
sin2nf12~21!nsin2n~f11ksb

1uR! D5
2sine

e
r0cos~2f11uR!. ~56!

Multiplying cos2nf1 and sin2nf1, respectively, on both
sides of Eq.~56! and then integrating the equation over
@2p/2,p/2# yield

S sinne

ne
2~21!ncos2n~ksb1uR! DAn

2~21!nsin2n~ksb1uR!Bn

5
2sinecosuR

e
r0dn1 , ~57!

~21!nsin2n~ksb1uR!An1S sinne

ne
2~21!ncos2n~ksb

1uR! DBn52
2sinesinuR

e
r0dn1 , ~58!

whered1151, anddn150 for nÞ1. Solving the above two
equations forAn andBn gives
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A15
2r0sine

e

~sine/e!cosuR1cos~2ksb1uR!

sin22~ksb1uR!1„sine/e 1cos2~ksb1uR!…2
,

~59!

B15
2r0sine

e

sin~2ksb1uR!2 ~sine/e!sinuR

sin22~ksb1uR!1„sine/e 1cos2~ksb1uR!…2
,

~60!

and

An5Bn50, n>2. ~61!

Substituting the solutions given by Eqs.~59!, ~60! and ~61!
into Eq. ~55! gives

r5
1

p U11
2uRusine

e

3
@~sine/e!cos~2f1uR!1cos~2f22ksb2uR!#

sin22~ksb1uR!1„~sine/e! 1cos2~ksb1uR!…2U ,
~62!

where the normalization condition has been used to deter-
mine r0.

The localization factor may be obtained from Eqs.~19!,
~30!, and~62! as

g5uRu2
12 sin2e/e2

sin22~ksb1uR!1„sine/e 1cos2~ksb1uR!…2
, ~63!

with uRu!1. Within a passband, more precisely,uksb1uR

2 @(2m21)/2# pu@O(e2), the above equation may be fur-
ther simplified as

g5
1

3 S uRue
2sinkbbD 2

1O~e4!, ~64!

wherekb is the Floquet or Bloch wave number of the asso-
ciated periodic array and is determined by the following dis-
persion equation:9,11

coskbb5
1

uTu
cos~ksb1uT!. ~65!

Here uT is the phase angle of the single scatterer transmis-
sion coefficient. Note that the factsuT'uR1p/2 and uT2u
512uRu2'1 have been used in deriving Eq.~64!. The
asymptotic result given by Eq.~64! is consistent with those
derived by Hodges and Woodhouse12 and Pierre.5 However,
the simple asymptotic solution by Eq.~64! and those in ref-
erences 5 and 12 become singular and fail near the edges of
the passband, i.e.,uksb1uR2 @(2m21)/2# pu@O(e2),
while Eq. ~63! remains finite and valid.

It is also interesting to note from Eq.~63! that the local-
ization factor is a periodic function of the dimensionless
wave number,ksb. This simple expression clearly exhibits
the characteristics of band structure observed in quasi-
periodic disordered systems.4,5 The localization factor
reaches its local maxima

gmax5uRu2

11
sine

e

12
sine

e

~66!

at the centers of the stopbands in the dispersion relation, that
is ksb5 @(2m21)/2# p2uR for m51,2,3, . . . . As aresult,
a stopband appears at every half-wavelength. Furthermore,
the result in Eq.~63! implies that, in the absence of irregu-
larity, i.e., e5ksa50, which corresponds to a periodic sys-
tem, the localization factor is zero within a passband, i.e.,
ksbÞ @(2m21)/2# p2uR , and becomes singular within a
stopband, ksb5 @(2m21)/2# p2uR . Therefore, along a
regular chain, the waves may propagate throughout the sys-
tem without attenuation within a passband but are com-
pletely cut off within a stopband. The presence of irregular-
ity has a twofold effect on wave propagation: one is to
generate a cutoff length for a passband; the other is to extend
the cutoff length in a stopband.

III. EXAMPLES AND DISCUSSIONS

The results derived in the last section are valid for any
one-dimensional disordered system consisting of identical
scatterers that are distributed completely randomly or quasi-
periodically. For a particular system, one first solves the
wave equation for a single scatterer, determines the single
reflection and transmission coefficients, then simply inserts
these coefficients into the general expressions given in the
last section and calculates the phase density function and the
localization length. Here, we use a few examples to illustrate
the application of the present approach and verify the present
solutions with some existing results.

A. One-dimensional chains of randomly spaced
identical atoms

The first example is that of electronic waves propagating
along a one-dimensional infinite chain of randomly spaced
atoms withd-function potentials. A similar problem has been
discussed by Borland8 in the weak scattering case. Here we
present the results for both weak and strong scattering.

1. Single reflection and transmission coefficients

In order to determine single reflection and transmission
coefficients, one needs to solve the single scattering problem
which is much easier to deal with than the multiple scattering
problem. The wave equation for a single scatterer~atom! d
function of strength2U0 is

d2w~x!

dx2
1ks

2w~x!1U0d~x!w~x!50. ~67!

Consider a plane wave,Aeiksx, incident on the scatterer at the
origin. We may express the solution in terms of reflected and
transmitted waves as follows:

w~x!5H Aeiksx1RAe2 iksx, x<0,

TAeiksx, x>0,
~68!

where R and T are the single reflection and transmission
coefficients, respectively.
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Note that the wave function,w(x), must be continuous
across the scatterer atx50, that is

A1RA5TA, ~69!

but its first derivative,w8(x), is not continuous acrossx
50. Integrating Eq.~67! over the interval,@2e,e#, and let-
ting e→0, we obtain

dw~01!

dx
2

dw~02!

dx
1U0w~0!50. ~70!

Substituting Eq.~68! into the above yields

Aiks~T2~12R!!1U0AT50. ~71!

Solving Eqs.~69! and ~71! for R andT, we obtain

R52
q2

41q2
1 i

2q

41q2
, ~72!

T5
2

22 iq
, ~73!

whereq5U0 /ks . The phase angles ofR andT can be found
from the last two equations as

uT5uR2
p

2
, sinuR5

2

A41q2
. ~74!

2. Weak scattering

In the case of weak scattering,q!1, Eqs.~72! and~74!
are simplified as

uRu→q/2, uR→p/21q/2. ~75!

The phase density function follows from Eqs.~28! and ~75!
as

r~f!5A2AmS q

2
1

q

2
cos~2f2q/2!

1
q2

8
sin2~2f2q/2! D1O~m4!

5A2AmS qcos2f1
q2

2
cos2fsin2f D1O~m4!, ~76!

FIG. 2. Comparisons of the present asymptotic solutions~solid! with those
of the first order approximation~dashed! at the limit of weak scattering for
elastic flexural waves propagating along a flat plate with randomly distrib-
uted ribs. Each rib is a rectangular beam with dimension specified by the
width t50.05 ~m! and the heightd50.08 ~m!. The average separation of
two adjacent ribs isb51 ~m!. ~a! The phase density functions calculated at
the dimensionless flexural wave numberksb510. ~b! The localization fac-
tors or the averaged decay rates are calculated at the frequency range, 20
<ksb<30.

FIG. 3. Comparisons of the present asymptotic solutions@solid curves in~a!
and~b!# with Hodge’s result~the first order result! given by Eq.~45! @dashed
curve in ~b!# at the limit of strong scattering for elastic flexural waves
propagating along a flat plate with randomly distributed ribs. Each rib is a
rectangular beam with dimension specified by the widtht50.05~m! and the
height d50.25 ~m!. The average separation of two adjacent ribs isb51
~m!. ~a! The phase density functions calculated at the dimensionless flexural
wave numberksb530. ~b! The localization factors or the averaged decay
rates are calculated at the frequency range, 20<ksb<30.
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which yields the same result derived by Borland.8 The con-
stant A is determined by the normalization condition~17!,
that is,

A5
11 1

2 mq

p
1O~m4!. ~77!

The localization factor then follows from Eqs~33! and ~76!
as

g5
q2

4
~12msinq!1O~m4!5

q2

4
2

1

4
mq31O~m4!,

~78!

which reproduces the first two terms in Eq.~35! of Borland’s
paper.8

3. Strong scattering

In the limit of strong scattering and high frequencies,
q@1, or U0b@ksb@1, we have

uTu→2/q, uR→p22/q. ~79!

The phase density function follows from Eqs.~40! and ~79!
as

r~f!5
1

p
1

m

p S p

2
2

1

q
2f2arctan@q2cos~f11/q!# D

1O~m2!, ~80!

The localization factor then follows from Eqs~42! and ~80!
as

g5 ln~q222!22ln21
m

pE2p/2

p/2 S p

2
2

1

q
2f D

3 lncos2~f21/q!df2
m

pE2p/2

p/2

arctan~q2cos~f

11/q!!lncos2~f21/q!df1O~m2q22!. ~81!

B. Irregularly spaced ribs along a flat plate

Consider the examples of elastic flexural waves propa-
gating along a flat plate with randomly or quasi-periodically
distributed ribs. For simplicity, we consider the cases where
the propagation direction is normal to the ribs. The scattering
problem of a single rib has been given by many authors with
various approaches.13,14 The well known results for the
single reflection and transmission coefficients, given by
Photiadis,14 may be written as

R52
ZMg`

11ZMg
1

ks
2ZIg`

12ZIg9
, ~82!

T512
ZMg`

11ZMg
2

ks
2ZIg`

12ZIg9
, ~83!

where ZM and ZI are, respectively, the force and moment
input impedances of the line scatterer andg is the line ad-
mittance of the plate. In the absence of fluid loading, these
quantities are straightforward to obtain

g`5
ks

4vrsh
, g5A2eip/4g` , g95A2ei3p/4ks

2g` ,

~84!

Zm52 irsAv, ZI52 irsI p
e f fv, ~85!

whereA is the area of the rib’s cross section andI p
e f f is the

moment of inertia about the line that the rib is attached to.
For a t3d rectangular rib, we have

I p
e f f5 1

3 td31 1
12 t3d. ~86!

The weak scattering case corresponds to the frequency re-
gion, ksd!1 and ksb@1, while the strong scattering case
corresponds to the frequency region,ksd@1, whereb is the
average spacing andd is the height of the rib. The phase
density function and the localization factor may be calcu-
lated by substituting Eqs.~82! and ~83! into Eqs.~28!, ~33!,
~40!, ~42!, ~62! and ~63!. The results for the chains of ran-
domly distributed ribs are displayed in Fig. 2~a! and ~b! for
weak scattering, and in Fig. 3~a! and~b! for strong scattering,
where the solid curves are the present asymptotic solutions
given by Eqs.~28!, ~33! ~40!, and ~42!, and the dashed

FIG. 4. The weak scattering results for elastic flexural waves propagating
along a flat plate with quasi-periodically distributed ribs. Each rib is a rect-
angular beam with dimension specified by the widtht50.05 ~m! and the
height d50.25 ~m!. The average separation of two adjacent ribs isb51
~m!. The maximum deviation from the average spacing isa50.04 ~m!. ~a!
The phase density functions calculated at the dimensionless flexural wave
number ksb520, where the solid curve is the present solution and the
dashed curve is the first order result.~b! The localization factor or the
averaged decay rate is calculated at the frequency range, 20<ksb<30.
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curves are the first order results, i.e., the results based on the
assumption of the uniform phase density function. It is clear
to see from the comparisons that the uniform phase density
function provides a good approximation for a chain of ran-
domly distributed ribs in the limits of both weak and strong
scattering.

The weak scattering results for a chain of quasi-
periodically distributed ribs are shown in Fig. 4~a! and ~b!,
where the solid curves are the present asymptotic solutions
given by Eqs.~62! and ~63!, and the dashed curve in Fig.
4~a! is the result of the uniform phase density function~the
first order result!. At ksb520, ande5ksa50.04, the present
result for the phase density function significantly deviates
from the first order result. The most interesting result is the
localization factor shown in Fig. 4~b!, where the strong reso-
nant peaks appear at every half wavelength, corresponding to
the stopbands for the quasi-periodic system. The present
asymptotic solution is uniformly valid within both the stop-
bands and the passbands.

IV. CONCLUSION

In the present paper, we have investigated wave propa-
gation and localization in one-dimensional disordered sys-
tems, within the frame work of Markov chain theory. We
have exploited the fact that the phase probability density
function of the solution may be systematically determined by
solving an integral equation. Using a traveling wave descrip-
tion, we have made this approach quite general. The scatter-
ers could be atoms in a one-dimensional crystal, ribs on a flat
plate or constraints on a membrane. The present method has
been illustrated by its application to chains of randomly or
quasi-periodically distributed scatterers. In these cases, the
integral equations for the phase pdf’s are simplified consid-
erably and are solved asymptotically at the limit of weak or
strong scattering; simple formulae are derived for the local-
ization factors which are uniformly valid in both the pass-
bands and the stopbands. The present asymptotic solutions
agree well with the existing analytical solutions. As one may

see from the present analysis, the assumption of a uniform
phase density function provides a good approximation to a
chain of completely randomly distributed scatterers, but it
becomes singular and fails near the edges of the passbands
for a chain of quasi-periodically distributed scatterers.
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Torsional waves in lossy cylinders
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~Received 17 April 1997; revised 3 September 1997; accepted 10 October 1997!

The pure shear problem is one of relative mathematical simplicity and includes the essential physics
common to more complicated cases, where multiple and coupled deformations occur. In this sense,
the analysis of torsional waves serves as a pilot problem for investigating the influence of anisotropy
and/or anelasticity on solution behavior. We obtain the kinematic and dynamic properties of
torsional axially symmetric harmonic waves propagating in an infinitely long circular cylinder. The
medium is transversely isotropic and dissipative, with its symmetry axis coincident with the axial
axis of the cylinder. For an elastic cylinder each mode has a cutoff frequency and below that
frequency there is no propagation. For tubes made of quartz and aluminum Lucite, we found that the
existence of the cutoff frequencies depend on the degree of anisotropic attenuation, i.e., if the axial
quality factor is greater than the transverse quality factor, the modes propagate at all frequencies. In
contrast to the elastic case, the Poynting vector and the energy velocity have a component along the
radial direction, whose values depend on the transverse attenuation. The presence of intrinsic
attenuation confines the energy near the~elastic! cutoff frequencies while the radial distribution of
the energy is governed by the geometrical features of the cylinder. ©1998 Acoustical Society of
America.@S0001-4966~98!02002-5#

PACS numbers: 43.20.Jr, 43.20.Ks@JEG#

INTRODUCTION

Laboratory measurements of wave propagation in cylin-
drical samples provide a method for estimating the elastic
and anelastic properties of rocks and metals. For instance,
intrinsic attenuation can be obtained from measurements in
cylindrical bars~Kolsky, 1953; White, 1965; Blair, 1990;
Tang, 1992!. Moreover, analysis of wave propagation
through hollow cylinders and tubes has many engineering
applications~Soldatos, 1994!, ranging from nondestructive
evaluation of oil and gas pipelines, acoustic telemetry
~Drumheller, 1993! to attenuation of waves inside rigid pipes
containing acoustic liners~Greenspon and Singer, 1995!. In
the exploration industry, the interest resides in the propaga-
tion of pulses through drill strings, since these pulses are
used as pilot signals for the data processing of seismograms
generated by the roller cone bit~Rector and Hardage, 1992!.

In this work, we compute the phase and energy veloci-
ties of torsional oscillations propagating in a lossy aniso-
tropic hollow cylinder. The theory is a generalization of pre-
vious works~Mirsky, 1965a, b; Armenakas and Reitz, 1973;
Carcione and Seriani, 1994! where a purely elastic cylinder
was assumed.

I. THE GOVERNING EQUATIONS

The problem is solved in cylindrical coordinates (r ,w,z)
and an axially symmetric hollow cylinder of interior and
exterior radiia andb is assumed. This implies that the sym-
metry axis of the medium coincides with the axial axis of the
cylinder ~z axis!. In this case, the wave field does not depend
on the azimuthal variablew.

In absence of body forces, the equations describing the
motion of torsional viscoelastic waves are

rüw5] rswr1]zswz1
2

r
swr , ~1!

swr5ċ66* S ] ruw2
uw

r D , ~2!

swz5ċ44* ]zuw , ~3!

whereuw is the displacement component,swr and swz are
the stress components,r is the density, andc44 andc66 are
~time-dependent! relaxation functions. The symbol* denotes
time convolution,] spatial differentiation, and a dot above a
variable time differentiation.

Since the torsional waves are decoupled from the quasi-
compressional and quasi-shear motions, they can be de-
scribed, as in the isotropic case, by a potential functionf,

uw52] rf. ~4!

Substituting the stresses into the conservation equation~1!,
and using Eq.~4!, we obtain the equation of motion,

rf̈5ċ44* ]zzf1ċ66* S ] rr f1
1

r
] rf D . ~5!

II. THE SOLUTION

The time-harmonic solution has the form

f5F~r ,z!exp~ivt !, ~6!

wherev is the angular frequency andi5A21. Substitution
of Eq. ~6! into Eq.~5! gives the generalized Helmholtz equa-
tion

a!Electronic mail: jcarcione@ogs.trieste.it
b!Electronic mail: gseriani@ogs.trieste.it
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1

b2r
] r~r ] rF !1]zzF1

v2

V2 F50, ~7!

where

b5Ap44

p66
~8!

and

p445F ~ ċ44!, p665F ~ ċ66! ~9!

are the complex stiffnesses, with the operatorF denoting the
time Fourier transform. Moreover,

V5Ap44

r
~10!

is the complex body wave velocity along the symmetry axis
of the medium.

The general solution for time-harmonic waves along the
positivez direction is

f~r ,z,t;g,v!5@A0J0~kr !1B0Y0~kr !#

3exp@i~vt2gz!#, ~11!

whereJ0 andY0 are Bessel functions of the first and second
kinds, respectively, andA0 and B0 are arbitrary constants.
The radial and vertical wave numbersk andg are related by

k25b2S v2

V22g2D . ~12!

Application of the boundary conditions at the inner and outer
surfaces of the cylinder,

swr~r 5a!50 and swr~r 5b!50, ~13!

imply

A0J2~ka!1B0Y2~ka!50, ~14!

A0J2~kb!1B0Y2~kb!50, ~15!

where the following properties were used:] rJ0(kr)
52kJ1(kr) and (] rr 2r 21] r)J0(kr)5k2J2(kr). Making
zero the determinant of the linear system gives the period or
dispersion equation

J2~ka!Y2~kb!2J2~kb!Y2~ka!50. ~16!

Equation~16! is identical to the purely elastic period disper-
sion, where the rootsk1 ,k2 ,...,kj ,... arereal. Abramowitz
and Stegun~1964, p. 374! give an approximate formula for
the rootqj[kja that can be used forb/a,3. Here, we com-
pute the exact roots by using the Mathematica software.

The velocity of the lowest torsional mode is not appro-
priately obtained from Eq.~16!. This mode corresponds to
k50 and the displacement to a rotation of each transverse
section of the cylinder as a whole about its center@see, for
instance, Christensen~1982!, p. 47#. The dispersion of this
mode is caused by the intrinsic attenuation along the radial
direction. The phase velocity is

cp5@Re~V21!#21, ~17!

where Re denotes the real part.

III. PHYSICAL VELOCITIES AND DISSIPATION
FACTORS

The location of a pulse traveling in the axial direction
requires the explicit calculation of the energy velocity, since
the concept of group velocity loses its physical meaning. The
presence of attenuation considerably distorts the modulation
envelope of the pulse~e.g., Carcione, 1994!. Besides the
presence of intrinsic attenuation, the energy velocity displays
local information not contained in the group velocity~see the
discussion in Simmonset al., 1992!.

A. Phase velocity and attenuation factor

The phase velocity and attenuation factor versus fre-
quency corresponding to thej mode are

cp~v!5
v

Re~g!
and a~v!52Im~g!, ~18!

where

g~v!5
v

cp
2ia5p.v.S v2

V2~v!
2

kj
2

b2~v!
D 1/2

, ~19!

with p.v. denoting the principal value and Im the imaginary
part.

The calculation of the phase velocity and attenuation
versus wavelength is not straightforward. Since

l~v![G~v!5
2p

Re@g~v!#
, ~20!

v5G21(l) and a formal solution is

cp~l!5
l

2p
G21~l! and a5Im$g@G21~l!#%. ~21!

However, relation~20! is, in general, not invertible. The
most simple procedure is to plot the pairs@cp(v),l(v)# and
@a~v!,l~v!#.

B. Energy velocity and quality factor

Calculation of the energy velocity and quality factor re-
quires energy considerations. The Umov–Poynting theorem,
or energy balance equation, for time-harmonic fields in
anisotropic-viscoelastic media~Carcione and Cavallini,
1993! is

div P22iv~^es&2^ev&!1v^ed&50, ~22!

whereP is the complex Umov–Poynting vector defined as

P52 1
2S–u̇* , ~23!

with S the stress tensor,

^ev&5 1
4ru̇T

•u̇* ~24!

is the time-average kinetic energy density,

^es&5Re~E ! and ^ed&52 Im~E ! ~25!

are the time-average stored and dissipated energy densities,
respectively, with

E5 1
4S

T
–p–S* ~26!
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the complex energy density,S the strain vector, andp the
complex stiffness matrix. The asterisk used as superscript
denotes complex conjugation, the symbol–, ordinary matrix
multiplication, and the superscriptT, transpose.

The Poynting vector is

P52 1
2~swzêz1swr êr !u̇w* . ~27!

Substituting the potential~11! into Eq.~4! and using Eq.~14!
gives

uw5kA0R1 exp~2az!exp@iv~ t2z/cp!#, ~28!

where

Ri~kr !5Ji~kr !2
J2~ka!

Y2~ka!
Yi~kr !, i 51,2. ~29!

Note thatR2(ka)50 and by virtue of the dispersion equation
~16!, R2(kb)50. The stress components are given by Eqs.
~2! and ~3!,

swz52igkp44A0R1 exp~2az!exp@iv~ t2z/cp!#,
~30!

swr52k2p66A0R2 exp~2az!exp@iv~ t2z/cp!#. ~31!

Then,

P5 1
2vk2uA0u2R1~p44gR1êz2ip66kR2êr !exp~22az!.

~32!

From Eq.~26!, the complex energy density is

E5 1
4~p44uSwzu21p66uSwr u2!, ~33!

where

Swz5]zuw and Swr5] ruw2
uw

r
~34!

are the strain components. Using Eq.~28! we obtain

E5 1
4k

2uA0u2~p44ugu2R1
21p66k

2R2
2!exp~22az!. ~35!

The kinetic energy density is simply

^ev&5 1
4rv2k2uA0u2R1

2 exp~22az!. ~36!

In contrast to unbounded homogeneous and elastic media,
the average kinetic and potential energy densities are differ-
ent in elastic cylinders. This is shown in the Appendix.

The energy velocityve is the ratio of the average power
flow density Re(P) to the mean energy densitŷev1es&.
Then,

ve5
Re~P!

^ev1es&

5
2v@Re~gp44!R1

2êz1k Im~p66!R1R2êr #

rv2R1
21ugu2R1

2 Re~p44!1k2R2
2 Re~p66!]

. ~37!

Equation~37! becomes

ve5
2v@Re~gp44!êz1k Im~p66!~R2 /R1!êr #

rv21ugu2 Re~p44!1k2 Re~p66!~R2 /R1!2]
. ~38!

Note that the dependence on the radial variabler is con-
tained inR2 /R1 . While the energy velocity is constant for a
plane wave in unbounded media, it is a function ofr for

cylindrical systems and has a component in the radial direc-
tion. This component vanishes in the purely elastic case,
since Im(p66)50. At r 5a and r 5b, R2 vanishes and using
Eq. ~10!,

ve5
2v Re~gV2!

v21ugu2 Re~V2!
êz . ~39!

The quality factor can be obtained as the ratio of twice the
stored energy to the dissipated energy, giving

Q5
2^es&

^ed&
5

Re~p44!ugu21k2 Re~p66!~R2 /R1!2

Im~p44!ugu21k2 Im~p66!~R2 /R1!2 . ~40!

At r 5a and r 5b Eq. ~40! reduces to

Q5
Re~p44!

Im~p44!
, ~41!

that is, the quality factor of the shear body wave traveling
along the symmetry axis of the medium.

IV. EXAMPLES

We use a phenomenological model based on a viscoelas-
tic rheology. The theory assumes a single standard linear
solid element describing the anelastic deformations associ-
ated with the axial direction (n51) and the radial direction
(n52). We take

p445c44M1 , p665c66M2 , ~42!

where the complex moduli can be expressed as

M n~v!5
AQ0n

2 11211 ivQ0nt0

AQ0n
2 11111 ivQ0nt0

. ~43!

The quality factorQn , associated with of each moduli, is
equal to the real part ofM n divided by its imaginary part.
The curveQn

21(v) has its peak atv051/t0 , and the value
of Qn at the peak isQ0n . The high-frequency limit corre-
sponds to the elastic case withM n→1. The relaxation func-
tions associated with the complex stiffnesses arec44

5c44x1 andc665c66x2 , where

xn~ t !5F t2
~n!

t1
~n!2S t2

~n!

t1
~n!21D exp~2t/t2

~n!!GH~ t !, ~44!

with H(t) the Heaviside function, and

t6
~n!5

t0

Q0n
@AQ0n

2 1161#. ~45!

We introduce the anisotropic loss parameter

h5
Q01

Q02
~46!

and assume that h51.2b` , where b`5b(v→`)
5Ac44/c66.

We consider two materials~see Thomsen, 1986!; quartz,
with c44553.21 GPa,r52.65 gr/cm3, b`51.21 and Q01

5100; and aluminum-Lucite composite withc4453.4 GPa,
r51.86 gr/cm3, b`50.53 andQ01510. The calculations are
carried out for samples havinga51 cm andb52 cm. If qj
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5kja, the first three roots of the dispersion equation~16! are
q153.4069,q256.4278, andq359.5228. These roots are
independent of the material properties.

A. Quartz

Normalized phase velocity and attenuation versus fre-
quency corresponding to the first and third propagation
modes are represented in Fig. 1~continuous and broken
lines, respectively!. The thin broken lines are the respective
elastic phase velocities, that tend to infinity at the cutoff
frequencies f c5201 kHz and f c5561 kHz @g50 in Eq.
~12!#. There are no cutoff frequencies in the viscoelastic
case, although the attenuations belowf c are so high that
wave propagation is precluded in practice.

Figure 2 represents the normalized displacement field
~32! for mode 3 as a function of frequency and radial dis-
tance~from r 5a to r 5b!. The upper picture corresponds to
z50 and the lower picture toz50.1 m. In this case, the
strong attenuation below the~elastic! cutoff frequency pre-
vents any particle motion. Moreover, the viscoelasticity
causes the dissipation at high frequencies.

The modulus of the normalized energy velocity, versus
frequency and radial distance, is represented in Fig. 3. The
surface practically shows the axial component of the energy
velocity vector, since the radial component is very small.
The energy velocity vanishes where there is no particle mo-
tion ~see Fig. 2!. These minima in the energy velocity are not
due to the elasticity but to the geometrical features of the
cylinder. As can be seen, the energy velocity displays local
information not contained in the group velocity. It can be
shown that the elastic energy velocity, when defined as the

FIG. 2. Quartz: normalized displacement field for mode 3 as a function of
frequency and radial distance. The upper picture corresponds toz50 and
the lower picture toz50.1 m. The normalization constant is the displace-
ment atf 51 MHz, r 5a andz50.

FIG. 3. Quartz: modulus of the normalized energy velocity, versus fre-
quency and radial distance. The normalization constant is the axial elastic
velocity c5(c44 /r)1/2.

FIG. 1. Quartz: normalized phase velocity and attenuation versus frequency
corresponding to the first and third propagation modes~continuous and bro-
ken lines, respectively!. The normalization constant is the axial elastic ve-
locity c5(c44 /r)1/2. The thin broken lines are the respective elastic phase
velocities.
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ratio of the time average of the power per cross section and
the time average of the total energy per unit length of cylin-
der, equals the group velocity~e.g., Achenbach, 1973, pp.
214!.

Figure 4 shows the distribution of the energy along the
radial distance, as a function of frequency. The left pictures
correspond to the mean energy density^ev1es& and the right
pictures are the dissipated energy densities^ed&. The first

FIG. 4. Quartz: distribution of the energy along the radial distance, as a function of frequency. The left pictures correspond to the mean energy density
^ev1es& and the right pictures are the dissipated energy densities^ed&. The normalization constante0 is the total energy atf 51 MHz, r 5a andz50.

FIG. 5. Quartz: quality factors versus frequency and radial distance.

FIG. 6. Aluminum Lucite: phase velocity and attenuation curves versus
frequency, corresponding to the first and third propagation modes~continu-
ous and broken lines, respectively!. The normalization constant is the axial
elastic velocityc5(c44 /r)1/2. The thin broken lines are the respective elas-
tic phase velocities.
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mode is approximately 200 times stronger than the third
mode, and both modes carry more energy at the high fre-
quencies. This happens at the onset of the perturbation (z
50), since forzÞ0 the high frequencies are attenuated by
the viscoelastic effects and the motion is confined near the
~elastic! cutoff frequencies~Fig. 2!.

Finally, the quality factors are represented in Fig. 5.
They have a minimum value atv0 , the location of the re-
laxation peak. The location of the minima along the radial
direction coincide with the positions of zero particle motion
~see Fig. 2!.

It is important to distinguish between two attenuation
effects. One is of viscoelastic nature, that is reflected in the
shape of the quality factors surface as a function of fre-
quency. The other is geometrical effect that produce the
minima along the radial direction and causes the strong at-
tenuation below the elastic cutoff frequencies~see Fig. 1!.

B. Aluminum Lucite

In contrast to quartz, this material hash,1, and there-
fore, the attenuation is higher along the axial direction. Due
to this fact, the physics of wave propagation is different.
Figure 6 shows the phase velocity and attenuation curves
versus frequency. In this case, there is a cutoff frequency
even in the presence of anelasticity. The displacements en-
ergy densities and energy velocity surfaces are similar to
those of quartz. The quality factors are represented in Fig. 7.
They have a minimum value atv0 , the location of the re-
laxation peak, and, unlike quartz, the surfaces presents
maxima along the radial direction.

APPENDIX: ENERGY BALANCE

In unbounded media divP522a–P ~Carcione and Cav-
allini, 1993!. If there are no losses, Eq.~22! implies that the
average kinetic energy equals the average potential energy.
An analysis based on Eq.~22! shows that this is not the case
for cylinders. In order to verify the energy balance Eq.~22!
we explicitly calculate the divergence of the Poynting vector
~32!. This can be written as

P5Pr êr1Pzêz , ~A1!

where

Pr5prR1R2 exp~22az!, pr52
i

2
vk3uA0u2p66

~A2!

and

Pz5pzR1
2 exp~22az!, pz5

1
2 vk2uA0u2gp44. ~A3!

We have that

div P5] r Pr1
Pr

r
1]zPz . ~A4!

For computing the radial derivatives we use the following
recurrence relation for the cylinder functionsC (z), wherez
is complex andn any number~not necessarily an integer!:

zC n85nC n2zC n1152nC 1zC v21 . ~A5!

We obtain

] r Pr5prkS R1
22R2

22
1

r
R1R2Dexp~22az!. ~A6!

Then,

div P5@~kpr22apz!R1
22kprR2

2#exp~22az!. ~A7!

Note that in the elastic case the kinetic energy is not equal to
the potential energy~in average!, since

^es&2^es&52 1
4 k4uA0u2c66~R1

22R2
2!. ~A8!

However, using properties of the cylinder functions, it can be
shown that

E @R1
2~kr !2R2

2~kr !#rdr 5krR1~kr !R2~kr !, ~A9!

Then, integration of Eq.~A8! over the cross section of the
cylinder is zero sinceR2(ka)50 andR2(kb)50. This is in
agreement with the result obtained by Achenbach~1973, pp.
214!.

FIG. 7. Aluminum Lucite: quality factors versus frequency and radial dis-
tance.
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On the velocities of localized vibration modes in immersed
solid wedges
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The approximate theory of localized elastic waves in immersed solid wedges earlier developed for
wedges with small values of the apex angle@V. V. Krylov, Proc. IEEE Ultrason. Symp., Cat. #94,
CHO 793–796~1994!# has predicted that the effect of water loading results in velocity decrease for
wedge modes travelling in the subsonic regime of wave propagation. The results of this theory, in
particular the absolute values of wedge wave velocity calculated for slender Plexiglas wedges, agree
well with the corresponding experiments. The present study demonstrates that for relative values of
wedge wave velocity, as compared with those for wedges in vacuum, this theory provides good
quantitative agreement with the experiments on Plexiglas samples also for large values of the apex
angle. In addition to this, a generalization of the theory is undertaken to describe the effect of
heavier wedge material and a supersonic regime of wave propagation. The corresponding results
show good agreement with the existing velocity measurements in immersed brass wedges. ©1998
Acoustical Society of America.@S0001-4966~98!03102-6#

PACS numbers: 43.20.Jr@ANN#

INTRODUCTION

In a recently published work, De Billy1 carried out mea-
surements of the velocities of localized antisymmetric modes
propagating along tips of elastic solid wedges immersed in
water. The velocities of such modes~also called wedge
acoustic waves! were measured on Plexiglas and brass
samples with the apex angle varying from 20 to 90 degrees.
For Plexiglas samples, for which a subsonic regime of wedge
wave propagation takes place, the experiments showed a no-
ticeable decrease in velocities due to water loading. As was
mentioned in Ref. 1, this was in qualitative agreement with
the predictions of the approximate analytical theory earlier
developed by the present author for slender immersed
wedges in subsonic regime of wave propagation.2 However,
no direct comparison with the theory was given in Ref. 1,
probably because it was not expected from the theory to
provide accurate results for large values of the wedge apex
angle. Note in this connection that measurements of the ab-
solute values of wedge wave velocities carried out by
Chamuel3 on Plexiglas wedges with apex angles varying
from about 8 to 13 degrees have shown excellent agreement
with the theory.2 Latest finite element calculations by
Hladky-Hennionet al.4 carried out for Plexiglas wedges with
angles in the range from 20 to 90 degrees demonstrated good
quantitative agreement with the experiments.1 However, in
the case of brass wedges, which provide both subsonic and
supersonic propagation regimes, only subsonic regime has
been calculated.4

In what follows we demonstrate that~a! for relative val-
ues of wedge wave velocity, as compared with those for
wedges in vacuum, the approximate analytical theory devel-
oped for slender immersed wedges2 provides good quantita-
tive agreement with the experiments on Plexiglas samples
also for large values of the apex angle; and~b! a generaliza-
tion of this theory to describe the effect of heavier wedge

material and a supersonic regime of wave propagation ex-
plains the results of the velocity measurements for immersed
brass wedges.1

I. THEORY

We remind the reader that the approximate theory of
localized elastic waves in immersed solid wedges developed
in Ref. 2 is based on the geometrical acoustics approach
considering a slender wedge as a plate with a local variable
thicknessd5xQ, whereQ is the wedge apex angle andx is
the distance from the wedge tip measured in the middle
plane~Fig. 1!. The velocitiesc of the localized wedge modes
propagating iny direction are determined in the geometrical
acoustics approximation as solutions of the Bohr–
Sommerfeld type equation5–7

E
0

xt
@k2~x!2b2#1/2dx5pn, ~1!

whereb5v/c is the yet unknown wave number of a wedge
mode,k(x) is a current local wave number of a flexural wave
in a plate of variable thickness,n5 1,2 3, ... is the mode
number, andxt is the so called ray turning point being de-
termined from the equationk2(x)2b250.

For example, in the case of wedge in vacuumk(x)
5121/4kp

1/2(Qx)21/2, xt52A3kp /Qb2, and kp5v/cp ,
wherev is circular frequency,cp52ct(12ct

2/cl
2)1/2 is the so

called plate wave velocity,cl andct are propagation veloci-
ties of longitudinal and shear acoustic waves in plate mate-
rial. Then, taking the integral in Eq.~1! and solving the re-
sulting algebraic equation yields the extremely simple
analytical expression for wedge wave velocities:5–7

c5cpnQ/A3. ~2!
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Expression~2! agrees well with the other theories8–10 and
with the experimental results.8 Note that, although, strictly
speaking, the geometrical acoustics approach is not valid for
the lowest order wedge mode~n51!,6 in practice it provides
quite accurate results for wedge wave velocities in this case
as well. The analytical expressions for amplitude distribu-
tions of wedge modes are rather cumbersome5–7 and are not
displayed here.

To calculate the velocities of wedge waves in a wedge
imbedded in liquid one has to make use of the expression for
a plate wave local wave numberk(x) which takes into ac-
count the effect of liquid loading.2 The starting point to de-
rive k(x) for this case is the well known dispersion equation
for the lowest order flexural mode of a plate imbedded in
liquid:

1

2

v4

ct
4k4 2

1

6
~cl

22ct
2!

d2

cl
2ct

2 v21
r f

rs

v4

ct
4k4

1

dAk22v2/cf
2

50,

~3!

whered is the plate thickness,k5v/c is the wave number of
propagating flexural mode,c is its phase velocity,kl5v/cl

andkt5v/ct are respectively the wave numbers of longitu-
dinal and shear acoustic waves in plate material,rs and r f

are respectively the mass densities of solid and liquid. Note
that, using the notation for flexural rigidityD5(rscp

2/12)d3,
one can easily transform Eq.~3! to the more familiar form
which is often used in the literature for flexural waves in thin
plates faced to liquid at both sides.11,12 In the absence of
liquid (r f 50) Eq.~3! reduces to the well known dispersion
relation for flexural waves in a thin plate in vacuum.

In further consideration it is convenient to distinguish
two characteristic cases of the relation between the mass
densities of liquid and wedge material:r f /rs'1 and
r f /rs!1.

For the caser f /rs'1 typical for light solid materials in
water we limit our analysis by subsonic regime of wave
propagation (k.v/cf). Moreover, for simplicity, we impose
even more severe restriction considering very slow propagat-
ing plate flexural modes (k@v/cf). In such a case one can
use the approximation of incompressible liquid, i.e., neglect
the v/cf term in ~3!, and the solution of Eq.~3! versusv
yields

v5
1

A3

ct

cl
k5/2Ars

d3/2

Arskd12r f

Acl
22ct

2. ~4!

For kd!1 typical for thin plates one can also neglect the
term rskd in Eq. ~4!, keeping in mind thatr f /rs'1. Then,
taking into account that for a plate of variable thickness rep-
resenting a wedged5d(x)5xQ and solving~4! versusk,
one obtains the following expression for the local flexural
wave numberk(x) describing the effect of liquid loading:

k~x!5FA6
cl

ct

1

Acl
22ct

2

Ar f

Ars

v

~xQ!3/2G 2/5

. ~5!

Substituting~5! into ~1! and introducing the nondimensional
notationsh5c/ct and z5ktd5xQv/ct one can derive the
following equation versush:2

E
0

~Ah!5/3F A2

z6/5
2

1

h2G 1/2

dz5pnu, ~6!

where

A561/5~r f /rs!
1/5~12ct

2/cl
2!21/5

561/5~r f /rs!
1/5@2~12s!#1/5 ~7!

is a nondimensional parameter dependent on the relation be-
tween the mass densities of liquid and solidr f /rs @the
power of the mass density ratio 1/5 in Eq.~7! corrects the
earlier misprinted value of 2/5 in Ref. 2# and on the Poisson
ratio s. Eq. ~6! can be easily solved numerically using any
appropriate algorithm, e.g., standard Mathcad package.2

Note, however, that by change of variablez5A5/3h5/3x, it
may be further simplified as

A5/3h2/3E
0

1

~x26/521!1/2dx5pnu. ~8!

@The author’s attention to this way of simplification of Eq.
~6! has been drawn by A. N. Norris.# After numerical calcu-
lation of the integral in Eq.~8!, one can easily derive the
explicit analytical expression for wedge wave velocities:

c5ctA
25/2D23/2~pn!3/2Q3/2, ~9!

whereD5*0
1(x26/521)1/2dx52.102. According to Eq.~9!,

the dependence ofc on Q for immersed slender wedges is
proportional toQ3/2. This agrees well with the empirical
power lawQ1.522 established by Chamuel3 by matching the
numerical solution of Eq.~6!.

In the caser f /rs!1 typical for heavy solid materials in
water and for any solids in gases, one can solve Eq.~3!
approximately, to the first perturbation order versusr f /rs ,
seeking a solution fork in the form

k5k~0!1k~1! , ~10!

wherek~0! is the solution of Eq.~3! for a plate in vacuum
(r f /rs50! and k~1! is yet unknown small correction term
which takes into account the effect of liquid loading. Substi-
tuting ~10! into ~3! and retaining terms of only the first order
versusr f /rs , one can derive the following approximate ex-
pression fork:

FIG. 1. Antisymmetric wedge waves.
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k5k~0!F11
r f

2rsd
S k~0!

2 2
v2

cf
2 D 21/2G . ~11!

Obviously, for r f /rs50 Eq. ~11! goes over to the well
known expression for a wave numberk(0) of a flexural plate
wave in vacuumk(0)5@A3vcl /(ctAcl

22ct
2d)#1/2 . The sec-

ond term, proportional tor f /rs , gives a small correction
k(1) describing liquid loading. It is seen that this term be-
comes imaginary in supersonic regime of wave propagation,
when a local wave number of a plate wave in vacuum ex-
ceeds the wave number of sound in liquid. Note that Eq.~11!
is not valid for very small values ofd. It also becomes in-
valid for those values ofd for which the velocity of flexural
wave is equal to the velocity of sound in liquid. In both these
cases the contribution of the second term in square brackets
of ~11! is not small and the perturbation solution can no
longer be applied. Regarding wedge waves, this means that
the above considered perturbation approach is not applicable
for wedges with very small apex anglesu and for velocities
of wedge waves approaching the velocity of sound in liquid.

To apply the Bohr–Sommerfeld type equation for calcu-
lating wedge wave velocities in the case considered, one
should follow the well known way of generalization of geo-
metrical acoustics for complex wave numbers13 and substi-
tute real part of Eq.~11! into Eq.~1!. Doing so and using the
nondimensional notationsh5c/ct and z5ktd5xQv/ct ,
one can derive the following equation versush:

E
0

Bh2FB

z
ReS 11

r f

rs

1

zA~B/z!2~ct
2/cf

2!
D 2

1

h2G 1/2

dz5pnu,

~12!

where B5A3cl /Acl
22ct

2. Note that the above described
geometrical acoustics approach also allows calculation of the
wedge wave energy loss factor 2g due to the radiation of
sound into liquid, so that the wave number of attenuated
wedge waves can be written in the formb85b(1
1 ig)5(v/c)@11 ig#. However, calculation ofg is out of
the scope of this paper devoted to wedge wave velocities
only.

II. RESULTS

The results of numerical calculations of wedge wave
velocities for Plexiglas wedges in water obtained according
to Eqs. ~6! or ~9! (rs5 1180 kg/m3, r f51000 kg/m3, cf

51478 m/s,cl52732 m/s,ct51363 m/s,s50.334; these
yields A51.466! are shown in Fig. 2 for different apex
angles. Following Ref. 1, they are presented as the ratio
cwat/cvac between the velocities of the first order localized
modes in immersed wedges and in the same wedges in
vacuum~solid curve!. Note that the slope of the theoretical
curve cwat/cvac displayed in Fig. 2 decreases as the wedge
angle increases. This reflects the fact that, according to Eqs.
~2! and~9!, the functioncwat/cvac is proportional toQ1/2. The
corresponding experimental results1 are displayed in the
same picture. It is clearly seen that the agreement between
the theory and the experiment is remarkably good, although
for values of the wedge apex angle larger than 30 degrees the
geometrical acoustics theory is not expected to be

accurate.5,6 The most likely reason for such a good agree-
ment is that, because of the presentation of the results in
terms of relative values of wedge wave velocity, as com-
pared with wedges in vacuum, the corresponding systematic
errors caused by the limits of applicability of thin plate
theory to plates of relatively high local thickness occurring
for large apex anglesQ are expected to be the same for
immersed wedges and for wedges in vacuum. Therefore,
they might cancel each other.

The velocities for brass wedges in water (rs58600
kg/m3, r f51000 kg/m3, cf51478 m/s; cl54350 m/s, ct

52127 m/s,s50.343; these yieldsB51.986! were calcu-
lated in the process of numerical solution of Eq.~12!. In
doing so, we introduced a small artificial damping under
square root in the second term of~12!—to avoid singularity
when the value of local flexural wave velocity becomes
equal to the velocity of sound in liquid. The results are
shown in Fig. 3 as the ratiocwat/cvac between the velocities
of the first order wedge mode in immersed wedges and in the
same wedges in vacuum~solid curve!. Note that a small local
minimum around Q547 degrees corresponding to the
damped singularity indicates the values of the apex angle
where the above theory is not accurate. It is not clear whether

FIG. 2. Theoretically calculated ratiocwat /cvac for Plexiglas wedges as a
function of the apex angle~solid curve!; points indicate the corresponding
experimental results Ref. 1.

FIG. 3. Theoretically calculated ratiocwat /cvac for brass wedges as a func-
tion of the apex angle~solid curve!; points indicate the corresponding ex-
perimental results Ref. 1.
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this small minimum is present in reality or it is just a se-
quence of limitation of the perturbational approach consid-
ered. The corresponding experimental results1 displayed in
the same picture fluctuate significantly due to experimental
errors and do not clarify this question. Therefore, there is no
point on this stage to investigate it in more detail. Regarding
the average behavior of experimental points, it is fair to say
that the agreement between the theory and the experiment in
Fig. 3 is good enough for wedge angles from 20 to 90 de-
grees used in the experiment. One can expect that the reason
for such a good agreement for brass wedges is the same as in
the case of Plexiglas wedges. Making more definite conclu-
sions on the limits of applicability of the simple thin plate
theory approximation for both these cases would require us-
ing more advanced theories of plate flexural vibrations that
goes beyond the scope of this paper.

III. CONCLUSIONS

Resuming the above, one can say that the geometrical
acoustics approach to the theory of localized vibration modes
in immersed solid wedges provides clear understanding of
the phenomena involved and gives results which are in good
agreement with the existing experiments for both subsonic
and supersonic regimes of wave propagation. In particular, it
has been demonstrated that for relative values of wedge
wave velocity, as compared with those for wedges in
vacuum, the theory provides good quantitative agreement
with the experiments on Plexiglas samples also for large val-
ues of the apex angle. A generalization of the theory to de-
scribe the effect of heavier wedge material and a supersonic
regime of wave propagation has been carried out. The results
show good agreement with the existing velocity measure-
ments for immersed brass wedges.

ACKNOWLEDGMENTS

The author would like to thank the referees of the paper
for useful comments and the Associate Editor, Professor A.

N. Norris, for his idea of deriving the analytical expression
~9! for velocities of localized vibration modes propagating in
wedges made of light materials.

1M. de Billy, ‘‘On the influence of loading on the velocity of guided acous-
tic waves in linear elastic wedges,’’ J. Acoust. Soc. Am.100, 659–662
~1996!.

2V. V. Krylov, ‘‘Propagation of wedge acoustic waves along wedges im-
bedded in water,’’ Proc IEEE Ultrasonics Symposium, Cannes, France,
Cat. #94, CHO 793–796~1994!.

3J. R. Chamuel, ‘‘Flexural edge waves along free and immersed elastic
waveguides,’’ in Review of Progress in Quantitative Nondestructive
Evaluation,Vol. 16, edited by D. O. Thompson and D. E. Chimenti~Proc.
16th Symp. Quant. Nondestruct. Eval., 28 July–2 August 1996, Brun-
swick, Maine! ~Plenum, New York, 1996!, pp. 129–136.

4A.-C. Hladky-Hennion, P. Langlet, and M. de Billy, ‘‘Finite element
analysis of the propagation of acoustic waves along waveguides immersed
in water,’’ J. Sound Vib.200, 519–530~1997!.

5V. V. Krylov, ‘‘Conditions for validity of the geometrical-acoustic ap-
proximation in application to waves in an acute-angle solid wedge,’’ Sov.
Phys. Acoust.35, 176–180~1989!.

6V. V. Krylov, ‘‘Geometrical-acoustics approach to the description of lo-
calized vibrational modes of an elastic solid wedge,’’ Sov. Phys. Tech.
Phys.35 , 137–140~1990!.

7V. V. Krylov and D. F. Parker, ‘‘Harmonic generation and parametric
mixing in wedge acoustic waves,’’ Wave Motion15, 185–200~1992!.

8P. E. Lagasse, I. M. Mason, and E. A. Ash, ‘‘Acoustic surface
waveguides—analysis and assessment,’’ IEEE Trans. Sonics Ultrason.20,
143–154~1973!.

9S. L. Moss, A. A. Maradudin, and S. L. Cunningham, ‘‘Vibrational edge
modes for wedges of arbitrary interior angles,’’ Phys. Rev. B8, 2999–
3008 ~1973!.

10J. McKenna, G. D. Boyd, and R. N. Thurston, ‘‘Plate theory solution for
guided flexural acoustic waves along the tip of a wedge,’’ IEEE Trans.
Sonics Ultrason.21, 178–186~1974!.

11M. C. Junger and D. Feit,Sound, Structures and their Interaction~Acous-
tical Society of America, Woodbury, NY, 1993!.

12D. G. Crighton, A. P. Dowling, J. E. Ffowcs Williams, M. Heckl, and F.
G. Lepington,Modern Methods in Analytical Acoustics~Springer-Verlag,
London, 1992!.

13Yu. A. Kravtsov and Yu. I. Orlov,Geometrical Optics of Inhomogeneous
Media, Springer Ser. Wave Phen., Vol. 6~Springer-Verlag, Berlin, 1990!.

770 770J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Victor V. Krylov: Wave velocities in wedges



Temporal deconvolution of laser-generated longitudinal acoustic
waves for optical characterization and precise longitudinal
acoustic velocity evaluation
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The laser thermoelastic generation of ultrasound is a promising technique with many potential
applications, but it is also a complicated process with many physical phenomena involved. Contrary
to a conventional piezoelectric transducer generation, which is a surface phenomenon, a laser
generation can activate acoustic sources within the material by optical penetration of the excitation
wavelength, resulting in asynchronous wave arrivals at a given point. More generally, in the ideal
case of a nondispersive isotropic material, the laser-ultrasonics displacement signals result from
temporal convolutions between optical penetration, laser pulse duration, and laser spot extension
effects. In this paper, a deconvolution technique is presented that extracts the laser pulse duration
contribution from the experimental displacement signals. This deconvolution scheme applied to
one-dimensional experiments, in which the laser excitation is spread over a sufficiently large area on
the front side of the sample, allows the measurement of the optical absorption coefficient of the
material at the excitation wavelength and also a precise evaluation of its longitudinal acoustic
velocity. © 1998 Acoustical Society of America.@S0001-4966~98!04701-8#

PACS numbers: 43.20.Ye, 43.20.Gp, 43.35.Yb@JEG#

INTRODUCTION

Because of its noncontact nature, the laser-ultrasonics
technique circumvents several important limitations of clas-
sical ultrasonics. But on the other hand, this technique, when
used in the nondestructive thermoelastic regime, is not very
efficient: Contrary to a highly directional acoustic source like
a piezoelectric transducer, for example, a laser-activated
thermoelastic source launches all types of acoustic waves in
all the directions of the half-space, which dramatically re-
duces the efficiency of the generation in one given direction.

The ability of the material under study to bury thermal
expansion sources has already been demonstrated to be a key
factor for an improved efficiency of the laser ultrasound
generation.1–3 Depending on the physical properties of the
material, this burying phenomenon can result from optical
penetration1,2 or thermal diffusion.1,3 It gives rise to pulse-
shaped longitudinal acoustic arrivals on the rear side of the
sample~the first of these pulses being called the precursor!,
and it transforms a rather unfavorable longitudinal wave
emissivity pattern into a highly directional one in the direc-
tion normal to the impinged surface.4

Thermal burying is usually a slow process compared to
characteristic acoustic durations: the thermal diffusion length
during an observation time of a fewms is only a fewmm.
Consequently, this process as the cause for larger precursors
can be observed only on materials that are highly thermally
conducting and highly optically opaque to the excitation
wavelength. Metals belong to this category, and they have
been at the center of the first theoretical works.3,5–7 On the
other hand, optical burying is an instantaneous process and,
depending on the matching of the excitation wavelength to
the optical properties of the material, optical penetrations of

tens or even hundreds ofmm can be reached, giving rise to
huge longitudinal acoustic pulses. Thermal burying then be-
comes negligible compared to optical burying, which gov-
erns completely the thermoelastic generation.

The temporal information present in the precursor gen-
erated by optical burying has already been studied,2,4,8 and
has been shown to result from temporal convolutions be-
tween the spatially distributed thermal expansion force~di-
rectly resulting from optical penetration! and the temporally
and spatially distributed laser excitation~i.e., the pulse dura-
tion and the spot size, respectively!. Optical characterization
through the temporal analysis of the precursor is thus a com-
plicated task, unless one can get rid of at least one of the two
convolutions related to the laser excitation. A solution in this
direction consists of focusing the laser beam so that the ex-
citation becomes spatially pointlike, but the risk of damaging
the sample obliges to use very low excitation energies and
the displacements are too weak to be measured. On the other
hand, extending the laser beam so that the irradiation can be
considered as uniformly distributed is a satisfactory alterna-
tive: If the spot size-related convolution is still present~it is
even extreme!, this experimental configuration can easily be
represented by a simple analytical one-dimensional~1-D!
model in which the spot size-related convolution still exists
but is no more apparent. In the following, we will develop
this model, show how we can get rid of the last laser
excitation-related convolution that is still apparent~i.e., the
pulse duration!, and present a technique of exploitation of
the temporal shape of the convolution-free precursor for the
quantitative evaluation of the optical penetration depth~or of
the optical absorption coefficient! of the material at the ex-
citation wavelength. Moreover, we will show that it is pos-
sible, with the help of the convolution-free normal displace-
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ment signal, to evaluate the longitudinal acoustic velocity of
the material with a precision of a few ‰, i.e., a precision
attainable with classical ultrasonics but which to our knowl-
edge has not yet been reached with laser-ultrasonics because
of convolution-related problems and also because of the
complexity of analyzing laser-ultrasonics signals in ‘‘non-1-
D’’ configurations. Finally, we will validate our characteriza-
tion schemes by performing two experiments with two dif-
ferent excitation durations~a ‘‘short’’ one and a ‘‘long’’ one!
on a material with well-known optical properties.

I. THEORY

A. The analytical 1-D model

Let us consider an infinite orthotropic plate, cut in such
a way that the normal to its surfaces is one of its principal
axes, and impinged on its front side by a uniformly distrib-
uted laser pulse. In this configuration, the displacement vec-
tor is normal to the surfaces, and the temperature elevation
and the mechanical displacement fields are functions of only
one space variable, the depth in the plate. With the assump-
tion of negligible thermal diffusion, the temperature eleva-
tion field Du reproduces the optical absorption space–time
profile within the plate; its analytical expression is

Du~z,t !5
bI 0

rCp
e2bzE

0

t

f ~t!dt. ~1!

In this expression,z is the depth in the plate, andt the time.
b, r, and Cp are physical properties of the plate, respec-
tively, its optical absorption coefficient at the excitation
wavelength, its density, and its specific heat.I 0 is the energy
per surface unit ‘‘entering’’ the plate, which is equal to (1
2R)I i , whereI i is the incident energy per surface unit emit-
ted by the excitation laser andR the reflection coefficient of
the impinged front side at the excitation wavelength. Finally,
the function f (t) is the temporal profile of the laser pulse;
this function is normalized through the relation:

E
0

`

f ~ t !dt51. ~2!

The componentuz normal to the surfaces of the mechanical
displacement field is obtained by the resolution of its acous-
tic wave propagation equation containing a thermal expan-
sion source term; this equation is

1

v2

]2uz

]t2 5
]2uz

]z2 2x
]~Du!

]z
. ~3!

In this equation,v is the longitudinal acoustic velocity of the
plate in thez direction, andx indicates an ‘‘apparent’’ ther-
mal expansion coefficient of the plate, related to its rigidity
and thermal expansion tensors@x5(3l12m)a/(l12m)
for the particular case of an isotropic material, wherel andm
are the Lame´ coefficients anda the linear thermal expansion
coefficient#. Equation~3!, plus the classical two initial con-
ditions:

uz50 and
]uz

]t
50 at t50 ~4!

and the classical two boundary conditions:

szz50 at z50 and z5L ~5!

@szz being the (z,z) component of the stress tensor andL the
thickness of the plate#, allows the determination of the ana-
lytical expression of the normal displacement fielduz(z,t).8

In the Laplace domain, this analytical expression is

Uz~z,s!5F~s!3Uz
0~z,s! ~6!

with

Uz
0~z,s!5u0

1/bv
~s/bv !221

3Fe2bL cosh~sz/v !2cosh„s~L2z!/v…

sinh~sL/v !

1
bv
s

e2bzG ~7!

and

u05
xI 0

rCp
. ~8!

In relations~6!–~8!, s is the Laplace variable,Uz(z,s) and
F(s) are the Laplace transforms ofuz(z,t) and f (t), respec-
tively, andu0 is a parameter group that has units of distance.
Relation ~6! shows that when the laser pulse becomes infi-
nitely short, f (t) becomes the Dirac function centered att
50, F(s) is equal to 1, andUz(z,s) is equal to the function
Uz

0(z,s) defined in~7!. Consequently,Uz
0(z,s) is the Laplace

transform of the normal displacement fielduz
0(z,t) that

would be generated in the plate if the laser excitation, instead
of presenting a temporal profilef (t) spread over a certain
duration, was strictly instantaneous.

B. Procedure to extract the pulse duration-related
convolution from the normal displacement curve

According to relation~6!, uz(z,t), which is the quantity
measured experimentally~z5L for a rear-side detection!, ap-
pears to be equal to the convolution product between the
temporal profilef (t) of the laser pulse and the normal dis-
placementuz

0(z,t) that would be observed at the same point
if the laser excitation was instantaneous:

uz~z,t !5 f ~ t !* uz
0~z,t !. ~9!

Then, a very simple way to cancel out the laser pulse dura-
tion effects in the experimental signal consists in deconvolv-
ing it as follows. The experimental temporal profilef (t) of
the laser pulse is recorded at the same time as the experimen-
tal normal displacement curveuz(z,t). As these two experi-
mental signals are recorded over the same duration with the
same sampling rate, a numerical Laplace transformation al-
gorithm @based on the fast Fourier transform~FFT! algo-
rithm# allows the evaluation of the Laplace transformsF(s)
andUz(z,s) over the same set$sn% of the Laplace variable. It
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is then possible to evaluate the Laplace transformUz
0(z,s)

over this set$sn% with the help of relation~6!, and to deduce
the convolution-free normal displacement curveuz

0(z,t) with
the help of a numerical inverse Laplace transformation algo-
rithm. That way, the curveuz

0(z,t) is evaluated over exactly
the same time sequence as the initial curveuz(z,t). This
deconvolution scheme has the advantage of involving the
experimental temporal profilef (t), so that no assumption
needs to be made about an approximate analytical expression
for it.

C. Evaluation of the longitudinal acoustic velocity
and of the optical absorption coefficient from
the convolution-free normal displacement curve

The analytical expression ofuz
0(z,t) can be determined

by analytical inverse Laplace transformation ofUz
0(z,s),8

this expression is

uz
0~z,t !5u03~uz

0!* ~z,t ! ~10!

with

~uz
0!* ~z,t !5e2bz

„cosh~bvt !21…1e2bL (
n50

`

HS t2
~2n11!L1z

v D sinhFbvS t2
~2n11!L1z

v D G
1e2bL (

n50

`

HS t2
~2n11!L2z

v D sinhFbvS t2
~2n11!L2z

v D G
2 (

n50

`

HS t2
2nL1z

v D sinhFbvS t2
2nL1z

v D G2 (
n50

`

HS t2
2~n11!L2z

v D sinhFbvS t2
2~n11!L2z

v D G ,
~11!

where the functionH(t) is the Heaviside function.
A dimensional analysis of expression~11! reveals that

the dimensionless normal displacement (uz
0)* (z,t) is a func-

tion of the two dimensionless space–time variablesz/L and
vt/L and of one dimensionless parameterbL5L/d ~d being
the optical penetration depth of the excitation wavelength in
the material! that compares the thickness of the plate to the
optical penetration. Figure 1 displays two dimensionless nor-
mal displacement curves (uz

0)* (z/L,vt/L,bL) on the rear
side (z/L51) of the plate: one for a weakly absorbing ma-
terial (bL51) and one for a strongly absorbing one (bL
510).

As can be seen in this figure, the normal displacement
on the rear side of the plate is a periodic function of time
with a period equal to 2L/v, and it exhibits peaks that are
related to the multiple longitudinal wave arrivals. These lon-
gitudinal peaks reach their maxima at times (2n11)L/v
~with n integer!, so that the time delay between two succes-
sive peaks is exactly 2L/v: this property thus allows a pre-
cise evaluation of the longitudinal acoustic velocityv.

Besides, the temporal broadening of the peaks appears to
be closely related to the optical penetration phenomenon: the
more the excitation wavelength penetrates in the material,
the larger the full width at half maximum~FWHM! of the
peaks. This temporal broadening related to the optical pen-
etration is easy to interpret.8 When the excitation wavelength
penetrates in the material down to a depthd, it instanta-
neously activates thermal expansion sources over this depth.
The normal displacement step functions emitted by these dis-
tributed sources arrive in an asynchronous way on the rear
side of the plate, and the time delay between the first step
function arrival ~coming from the source located atz5d!
and the last step function arrival~coming from the source

located atz50! is d/v. Hence this simple interpretation in-
dicates that the FWHM of the longitudinal peaks should be
proportional tod/v51/bv. This conclusion is confirmed by
a rigorous analytical study of expression~11!, which shows
that the FWHMDt1/2 is expressed as

Dt1/25
2

bv
lnS 2

11e2bLD . ~12!

The majority of our samples being opaque to the excitation
radiation, exp(2bL)!1, and expression~12! reduces to:

Dt1/25
ln 4

bv
~13!

FIG. 1. Dimensionless normal displacement curves on the rear side of the
plate for a weakly absorbing material (bL51) ~solid line!, and for a
strongly absorbing one (bL510) ~dashed line!.
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which allows the quantitative determination of the optical
absorption coefficientb from the experimental measurement
of the FWHM Dt1/2.

Finally, it appears in Fig. 1 that the amplitude of the
longitudinal peaks is also related to the value of the optical
absorption coefficient. This amplitudea0 can be derived
from expressions~10! and ~11!, and is

a05~12e2bL!u0 . ~14!

The amplitudea0 is thus in the general case a fraction of
the quantityu0 , this fraction (12e2bL) corresponding to
the portion of the ‘‘entered’’ radiative flux which is ab-
sorbed by the bulk of the plate. For samples that are opaque
to the excitation radiation, exp(2bL)!1, and the amplitude
a0 of the longitudinal peaks is exactly equal tou0 , the ex-
pression of which is given by~8!. This expression might then
be the starting point of a technique for the quantitative mea-
surement of the thermal expansion coefficienta through the
experimental evaluation of the amplitudea0 and the deriva-
tion of the value of the ‘‘apparent’’ thermal expansion co-
efficient x.

II. EXPERIMENT

A. The experimental apparatus

The experimental apparatus is sketched in Fig. 2. Its
main components are a pulsed Nd:YAG laser for the optical
generation of ultrasound on the front side of the sample, a
fast photodiode of 10-GHz bandpass for both triggering the
data acquisition and recording the temporal profile of the
laser pulse, a diverging lens of 10-cm focal distance for
spreading the laser irradiation over a sufficiently large area
on the front side of the sample so that the 1-D excitation
regime can be reached, an interferometric probe for the op-
tical detection of ultrasound on the rear side of the sample,
and a digital oscilloscope for the data acquisition.

The pulsed Nd:YAG laser is composed of an oscillator
part and an amplifier part. Depending on the voltage applied
to the flash lamp of the oscillator part, the duration of the
laser pulse can be varied from approximately 12 ns in the
nominal operation mode, which corresponds to the maxi-
mum voltage applicable to the lamp, to about 100 ns for very
low lamp voltages. This possibility of varying the pulse du-
ration will allow us in the following to observe the intensities

of the pulse duration-related convolutions in the experimen-
tal normal displacement signals, and to test our deconvolu-
tion scheme. Besides, the laser is used in a multimode con-
figuration instead of a monomode one for two reasons. First,
the emitted energy must be quite high, as this energy is
spread over a large area on the front side of the sample.
Second, the multimode configuration, after the propagation
of the laser beam through the amplifier Nd:YAG rod and
then over a distance of approximately 2 m in theambient air,
produces a laser beam with a quite uniform energy surface
distribution over a disk approximately 6 mm in diameter,
which is quite appropriate for a 1-D excitation.

The interferometric probe is an Ultra-Optec OP35-I/O
heterodyne interferometer that can perform quantitative mea-
surements of both normal and parallel~in one given direc-
tion! displacements as functions of time over an area as small
as a focused He–Ne laser beam. The detection limit of this
interferometer is of the order of the Å, and its bandpass
spreads from 1 kHz to 35 MHz.

Finally, the LeCroy 9450A digital oscilloscope records
the signals with a sampling period of 2.5 ns, digitizes them
over 16 bits, and averages them.

In the two experiments that follow, the sample used is a
3.0-mm-thick plate made of a Schott NG-9 colored glass.
The optical absorption coefficient of this material at the
Nd:YAG wavelength is given by the manufacturer to beb
53000 m21.

B. First experiment—‘‘short’’ pulse duration

For this experiment, the nominal operation mode voltage
was applied to the oscillator flash lamp, producing a laser
pulse with an energy of 162 mJ. With such a laser intensity,
the diverging lens could be placed at quite a large distance
~approximately 30 cm! from the sample, ensuring an impor-
tant spatial spreading of the laser beam while still keeping a
good signal-to-noise ratio for the normal displacement detec-
tion.

As explained earlier, the experimental temporal profile
of the laser pulse and the experimental normal displacement
curve were recorded over the same duration with the same
sampling rate. Figure 3 displays the former curve, as given

FIG. 2. Sketch of the experimental apparatus.

FIG. 3. ‘‘Short’’ pulse duration experiment, experimental temporal profile
of the laser pulse.
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by the fast photodiode. The duration of the recording of this
curve ~equal to 2.5ms!, imposed by the duration of the re-
cording of the normal displacement curve, may look inad-
equate to the optimal determination of the temporal profile of
the laser pulse, but it is to be reminded that no information
was lost during this recording, since the sampling period of
the digital oscilloscope for such recording durations remains
equal to 2.5 ns. An enlargement of Fig. 3 over the time
interval 220 ns<t<100 ns is shown in Fig. 4. From this
figure, the FWHM of the pulse can be correctly evaluated: it
is 14 ns.

In order for the experimental profile of Fig. 3 to become
the normalized profilef (t) of relations~1!, ~2!, and ~9!, it
was first shifted in the voltage direction~in order for its
ground level to be brought to 0!, then divided by its integral
over the whole recording duration. Finally, a numerical
Laplace transformation was applied to it. The experimental
normal displacement curve recorded on the rear side of the
sample is displayed in Fig. 5. This curve exhibits two intense
longitudinal peaks that, for the moment, result from temporal
convolutions between optical penetration and laser pulse du-
ration effects.
In order to study to which extent the finite size of the surface
irradiation affects the temporal features of the two longitudi-
nal peaks, we simulated the experiment with the help of a

quasianalytical 3-D simulation model.9 This model solves
the acoustic wave propagation equations containing thermal
expansion source terms over an infinite plate of finite thick-
ness with the restrictive assumptions of an axisymmetrical
configuration and negligible thermal diffusion. The radial
and normal displacement fields are derived analytically in
the Hankel and Laplace spaces, and the only numerical step
consists in performing numerical inverse Hankel and Laplace
transformations to bring back the two displacement fields in
the real spaces. A dimensional study of the acoustic wave
propagation equations shows that, in the case of a uniformly
distributed laser pulse impinging on the front side of an iso-
tropic sample over a disk of radiusS, the mechanical dis-
placement fieldu can be expressed as

u~r ,z,t !5u03u* ~r ,z,t !. ~15!

In this relation,r is the radial space coordinate, and the quan-
tity u0 has units of distance, so that the mechanical displace-
ment fieldu* is dimensionless. The expression ofu0 is given
in ~8!, but this time the energy per surface unit ‘‘entering’’
the plateI 0 is limited to the irradiation disk and hence is
equal toE0 /pS2 where E0 is the energy ‘‘entering’’ the
plate. Finally, the dimensionless fieldu* can be shown to be
a function of seven dimensionless parameters:~i! the three
dimensionless space and time variablesr /S, z/L, andvt/L,
~ii ! one dimensionless parameter related to the acoustic prop-
erties of the material, namely its Poisson coefficientn, and
~iii ! three dimensionless parametersS/L, bL, andvt/L ~t
being a characteristic time of the temporal profile of the laser
pulse9! that fully describe the features of the laser excitation.
Further details about the model are reported in the Appendix.

The Poisson coefficientn of our glass sample was evalu-
ated to be 0.22 through classical piezoelectric transducer
measurements of the longitudinal and shear acoustic veloci-
ties. Concerning the irradiation radiusS, this quantity was
estimated with the help of very simple geometrical optics.
The sample being located a distanced away from the diverg-
ing lens of focal distancef , the radiusS of the beam im-
pinging on the sample is related to the ones at the entrance
of the diverging lens through the relation:

S

s
511

d

f
. ~16!

The values of the experiment~s53 mm, d530 cm, andf
510 cm! yieldedS512 mm. Finally, the characteristic time
t of the temporal profile of the laser pulse was derived from
its FWHM9 and was found to be 5.7 ns. All the data of the
experiment being known, we calculated with the help of the
3-D simulation model the theoretical dimensionless normal
displacement curve at the epicenter on the rear side of the
sampleuz* (r /S50, z/L51,vt/L) generated by the uniform
irradiation of its front side over a disk of radiusS, and com-
pared this curve to the one that would be obtained in the case
of a truly uniformly distributed laser pulse presenting the
same energy surface density@expressions~6!–~8! of the 1-D
model#. This comparison is displayed in Fig. 6.

One notices first that the top curve of Fig. 6 is very
similar to the experimental one of Fig. 5, which is a good
sign of the validity of the parameters entered as data of the

FIG. 4. Enlargement of Fig. 3 over the time interval220 ns<t<100 ns.

FIG. 5. Experimental normal displacement curve recorded on the rear side
of the sample.
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3-D simulation model. Second, the bottom curve of Fig. 6
reveals that the normal displacement generated by the finite
extension irradiation deviates from the 1-D model only after
a dimensionless timevT/L that is approximately equal to 4
in Fig. 6 and that can be guessed to be a growth function of
the laser spot extension dimensionless parameterS/L. These
preceding two results could be expected. In an isotropic ma-
terial, the acoustic information propagates with a velocity
that cannot exceed the longitudinal acoustic velocityv. Con-
sequently, from the point of view of the mechanical displace-
ment at a given point of the sample, there is no difference
between a uniform irradiation over a finite extensionS and a
truly uniformly distributed irradiation as long as there has
not been enough time for the mechanical effects of the ther-
mal expansion sources located outsideS in the 1-D configu-
ration to reach the point. In the case of a uniform irradiation
over a disk of radiusS, the mechanical displacement at the
epicenter on the rear side of the sample is not different from
the one that would result from a truly uniformly distributed
excitation until a timeT defined by

T5
AL21S2

v
, i.e.,

vT

L
5A11S S

L D 2

. ~17!

The laser spot extension dimensionless parameterS/L of the
experiment is 4, and relation~17! gives vT/L'4.1, which
means that the extension of the laser excitation in the experi-
ment is sufficient to ensure that the normal displacement
recorded at the epicenter on the rear side of the sample will
not deviate from the 1-D model before a timeT equal to 4.1
times the delay for a longitudinal trip through the sample.
Consequently, the first two longitudinal arrivals will not be
affected by ‘‘non-1-D’’ effects. Indeed, the two peaks set
apart, the experimental normal displacement of Fig. 5 re-
mains approximately equal to 0 over the time interval 0<t
<2300 ns that includes the two peaks. The ‘‘non-1-D’’ ef-
fects, which are related to the finite size and also the imper-
fect uniformity of the surface irradiation, start to affect the
experimental normal displacement signal att52300 ns, in-

ducing important negative displacements that constitute the
‘‘wash.’’

A numerical Laplace transformation was applied to the
experimental normal displacement curve of Fig. 5, this
Laplace transform was then divided by the one of the experi-
mental temporal profile of Fig. 3, and finally the
convolution-free normal displacement curve was constructed
with the help of a numerical inverse Laplace transformation.

Figure 7 compares the convolution-free normal displace-
ment curve to the initial experimental curve of Fig. 5. First,
one notices that the convolution-free curve is slightly noisier
than the experimental one. This noise emergence is a direct
consequence of the division of the Laplace transform of the
experimental normal displacement curve by the one of the
experimental temporal profile of the laser pulse, which re-
sults in an amplification of the high frequencies whereas the
low frequencies are unchanged. Hence the high-frequency
noise of the experiment happens to be amplified by the de-
convolution operation. Second, one notices that the peaks of
the convolution-free curve are larger and narrower than the
ones of the experimental curve. Here again, these two points
are direct consequences of the deconvolution operation:
When the energy of the laser pulse is released instanta-
neously instead of over a certain duration, the longitudinal
peaks are no longer flattened and broadened by temporal
convolution ef-

FIG. 6. Finite extension of the laser excitation and deviation from the 1-D
model, theoretical dimensionless normal displacement curve at the epicenter
on the rear side of the sample generated by the uniform irradiation of its
front side over a disk of radiusS ~top curve, left scale!, and this curve minus
the one that would be obtained in the case of a truly uniformly distributed
laser pulse presenting the same energy surface density~bottom curve, right
scale!.

FIG. 7. Comparison of the convolution-free normal displacement curve~top
curve, left scale! to the initial experimental curve of Fig. 5~bottom curve,
right scale!.

FIG. 8. Enlargement of Fig. 7 over the time interval 200 ns<t<900 ns.
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fects. The FWHMs of the two longitudinal peaks before and
after the deconvolution can readily be evaluated from Figs. 8
and 9, which are enlargements of the peaks of Fig. 7. The
results are summarized in Table I: one can see that the de-
convolution scheme reduces the FWHMs in a proportion of
approximately 19%.

One also notices in Figs. 8 and 9 that the peaks of the
convolution-free curve are slightly shifted to the left with
respect to the ones of the experimental curve. This point
could also be expected from the deconvolution operation,
although the exact quantity of the shift is not a reliable value
because of the imprecision in the definition of the time origin
in the experimental temporal profile of the laser pulse. More
generally, the absolute times of the experiments are not pre-
cisely defined because of an uncontrollable delay~of ap-
proximately 180 ns! induced by the demodulation unit of the
interferometric probe in the recordings. On the other hand,
the relative times are accurately measured and, reminding
that two successive peaks of the convolution-free curve are
separated by a delay of exactly 2L/v, this quantity 2L/v can
be determined with very good precision. For this evaluation,
we used a cross-correlation technique based on the function:

F~t!5E
t1

t2
uz

0~L,t !uz
0~L,t1t!dt. ~18!

In this expression,uz
0(L,t) is the experimental convolution-

free normal displacement curve, and the time interval@ t1 ,t2#
is the interval of occurrence of the first longitudinal peak. A
plot of the functionF~t! is displayed in Fig. 10. This plot
exhibits an intense and quite symmetrical peak centered at
t51.117ms, which corresponds to the experimental evalu-
ation of 2L/v. Moreover, this value can be determined with
an absolute precision of65 ns, i.e., a relative precision of
65‰. The quality of the evaluation of the longitudinal
acoustic velocityv is then dependent upon the precision of

the measurement of the thicknessL of the sample. This mea-
surement was performed again with a finer apparatus, giving
L53.040 mm63 mm, i.e., L53.040 mm61‰, and the
value of the longitudinal velocity was derived:v
55443 m/s66‰.

Finally, the knowledge of the value ofv and the mea-
surement of the FWHMs of the longitudinal peaks of the
experimental convolution-free normal displacement curve al-
low the experimental evaluation of the optical absorption
coefficient b through relation~13!. Taking Dt1/25112 ns,
one obtainsb52300 m21. Figure 11 confronts the experi-
mental convolution-free normal displacement curve to the
one obtained from the analytical expression~11! of the nor-
mal displacement with the values derived previously forb,
v, andL. A very satisfactory agreement between experiment
and theory is observed, which gives credit to our evaluations
of both the optical absorption coefficient and the longitudinal
acoustic velocity.

C. Second experiment—‘‘long’’ pulse duration

In order to test our deconvolution scheme in the case of
more serious laser pulse duration effects, another experiment
was performed on the colored glass sample with a lower

FIG. 9. Enlargement of Fig. 7 over the time interval 1300 ns<t<2000 ns. FIG. 10. Plot of the cross-correlation functionF~t!.

FIG. 11. Confrontation of the experimental convolution-free normal dis-
placement curve~dashed line! to the one obtained from the analytical ex-
pression of the normal displacement with the values derived forb, v, andL
~solid line!.

TABLE I. ‘‘Short’’ pulse duration experiment, FWHMs of the two longi-
tudinal peaks before and after the deconvolution.

First peak Second peak

Before deconvolution 137 ns 139 ns
After deconvolution 110 ns 114 ns
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voltage applied to the oscillator flash lamp. This time, the
laser pulse was only 63 mJ in energy, and, to compensate for
this energy decrease and to keep a good signal-to-noise ratio
for the normal displacement detection, the diverging lens had
to be brought closer to the sample, at a distance of approxi-
mately 10 cm.

The same procedure as the one presented for the exploi-
tation of the ‘‘short’’ pulse duration experiment was used
here. Figure 12 displays an enlargement over the time inter-
val 240 ns<t<200 ns of the experimental temporal profile
of the laser pulse: the FWHM of the pulse is 45 ns, which
this time is not small compared to the FWHMs of the
convolution-free longitudinal peaks.

The experimental normal displacement curve observed
on the rear side of the sample is shown in Fig. 13. As the
diverging lens was brought closer to the sample, the laser
irradiation was not as well distributed over its front side as in
the preceding experiment, resulting in an earlier emergence
of ‘‘non-1-D’’ negative normal displacements aftert
51200 ns. This point is confirmed by the theory developed
in the preceding section. The radiusS of the laser excitation
can be evaluated with the help of relation~16!. The values of
the experiment ~s53 mm and d5 f 510 cm! yield S
56 mm. The laser spot extension dimensionless parameter

S/L is then 2, and formula~17! allows the evaluation of the
dimensionless timevT/L at which ‘‘non-1-D’’ effects start
to alter the shape of the normal displacement curve: this
dimensionless timevT/L is approximately 2.2. Conse-
quently, the second longitudinal peak of Fig. 13 lies in the
‘‘wash’’ part of the signal, which is the part affected by
‘‘non-1-D’’ effects. But on the other hand, the time interval
of occurrence of the first longitudinal peak is anterior to the
emergence of the ‘‘wash,’’ and it is reasonable to assume
that this peak has not been affected by ‘‘non-1-D’’ effects.
We will thus in the following concentrate on the first longi-
tudinal peak of Fig. 13.

The pulse duration being longer than in the preceding
experiment, its frequency spectrum spreads over a smaller
frequency range. Consequently, the phenomenon of experi-
mental noise amplification induced by the division of the
Laplace transform of the experimental normal displacement
curve by the one of the experimental temporal profile of the
laser pulse starts at lower frequencies. In the preceding ex-
periment, the normal displacement signal was ‘‘naturally’’
filtered by the cut-off frequency~35 MHz! of the interfero-
metric probe. Here, we had to perform an additional numeri-
cal filtering of the normal displacement signal with a cut-off
frequency of 12 MHz in order to circumvent the noise am-
plification problem over the frequency range spreading from
12 to 35 MHz. Figure 14 displays the filtered normal dis-
placement curve and the difference between this curve and
the initial experimental one of Fig. 13. Figure 15 compares
the convolution-free normal displacement curve to the fil-
tered one of Fig. 14. The same remarks as the ones for the
preceding experiment can be made about the noise of the
convolution-free curve and the heights and widths and time
positions of its longitudinal peaks. Concerning the FWHM of
the first peak, this quantity goes from 175 ns on the filtered
curve to 143 ns on the convolution-free one. The FWHM of
the convolution-free curve is thus quite different from the
one measured in the preceding experiment~112 ns!, which is
inconsistent with the theory developed previously. But in the
‘‘long’’ pulse experiment, we had to filter the experimental
normal displacement curve of Fig. 13 with a cut-off fre-
quency of 12 MHz, and doing so, we also filtered the
convolution-free

FIG. 12. ‘‘Long’’ pulse duration experiment, enlargement over the time
interval240 ns<t<200 ns of the experimental temporal profile of the laser
pulse.

FIG. 13. Experimental normal displacement curve observed on the rear side
of the sample.

FIG. 14. Filtered normal displacement curve~top curve, left scale! and the
difference between this curve and the initial experimental one of Fig. 13
~bottom curve, right scale!.
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curve of Fig. 15. The discrepancy between the FWHM val-
ues of the two experiments is then maybe due to the fact that
the contributions of the frequencies lying in the range be-
tween 12 and 35 MHz to the signal are lost in the ‘‘long’’
pulse experiment. In order to check the validity of this inter-
pretation, we kept the values ofb andv found in the preced-
ing experiment, we calculated the theoretical convolution-
free normal displacement curve from its analytical
expression~11!, and we filtered this curve with a cut-off
frequency of 12 MHz. The confrontation of the theoretical
filtered convolution-free normal displacement curve to the
experimental one is shown in Fig. 16. The very good agree-
ment that is obtained between the temporal shapes of the first
longitudinal peaks of these two curves confirms our previous
evaluations ofb andv.

III. DISCUSSION AND CONCLUSION

If there cannot be any doubt about the evaluation of the
longitudinal acoustic velocityv, on the other hand the opti-
cal absorption coefficientb measured experimentally
(2300 m21) differs quite significantly from the value given
by the manufacturer (3000 m21). In order to solve this am-
biguity, we evaluated the optical absorption coefficient with

a purely optical method consisting in the measurement of the
radiative flux transmitted through the sample. The transmis-
sion being weak~of the order of a few ‰!, this measurement
was performed with the help of an intensity-modulated
Nd:YAG laser and a lock-in detection. The transmission of
the sample and the reflection coefficients of its two surfaces
were evaluated to be 1.5‰ and 3%, respectively~the reflec-
tion coefficients of the two surfaces were checked to be equal
within the experimental precision!, and from these values the
internal transmission of the sample was calculated to be
1.6‰. This internal transmission being equal to exp(2bL), a
new evaluation of the optical absorption coefficientb was
derived: 2100 m21, which is much nearer to our laser-
ultrasonics evaluation than to the value given by the manu-
facturer.

In conclusion, our deconvolution scheme has proved to
be an efficient technique that allows us to extract one of the
temporal convolutions that take place in a laser-ultrasonics
experiment. As underlined earlier, some precautions need to
be taken when dealing with ‘‘long’’ pulse durations~‘‘long’’
meaning that the FWHM of the pulse is not small compared
to the FWHM, given by expression~13!, of the convolution-
free longitudinal peaks!, some additional numerical low-pass
filtering may be necessary in order to circumvent the noise
amplification phenomenon that affects lower and lower fre-
quencies as the pulse duration is longer, and an obvious con-
clusion of that point is that the shorter the pulse duration, the
easier and more efficient the deconvolution. Nevertheless,
even with the shortest pulse duration attainable with our gen-
eration laser, the deconvolution has been shown to reduce
substantially the FWHMs of the experimental longitudinal
peaks, which allowed a better evaluation of the optical ab-
sorption coefficient as well as a very precise determination of
the longitudinal acoustic velocity. We plan in the future to
make use of this temporal deconvolution ability to derive
experimental signals that are more directly affected and thus
more ‘‘sensitive’’ to material-related physical phenomena
such as the viscosity-induced acoustic dispersion in poly-
mers, for example.

APPENDIX: DESCRIPTION OF OUR
QUASIANALYTICAL 3-D MODEL FOR THE
SIMULATION OF THE THERMOELASTIC
GENERATION OF ULTRASOUND

For the purpose of simplicity, we will present the prin-
ciple of resolution of the acoustic wave propagation equa-
tions in the case of an isotropic material. The following
mathematical developments can easily be extended to the
case of an anisotropic material presenting a cylindrical sym-
metry of axis (Oz).

Let us consider an infinite plate of thicknessL impinged
on its front side by a laser excitation presenting a radial
symmetry. The configuration of the problem being axisym-
metrical, we will in the following make use of the cylindrical
coordinates (r ,z). With the assumption of negligible thermal
diffusion, the temperature elevation fieldDu is simply the
integration over time of the optically induced thermal source
divided byrCp ; the analytical expression ofDu is

FIG. 15. Comparison of the convolution-free normal displacement curve
~top curve, left scale! to the filtered one of Fig. 14~bottom curve, right
scale!.

FIG. 16. Confrontation of the theoretical filtered convolution-free normal
displacement curve~solid line! to the experimental one~dashed line!.
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Du~r ,z,t !5
bE0

rCp
e2bzg~r !E

0

t

f ~t!dt. ~A1!

In this expression,E0 is the energy ‘‘entering’’ the plate,
which is equal to (12R) Ei , whereEi is the incident energy
emitted by the excitation laser andR the reflection coeffi-
cient of the impinged front side at the excitation wavelength.
The functionsg(r ) and f (t) are the radial and temporal pro-
files of the laser pulse; these two functions are normalized
through the relations:

E
0

`

g~r !2prdr 51 and E
0

`

f ~ t !dt51. ~A2!

The radial componentur and the normal componentuz of the
mechanical displacement field are obtained by the resolution
of the following two acoustic wave propagation equations
containing thermal expansion source terms:

r
]2ur

]t2 5c11S ]2ur

]r 2 1
1

r

]ur

]r
2

ur

r 2D1c44

]2ur

]z2 1~c112c44!

3
]2uz

]r ]z
2~3c1124c44!a

]~Du!

]r
, ~A3!

r
]2uz

]t2 5c44S ]2uz

]r 2 1
1

r

]uz

]r D1c11

]2uz

]z2 1~c112c44!

3S ]2ur

]r ]z
1

1

r

]ur

]z D2~3c1124c44!a
]~Du!

]z
. ~A4!

In these two equations,c11 and c44 are the two principal
components of the rigidity tensor@c# ~written with the two-
index notation! of the isotropic material, anda is the linear
thermal expansion coefficient of the material.

As a first step, we rewrite expression~A1! and Eqs.~A3!
and ~A4! with the help of dimensionless parameters. Intro-
ducing the dimensionless space and time variablesr * 5r /S
~S being a characteristic length in ther direction!, z* 5z/L
and t* 5vt/L @v being the longitudinal acoustic velocity of
the material, equal to (c11/r)1/2#, and defining a dimension-
less parameterb* 5bL measuring the degree of opaqueness
of the sample, the temperature elevation fieldDu can be re-
written in a dimensionless way by introducing the following
three quantities:

Du05
bE0

rCppS2 , ~A5!

g* ~r * !5pS2g~r !5pS2g~Sr * !, ~A6!

w* ~ t* !5
L

v
f ~ t !5

L

v
f S L

v
t* D . ~A7!

One can note that the quantityDu0 has units of temperature
and that, unlike the functionsg(r ) and f (t), the functions
g* (r * ) and w* (t* ) are dimensionless. The dimensionless
temperature elevation fieldDu* 5Du/Du0 , when expressed
with the help of the functionsg* (r * ) andw* (t* ), takes the
following form:

Du* ~r * ,z* ,t* !5e2b* z* g* ~r * !E
0

t*
w* ~t* !dt* . ~A8!

The same procedure can be applied to the two acoustic wave
propagation equations~A3! and ~A4!. Introducing the quan-
tity:

u05
xE0

rCppS2 5
3c1124c44

c11

aE0

rCppS2 ~A9!

which has units of distance, the two equations governing the
dimensionless radial displacement fieldur* 5ur /u0 and the
dimensionless normal displacement fielduz* 5uz /u0 can be
derived from Eqs.~A3! and ~A4!; they take the following
forms:

]2ur*

]t* 2 5
1

S* 2 S ]2ur*

]r * 2 1
1

r *

]ur*

]r *
2

ur*

r * 2D 1c*
]2ur*

]z* 2

1
12c*

S*

]2uz*

]r * ]z*
2

b*

S*
]~Du* !

]r *
, ~A10!

]2uz*

]t* 2 5
c*

S* 2 S ]2uz*

]r * 2 1
1

r *

]uz*

]r * D 1
]2uz*

]z* 2

1
12c*

S* S ]2ur*

]r * ]z*
1

1

r *

]ur*

]z* D 2b*
]~Du* !

]z*

~A11!

in which two additional dimensionless parameters have been
introduced: a geometrical parameterS* 5S/L and a mate-
rial parameterc* 5c44/c11 related to the Poisson coefficient
n through the relationc* 5(2n21)/(2n22).

Equations~A10! and ~A11! are solved in the Laplace
and Hankel spaces. Applying a Laplace transformation~de-
noted L! and a Hankel transformation of order 1~denoted
H1! to Eq.~A10!, and a Laplace transformation and a Hankel
transformation of order 0~denotedH0! to Eq. ~A11!, and
introducing the following notations:

Ur* ~j* ,z* ,s* !5LH1@ur* ~r * ,z* ,t* !#, ~A12!

Uz* ~j* ,z* ,s* !5LH0@uz* ~r * ,z* ,t* !#, ~A13!

DQ* ~j* ,z* ,s* !5LH0@Du* ~r * ,z* ,t* !#

5
G* F*

s*
e2b* z* , ~A14!

with

G* ~j* !5H0@g* ~r * !# ~A15!

and

F* ~s* !5L@w* ~ t* !# ~A16!

in which j* is the dimensionless Hankel variable ands* is
the dimensionless Laplace variable, one comes to the follow-
ing two equations:

c*
]2Ur*

]z* 2 2~12c* !
j*

S*

]Uz*

]z*
2Xs* 21S j*

S* D 2CUr*

52b*
j*

S*
DQ* 52b*

j*

S*
G* F*

s*
e2b* z* , ~A17!
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]2Uz*

]z* 2 1~12c* !
j*

S*

]Ur*

]z*
2Xs* 21c* S j*

S* D 2CUz*

5b*
]~DQ* !

]z*
52b* 2

G* F*

s*
e2b* z* . ~A18!

This differential system@~A17!,~A18!# is easy to integrate.
Its general solution (Ur* ,Uz* ) can be expressed in the fol-
lowing way:

Ur* 5
j*

S* ~2Zp1* em1* z* 1Zm1* e2m1* z* !

1m2* ~Rp2* em2* z* 1Rm2* e2m2* z* !1R0* e2b* z* ,

~A19!

Uz* 5m1* ~Zp1* em1* z* 1Zm1* e2m1* z* !1
j*

S*

3~2Rp2* em2* z* 1Rm2* e2m2* z* !1Z0* e2b* z* ,

~A20!

in which we have introduced the following notations:

m1* ~j* ,s* !5AS j*

S* D 2

1s* 2, ~A21!

m2* ~j* ,s* !5AS j*

S* D 2

1
s* 2

c*
, ~A22!

R0* ~j* ,s* !5
b*

m1*
22b* 2

j*

S*
G* F*

s*
, ~A23!

Z0* ~j* ,s* !5
b* 2

m1*
22b* 2

G* F*

s*
~A24!

and in which the quantitiesZp1* , Zm1* , Rp2* , andRm2* are
four constants of integration~functions ofj* ands* ! to be
determined.

These four constants of integration are evaluated with
the help of the four boundary conditions of the problem.

These conditions of zero mechanical stress on each boundary
surface of the plate yield the following equations:

s rz5c44S ]ur

]z
1

]uz

]r D50 at z50 and z5L, ~A25!

szz5~c1122c44!S ]ur

]r
1

ur

r D1c11

]uz

]z
2~3c1124c44!

3aDu50 at z50 and z5L, ~A26!

in which s rz and szz are, respectively, the (r ,z) and the
(z,z) components of the stress tensor. Rewriting condition
~A25! in a dimensionless way and then applying aLH1

transformation to the resulting dimensionless equation
yields:

]Ur*

]z*
2

j*

S*
Uz* 50 at z* 50 and z* 51. ~A27!

In a similar fashion, rewriting condition~A26! in a dimen-
sionless way and then applying aLH0 transformation to the
resulting dimensionless equation yields:

~122c* !
j*

S*
Ur* 1

]Uz*

]z*
2b* DQ* 50

at z* 50 and z* 51. ~A28!

The four boundary conditions@~A27!,~A28!# written with the
analytical expressions~A19! and ~A20! of Ur* andUz* lead
to a linear system of four equations allowing the evaluation
of the four constants of integrationZp1* , Zm1* , Rp2* , and
Rm2* . This system can be expressed in the following matrix
form:

@A#–x5b. ~A29!

In this matrix equation, the vector

x5S Zp1*

Zm1*

Rp2*

Rm2*
D ~A30!

FIG. A1. Radial displacement curves on the rear side of the Schott BG-18 colored glass sample at the epicenter, comparison of the calculated curve~dashed
line, right scale! to the experimental one~solid line, left scale!.
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is the unknown and the matrix@A# and the vectorb are

@A#5S A11 A11 A13 2A13

A11e
m1* A11e

2m1* A13e
m2* 2A13e

2m2*

A31 2A31 A33 A33

A31e
m1* 2A31e

2m1* A33e
m2* A33e

2m2*
D

and

b5S b1

b1e2b*

b3

b3e2b*
D , ~A31!

in which we have introduced the following notations:

A11522m1*
j*

S*
, ~A32!

A135m2*
21S j*

S* D 2

, ~A33!

A315m1*
22~122c* !S j*

S* D 2

, ~A34!

A33522c* m2*
j*

S*
, ~A35!

b15b* R0* 1
j*

S*
Z0* , ~A36!

b35
m1*

2

b*
Z0* 2~122c* !

j*

S*
R0* . ~A37!

The problem is thus completely solved. Once the sample and
the excitation laser are chosen, one can evaluate the three
dimensionless parametersc* , S* ~the characteristic length
S in the r direction being taken to be, say, a measure of the
size of the laser spot!, andb* . One can also determine the
radial profileg(r ) and the temporal profilef (t) of the laser
excitation, and derive the values of the dimensionless trans-

formed profilesG* (j* ) andF* (s* ). Then, for any value of
the dimensionless depthz* within the sample and of the two
dimensionless spectral variablesj* ands* , it is possible to
calculate the values ofUr* (j* ,z* ,s* ) and Uz* (j* ,z* ,s* )
using the mathematical developments presented above. The
last step in the resolution of the problem is also the only
purely numerical step of the model: it consists in applying
numerical inverseLH1 transformations toUr* (j* ,z* ,s* )
and numerical inverse LH0 transformations to
Uz* (j* ,z* ,s* ) in order to reach the real dimensionless dis-
placementsur* and uz* in the real dimensionless spaces
(r * ,z* ,t* ).

Concerning the radial profileg(r ) of the laser excitation,
two particular cases are worth considering because of their
important practical applications: first, the Gaussian irradia-
tion ~produced by a monomode excitation!, and second, the
uniform irradiation over a disk~produced, with a certain de-
gree of approximation, by a multimode excitation!. In the
case of a Gaussian irradiation, the functiong(r ) has the fol-
lowing expression:

g~r !5
1

pS2 e2~r /S!2
, ~A38!

in which S has been chosen as the radius at 1/e of the Gauss-
ian profile. With the help of relations~A6! and ~A15!, one
can derive the expressions of the dimensionless radial profile
g* (r * ) and of itsH0-transformG* (j* ); these expressions
are

g* ~r * !5e2r* 2
, ~A39!

G* ~j* !5E
0

`

g* ~r * !J0~j* r * !r * dr* 5 1
2 e2j* 2/4.

~A40!

In the case of a uniform irradiation over a disk, the function
g(r ) has the following expression:

g~r !5H 1

pS2 , for 0<r<S

0, for r .S,
~A41!

FIG. A2. Normal displacement curves on the rear side of the Schott BG-18 colored glass sample at the epicenter, comparison of the calculated curve~dashed
line, right scale! to the experimental one~solid line, left scale!.
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in which S, this time, has been chosen as the radius of the
irradiation disk. Here again, with the help of relations~A6!
and~A15!, one can derive the expressions of the dimension-
less radial profileg* (r * ) and of itsH0-transformG* (j* );
these expressions are

g* ~r * !5 H1, for 0<r * <1,
0, for r * .1, ~A42!

G* ~j* !5E
0

`

g* ~r * !J0~j* r * !r * dr* 5
J1~j* !

j*
.

~A43!

Concerning the temporal profilef (t) of the laser excitation,
for most applications involving irradiations fromQ-switched
lasers, this profile may reasonably be represented by the fol-
lowing analytical expression:

f ~ t !5
t

t2 e2t/t. ~A44!

In this expression,t is the rise time of the laser pulse, and the
full width at half-maximum~FWHM! of the pulse is given
by FWHM'2.45t. With the help of relations~A7! and
~A16!, one can derive the expressions of the dimensionless
temporal profilew* (t* ) and of its L-transform F* (s* );
these expressions are

w* ~ t* !5
t*

t* 2 e2t* /t* , ~A45!

F* ~s* !5E
0

`

w* ~ t* !e2s* t* dt* 5
1

~11t* s* !2 , ~A46!

in which we have introduced a new dimensionless parameter
t* 5vt/L that compares the rise time of the laser pulse to
the duration of a longitudinal trip through the sample. Con-
sequently, in the case of an isotropic material, the dimension-
less radial and normal displacement fieldsur* and uz* are
functions of~i! the three dimensionless space and time vari-
ablesr * , z* , and t* , ~ii ! one dimensionless parameterc*
related to the acoustic properties of the material, and~iii !
three dimensionless parametersS* , b* , and t* that fully
describe the features of the laser excitation.

If the material is not isotropic but presents a cylindrical
symmetry of axis (Oz), the mathematical resolution de-
scribed above becomes more tedious but nevertheless can
still be made. Under these circumstances, not one but five
dimensionless parameters describe the anisotropy of the ma-
terial. These five dimensionless parameters arec1*
5c11/c33, c2* 5c12/c33, c3* 5c13/c33, c4* 5c44/c33, and
a* 5a r /az in which the ci j are the five principal compo-
nents of the rigidity tensor@c# ~written with the two-index
notation! of the hexagonal crystal describing the anisotropy
of the material anda r andaz are the linear thermal expan-
sion coefficients of the material in ther andz directions.

In order to validate our simulation model, we performed
a laser-ultrasonics experiment on a 3.0-mm-thick plate made
of a Schott BG-18 colored glass. This experiment consisted
of the thermoelastic generation of ultrasonic waves on the
front side of the plate with the help of our pulsed Nd:YAG
laser and in the measurement of radial and normal displace-
ment curves on the rear side of the plate with the help of our
heterodyne interferometer. Measurements were made at two
different locations, namely the epicenter and a point situated
1 mm away from the epicenter. The Nd:YAG laser was set in
a monomode configuration, and the average radius at 1/e S
of the Gaussian radial profile of the excitation, the average
rise time t of the laser pulse, and the average energy per
pulseEi were measured to be, respectively, 1.0 mm, 8.0 ns,
and 31 mJ. Concerning the material properties of our sample,
they were the following: isotropic material, longitudinal
acoustic velocityv55630 m/s and shear acoustic velocity
w53330 m/s~both determined experimentally with the help
of longitudinal and shear piezoelectric transducers!, and op-
tical absorption coefficient at the excitation wavelengthb
59700 m21 ~given by the manufacturer!.

The data listed above allowed the evaluation of the four
dimensionless parameters characterizing the experiment,
namely c* 5c44/c115(w/v)250.35, S* 5S/L50.33, b*
5bL529, and t* 5vt/L50.015. We ran the simulation
model with these values, and calculated the dimensionless
radial and normal displacement curvesur* (t* ) and uz* (t* )
on the rear side of the plate (z* 5z/L51) at the epicenter

FIG. A3. Radial displacement curves on the rear side of the Schott BG-18 colored glass sample at a point situated 1 mm away from the epicenter, comparison
of the calculated curve~dashed line, right scale! to the experimental one~solid line, left scale!.
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(r * 5r /S50) and at a point situated 1 mm away from the
epicenter (r * 5r /S51). Finally, we multiplied the horizon-
tal scales~i.e., thet* scales! of the dimensionless curves by
a time constantt0

exp5538 ns in order to fit the acoustic arrival
times of the calculated curves to the experimental ones, and
we multiplied the vertical scales~i.e., theu* scales! of the
dimensionless curves by a distance constantu0

exp548 nm in
order to fit the displacement amplitudes of the calculated
curves to the experimental ones.

Figure A1 compares the experimental and calculated ra-
dial displacement curves at the epicenter, and Fig. A2 com-
pares the experimental and calculated normal displacement
curves at that same point. A very good agreement between
the experiment and the calculation can be observed on these
two figures, which constitutes a good sign of the validity of
our simulation model. From the axisymmetrical configura-
tion of our problem, one can expect the radial displacement
to be constantly zero at the epicenter, and this property is
indeed verified on both the experiment and the calculation
~see Fig. A1!. Concerning the experimental and calculated
normal displacement curves of Fig. A2, they both highlight
the longitudinal and shear wave arrivals at the observed point
as well as the multiple reflections and mode conversions at
the two surfaces of the plate.

Figure A3 compares the experimental and calculated ra-
dial displacement curves at the point off epicenter, and Fig.
A4 compares the experimental and calculated normal dis-
placement curves at that same point. Here again, a very good
agreement between the experiment and the calculation can
be observed on these two figures. This time, the observed
point being off epicenter, one can expect the radial displace-
ment at that point not to be constantly zero any more, and
indeed, both the radial displacement curves of Fig. A3 and
the normal displacement curves of Fig. A4 exhibit the longi-
tudinal and shear wave arrivals at the observed point as well
as the multiple reflections and mode conversions at the two
surfaces of the plate.

Finally, the multiplicative constantst0
exp andu0

exp deter-
mined experimentally must be confronted to their theoretical

values, namelyt0
th5L/v and u0

th5xE0 /rCppS2. With the
numerical data listed above,t0

th is 533 ns, which is in very
good accordance with the valuet0

exp5538 ns derived from
the experiment. Concerning the quantityu0

th , its numerical
value can be determined with the help of~i! the relevant data
of the experiment, namelyc* 50.35, Ei531 mJ, andS
51.0 mm, ~ii ! the reflection coefficient of the impinged sur-
face at the excitation wavelengthR54% ~determined ex-
perimentally!, allowing the evaluation of the energy ‘‘enter-
ing’’ the sample E05(12R)Ei'30 mJ, and ~iii ! the
following material properties of the Schott BG-18 colored
glass ~given by the manufacturer!: a56.831026 K21, r
52680 kg/m3, Cp5700 J/kg K. The calculation yields
u0

th555 nm, which, given the complexity to calibrate our in-
terferometer accurately, is in reasonably good accordance
with the valueu0

exp548 nm derived from the experiment.
As a conclusion, the confrontation of our simulation

model to a test experiment was successful and hence proves
the quality of the calculations performed.
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Impulse response backscattering measurements are presented and interpreted for the scattering of
obliquely incident plane waves by air-filled finite cylindrical shells immersed in water. The
measurements were carried out to determine the conditions for significant enhancements of the
backscattering by thick shells at large tilt angles. The shells investigated are made of stainless steel
and are slender and have thickness to radius ratios of 7.6% and 16.3%. A broadband PVDF
~polyvinylidene fluoride! sheet source is used to obtain the backscattering spectral magnitude as a
function of the tilt angle~measured from broadside incidence! of the cylinder. Results are plotted as
a function of frequency and angle. These plots reveal large backscattering enhancements associated
with elastic excitations at high tilt angles, which extend to end-on incidence in the coincidence
frequency region. Similar features are present in approximate calculations for finite cylindrical
shells based on full elasticity theory and the Kirchhoff diffraction integral. One feature is identified
as resulting from the axial~meridional ray! propagation of the supersonica0 leaky Lamb wave. A
simple approximation is used to describe circumferential coupling loci in frequency-angle space for
several surface waves. The resulting loci are used to identify enhancements due to the helical
propagation of the subsonica02 Lamb wave. ©1998 Acoustical Society of America.
@S0001-4966~98!04302-1#

PACS numbers: 43.30.Gv, 43.20.Fn@DLB#

INTRODUCTION

Recent high-frequency sonar images of truncated cylin-
drical shells indicate that the visibility of the ends of the shell
can be improved by an elastic response of the shell.1 The
enhancements are associated with a category ofl th class of
leaky ray shown in Fig. 1. The enhancement occurs when the
tilt angle g of the cylinder is close to the leaky wave cou-
pling angleu l5sin21(c/cl), wherecl is the phase velocity of
the leaky wave andc is the speed of sound in the surround-
ing water. This ray is referred to as a meridional ray2 since it
is propagated along the meridian defined by the direction of
the incident wave vector and the cylinder’s axis. An analysis
shows that the backscattering enhancement is associated with
the vanishing of Gaussian curvature of the wavefront back-
scattered in the direction of the receiver. The enhancements
reported1 were for tilts in the vicinity of 18° and 35° corre-
sponding to the excitation of symmetric and antisymmetric
(s0 and a0! generalizations of leaky Lamb waves on the
stainless steel cylinder used in those experiments. The pur-
pose of the present paper is to document the existence of
high-frequency backscattering enhancements for tilted cylin-
drical shells relevant to larger values of the tiltg and in some
cases, extending tog590° ~i.e., end-on incidence!.

The method of our investigation concerns the global re-
sponse in thefrequency-angle domainrather than the spatial
responses emphasized in Ref. 1. There are several reasons
for identifying such high-frequency enhancement mecha-
nisms. For example, such enhancements may be relevant to
the use of backscattering by cylinders lying at random angles

on the sea bottom to facilitate detection at the greatest prac-
tical range. Other potential applications include remote ultra-
sonic detection of cracks or junctions in pipes. Scattering
mechanisms of interest are not limited to meridional rays
since in certain situations strong backscattering contributions
from end-reflected helical leaky and subsonic rays are also
evident. The frequency range investigated extends far above
the coincidence frequencies of the thick and moderately
thick shells studied. The combination of frequency range and
shell thickness investigated are such that the elastic re-
sponses of the shell may not be adequately modeled by the
assumptions of thin-shell mechanics.3–5 It is noteworthy,
however, that frequency-angle domain displays of back-
scattering data used previously for thin fluid-loaded shells4,6

and various methods of approximation previously used for
such systems~see Appendix A! are relevant to the present
investigation.

The investigations mentioned above, as well as several
by other authors,7–10 have demonstrated that significant
backscattering enhancements from tilted cylindrical shells
result from the reradiation of surface guided waves for a
range of tilt angles somewhat near broadside incidence.
Large backscattering levels arise from the launching of heli-
cal leaky waves which reflect off the shell truncation and
reradiate into the backscattering direction. Leaky waves are
launched at an angleu l with respect to the local shell normal
according to the trace velocity matching conditionu l

5sin21(c/cl). ~These waves are launched along the shell at
helix anglesC l defined with respect to the cylinder axis by
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cosCl5sing/sinul .! Two types of waves contribute
strongly to the scattering: longitudinal and shear. For the
general problem of propagation on tilted cylinders these
waves are also known as quasicompressional and quasishear,
since it is generally not possible to completely uncouple
shear and compressional displacements. The compressional
wave, whose behavior at low frequency is similar to a com-
pressional wave in a plate, can be launched within the region
from broadside incidence to a cutoff anglegs5sin21(c/cp),
defined by the plate speedcp .11 Shear waves can also be
launched within a range of angles around broadside, limited
by cutoff at an angle given bygT5sin21(c/cs), wherecs is
the shear speed in the shell material. Using the values given
in Table I for SS304 these cutoff angles aregs516.5° and
gT528.2°. At each of these cutoff angles the helix angleC l

is zero and propagation is strictly along the axial direction.
For purely circumferential propagation on an infinite cylin-
drical shell these waves are identified in the lowest order
case as thes0 leaky Lamb wave and horizontally polarized
shear waveT0 , respectively. Acoustic coupling to these
waves is cutoff forg in excess ofgs and gT , respectively.
Coupling to the flexural wave, denoted bya0 for broadside
incidence, should be possible, however, for tilt angles greater
than gT .12 Section II of this paper describes the results of
backscattering experiments carried out on two different

shells where the tilt of the cylinder was allowed to vary from
broadside to end-on incidence. These results are compared
with theoretical predictions of the backscattering spectral
magnitude, which is presented in Appendix A. Section III
describes an approximate calculation for the frequency-angle
loci which correspond to launching and circumferential
coupling conditions for helical surface waves of interest.
These curves are used to identify the elastic responses ob-
served at mid to high tilt angles.

I. SCATTERING EXPERIMENT

Broadband backscattering experiments were carried out
for slender cylindrical shells in a large redwood water tank.
A schematic of the experimental setup is given in Fig. 2. An
air-filled finite cylindrical shell is placed in thenear fieldof
a PVDF sheet source, which radiates an approximately plane
pressure impulse over the dimensions of the target. A hydro-
phone records the pressure response backscattered through
the sheet. This nonconventional placement of the acousti-
cally transparent PVDF source between the scatterer and re-
ceiver has been discussed previously.13 The cylindrical shell
was suspended at each end cap by thin monofilament fishing
line. Flat Plexiglas end caps were used, and a watertight seal
was maintained by rubber O-rings and a light elastic strand
stretched between the end caps inside the shell. The center of
the target was placed approximately 25 cm from the source.
The receiver, a pistonlike piezoelectric transducer~Panamet-
rics, model V302!, was placed oppositely a distance of ap-
proximately 100 cm from the source. The sheet source is
constructed of 110-mm-thick PVDF film14 with silver surface
metalization and a 1-mil layer of Mylar on each side. It mea-
sures 71371 cm. An approximately unipolar pressure pulse
is generated when a voltage step is applied to the sheet. A
discussion of the source spectral properties and normaliza-
tion can be found in Appendix B. A high current pulse gen-
erator ~Avtech Electrosystems LTD., model AVO-8C-C!
was used to supply a long duration square wave input during

TABLE I. Shell and material parameters.

Shell
Outer radius

a ~cm!
Thickness

h ~cm!
Length
L ~cm! h/a L/a

A 1.91 0.145 22.86 0.076 12.0
B 2.10 0.342 24.51 0.163 11.7

Material
Density
(g/cm3)

Longitudinal velocity
~km/s!

Shear velocity
~km/s!

Stainless steel 304 7.57 5.675 3.141
Water 1.00 1.483

FIG. 1. Scattering geometry and ray diagram for a meridional leaky ray on
a finite cylindrical shell.

FIG. 2. Experimental setup. A cylindrical shell is suspended from a rotation
stage in a cylindrical redwood tank. The sheet source generates an approxi-
mately unipolar pressure impulse from both its front and back sides. Back-
scattered signals from the shell propagate through the acoustically transpar-
ent sheet source to the hydrophone.
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the experiment. The trailing voltage step-down was delayed
until after the backscattered signal was received. Due to the
finite dimensions of the sheet source, edge contributions de-
layed relative to the initial pressure impulse will contribute
to the measured backscatter. These edge contributions are
delayed in proportion to the difference in path length be-
tween the scatterer and the center and edges of the sheet.
Because the scatterer is placed near the sheet source the ef-

fects due to these contributions are expected primarily at low
frequencies; no attempt has been made to incorporate these
effects in the present analysis. Two stainless steel~SS304!
scatterers with thickness to radius ratios of 7.6% and 16.3%
were examined separately and are labeled A and B, respec-
tively. Table I lists the dimensions of each shell and relevant
material properties.

Time records were recorded for the full range of inci-
dence angles, spanning end-on and broadside incidence.
Multiple time signals were recorded and averaged at each
angle; a background record, taken with the target removed,
was then subtracted to remove signals arriving directly from
the source. The time window chosen for the experiment ex-
cluded reflections from the tank walls. The background sub-
tracted time series data was fast Fourier transformed~FFT!
and the modulus normalized according to the source–
receiver system impulse response to obtain the backscatter-

FIG. 3. Scattering from shell A:~a! Calculated and~b! measured backscat-
tered spectral magnitude of the impulse response as a function of frequency
and aspect angle for an empty SS304 cylindrical shell with thickness to
radius ratioh/a50.076 and slendernessL/a512.0. The maximum fre-
quency displayed (f 5400 kHz) corresponds toka532.3. Calculated values
beyondg580° in ~a! have been floored~shown as black! due to increased
error in the numerical calculation at high aspect angles.~c! The solid curve
shows the frequency-angle locus for launching the meridional ray depicted
in Fig. 1. It is calculated using the phase velocity for thea0 wave on a
fluid-loaded plate having the same thickness as the shell. The dashed curves
show the approximate coupling loci (m56 – 14) for a02 helical waves,
calculated using Eq.~1! with phase velocity values calculated for an infinite,
empty, thick cylindrical shell at broadside incidence as discussed in Appen-
dix C.

FIG. 4. Scattering from shell B: Same as Fig. 3 excepth/a50.163 and
L/a511.7. The maximum frequency displayed (f 5300 kHz) corresponds
to ka526.7. The family of dashed curves in~c! correspond to resonance
conditionsm52 – 11.
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ing spectrum. In the region near end-on incidence, reflections
from the flat end caps are clearly observable and quite local-
ized in time. Because the scatterers in this experiment were
slender, the specular reflection from the end cap closest to
the source was well separated in time from the elastic re-
sponses of interest excited on the shell. To isolate the elastic
backscattering response of the shell, a rectangular window
which excluded the leading end-cap reflection was applied to
all time records before computing an FFT.

II. MEASURED AND CALCULATED
BACKSCATTERING SPECTRUM

Figures 3 and 4 compare measured and calculated spec-
tral magnitudes for the two shells studied. Figure 3~b! shows
the measured backscattering spectral magnitude from the
thinner of the two shells, A, over a range of aspect angles
from end-on~g590°! to broadside~g50°! incidence, in 0.3°
increments. Figure 3~a! is the theoretical form function mag-
nitude resulting from anapproximatecalculation for a sim-
ply supported finite cylindrical shell, which is presented in
Appendix A. The relative scattering levels are set such that 0
dB corresponds to the maximum scattering response found at
broadside incidence in each figure for the frequency range
shown. The reader may wish to refer to the discussion of
dispersion relations for thick shells given in Appendix C.
The highest amplitude feature in each figure is found at
g50°. This feature corresponds to broadside incidence and
includes the specular reflection from the cylinder. It is com-
posed of broad peaks and oscillations which are not easily
resolved in the figures due to the amplitude scale chosen. A
comparison between the broadside records in Fig. 3~a! and
~b! and the exact partial wave series~PWS! solution for
backscattering at normal incidence from an infinite, air-filled
thick cylindrical shell reveals good agreement in the location
and spacing of the broad peaks and dips. This is the expected
behavior for scattering from a slender finite shell at normal
incidence when the length of the shell significantly exceeds
the width of the first Fresnel zone,15 as is the case for most
frequencies of interest here. These broad features are associ-
ated with thea0 antisymmetric leaky Lamb wave in the re-
gion where that wave is supersonic.16 ~For broadside inci-
dence the narrow resonances are expected to be more
strongly affected by the finite length of the cylinder.! Also
clearly observable are regions of high backscatter between
broadside incidence and the cutoff angle for shear wave
propagation, corresponding to enhancements from helical
leaky waves~s0 and T0! as discussed in the Introduction.
This is evident by comparison with the loci shown in Fig. 5
discussed subsequently.

The most striking features evident in Fig. 3~a! and ~b!,
and the principal focus of this paper, are the regions of high
backscatter which extend beyond the cutoff angle for shear
wave propagation (g5gT528.2°) to end-on incidence. Two
features are distinguishable. The first is the broad peak curv-
ing from g546° at the right edge of each figure tog590° at
f '200 kHz The peak value along this curve in the experi-
mental result reaches approximately217 dB. The second
feature is composed of multiple frequency-angle curves
which extend from broadside incidence tog565°. The two

features merge near the coincidence frequency@f 5193 kHz;
ka515.6, see Fig. C1~a!# and exhibit strong backscattering
~up to 211 dB! out to end-on incidence. The first of these
two features can be associated with the meridional~axial!
propagation of thea0 antisymmetric leaky Lamb wave along
the front side of the cylinder, as shown in the ray diagram in
Fig. 1. Recall that coupling to the meridional ray, and sub-
sequent backscattering enhancement, occurs at tilt anglesg
5u l5sin21(c/cl). To a good approximation in this frequency
range the phase velocity of thea0 wave can be modeled by
the phase velocity calculated for a plate of the same material
and thickness. The solid curve in Fig. 3~c! shows where the
above launching condition is satisfied for thea0 wave, using
phase velocity values calculated with the exact solution for a
plate fluid loaded on one side with water. Good agreement is
found between this curve and the broad feature evident in
both the experimental and theoretical figures. The dashed
curves show the results of a similar approximation applied to
the helical propagation of the subsonic Lamb wavea02

which will be discussed in the following section.
Figure 4 shows theoretical and experimental results for a

considerably thicker shell, labeled B in Table I. The coinci-
dence frequency is now found at a lower frequencyf
582 kHz (ka57.3). Figure 4~c! displays phase matching
conditions for the meridional propagation of thea0 wave in
the same way as for the thinner shell in Fig. 3~c!. The broad
curve extending fromg540° at the right edge of the figure to
g590° at f '80 kHz is similarly identified as resulting, at
least in part, from the launching of thea0 wave in a meridi-
onal fashion. Also observable are what appear to be the
higher-order circumferential resonances of the helicala0 su-
personic waves, whose coupling loci are discussed below~in
conjunction with the discussion of Fig. 6!. Near the coinci-
dence frequency, within 25° of end-on incidence, back-
scattering levels are considerable, reaching210 dB at
g580° and27 dB at g590°. Below the coincidence fre-
quency the backscattering response is generally high over a

FIG. 5. Approximate coupling loci for shell A, calculated using Eq.~1!.
Phase velocity values are for an infinite, empty, thick cylindrical shell for
purely circumferential propagation as discussed in Appendix C. Each family
of curves is identified as follows: solid~l 5a0 , m50 – 10!, alternating long
and short dashes~l 5T0 , m50 – 14!, and short dashes~l 5s0 , m50 – 8!.
The curve with long dashes is the solid curve in Fig. 3~c! for the meridional
ray.
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large range of aspect angles although some frequency-angle
ridges and valleys are distinguishable.

III. CIRCUMFERENTIAL RESONANCES

An approximation will now be discussed which de-
scribes the frequency-angle loci corresponding to circumfer-
ential resonances of helical waves. It is known that back-
scattering is enhanced when resonances of the shell are
excited. For the tilted finite cylinder these are usually asso-
ciated with circumferential and axial propagation. Only reso-
nances associated withcircumferentialpropagation will be
examined here. Resonances associated withaxial propaga-
tion are not considered in our analysis because for the high-
frequency guided waves of interest, the radiation damping is
usually sufficiently large to inhibit scattering contributions
from repeated axial reflections. Consequently the frequency
response is expected to depend only weakly on the lengthL
whenL is large. Circumferential resonance occurs for helical
waves when the azimuthal wave path equals an integer num-
ber of wavelengths. If it is assumed that reflection of the
surface wave off the truncation only introduces a change in
sign of the axial wave vector, the previous condition com-
bined with the launching condition serves to define specific
frequency-angle combinations wherein high levels of back-
scattering are possible. In terms of the dimensionless fre-
quencyka and the aspect angleg, wherek is the wave num-
ber in the fluid medium anda is the outer radius of the
cylinder, the following relationship describes circumferential
resonance conditions:17

~ka!2F S c

cl
D 2

2sin2 gG5m2, m50,1,2,..., ~1!

where the integerm is the circumferential mode number. The
solution for m50 does not correspond to a resonance, but
rather describes purely axial propagation of a supersonic
guided wave. For this case Eq.~1! reduces to the trace ve-
locity matching condition of a meridional ray,g
5sin21(c/cl). For sufficiently high frequencies the phase ve-
locity for propagation of a guided wave on a tilted cylinder is

approximately independent of helix angle. In this frequency
region the phase velocity for all angles of incidence in Eq.
~1! can be approximated by the values calculated for broad-
side incidence. Figure 5 shows the frequency-angle loci
which satisfy Eq.~1! for the s0 , T0 , anda0 waves for shell
A. For each set of loci, except thea0 wave, them50 curve
enters at the lowest frequency while higher-order curves
emerge with increasing frequency. For thea0 wave them
50 curve corresponds to the limiting solid curve on the
lower right side of the figure. For comparison the solid curve
from Fig. 3~c!, corresponding to propagation on a plate, has
been included and is now described by the long dashed
curve. Figure 6 displays analogous results for shell B. Phase
velocity and radiation damping curves for the relevant
waves, as well as a description of the method used to calcu-
late them and a discussion of their applicability, are given in
Appendix C. Due to the aforementioned approximation, the
frequency-angle loci displayed in Figs. 3–6 are to be used in
identifying the responses excited on the shell and are not
meant to be a precise description of resonance locations. The
agreement with calculated and measured results is quite
good, which can be shown by overlaying the calculated reso-
nance loci on the backscattering response figures, and the
qualitative agreement serves to identify the wave types.

The regions of scattering below the coincidence fre-
quency deserve attention. The resonance loci for thea0 wave
in Figs. 5 and 6 have been carried through to the region
where thea0 wave becomes subsonic. Any coupling to this
wave in this latter region must occur through evanescent tun-
neling at the azimuthal anglesc56p/2. For shell A the
scattering contribution is not expected to be significant due
to the high radiation dampingb l for l 5a0 suggested by Fig.
C1~b!. The features evident in Fig. 3, primarily at and below
the coincidence frequency at mid to high angles might be
better associated with the slightly subsonica02 wave, which
has been shown to lead to large backscattering enhancements
from spherical and right-circular cylindrical shells.18,19 The
dashed curves in Fig. 3~c! show the resonance loci for helical
propagation of thea02 wave, calculated using Eq.~1! with
m.0 and the cylindrical shell phase velocity. Coupling to
the a02 wave would occur atc56p/2 through evanescent
tunneling. Referring to Fig. C1~b! the radiation damping of
thea02 wave is small forf ,100 kHz and increases quickly
through the coincidence frequency region.18 It is through this
region where thea02 wave moves from exhibiting ‘‘trapped
wave’’ to ‘‘creeping wave’’ behavior as the thickness of the
evanescent coupling layer decreases.20 Significant coupling
to this wave is expected in this region. The interpretation for
shell B near and below the coincidence region does not fol-
low directly from the thinner shell results and is not as clear
from the present analysis. The radiation damping of thea02

wave, seen in Fig. C2~b! is large near the coincidence fre-
quency region while the damping of thea0 wave is relatively
low. For completeness the frequency-angle loci for helical
propagation of thea02 anda0 waves are extended below the
coincidence frequency in Figs. 4~c! and 6, respectively.

Comparison of the solid curves in Fig. 6 in the region
above 100 kHz with the observations in Fig. 4~b! shows that
several of thea0 helical wave coupling loci are visible even

FIG. 6. Approximate coupling loci for shell B, calculated using Eq.~1!,
analogous to Fig. 5 for the thinner shell. Each family of curves is identified
as follows: solid~l 5a0 , m50 – 10!, alternating long and short dashes~l
5T0 , m50 – 11!, and short dashes~l 5s0 , m50 – 7!. The curve with long
dashes is the solid curve from Fig. 4~c! for the meridional ray.
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whenm is not small. Inspection of Fig. C2~b! suggests that
this may be a consequence of the relatively weak damping of
thea0 wave in comparison to the thinner shell case shown in
Fig. C1~b!. It is also noteworthy that for near end-on inci-
dence in Fig. 4~b! there is a significant backscattering en-
hancement near 40 kHz. The cause of this enhancement was
not identified.

IV. DISCUSSION AND CONCLUSIONS

The experimental data presented for backscattering from
thick cylindrical shells clearly shows regions of high back-
scatter at aspect angles considerably beyond the cutoff for
shear wave excitation on the shells. An approximate theoret-
ical treatment of the scattering problem of a plane wave in-
cident on a finite cylindrical shell using full elasticity theory
has been presented. The agreement in the frequency-angle
domain between the experimental data and the theoretical
locations of the ridges of enhanced backscattering is very
good, except in the region of aspect angles nearing end-on
incidence where the numerical evaluation of Eq.~A8! be-
comes difficult. One feature evident for both shells in the
region above the coincidence frequency is identified as the
backscattering contribution of an end-reflected meridional
ray. The location in frequency-angle space of this back-
scattering mechanism is easily approximated with knowl-
edge of the phase velocity for thea0 leaky Lamb wave on an
infinite cylindrical shell or plate~the results for a plate in
vacuum are very similar! in this frequency range. It should
be emphasized that this mechanism does not depend on the
back side of the shell and is a local synchronization, rather
than a resonance phenomena in a global sense. The associ-
ated backscattering amplitude is expected to depend only
weakly on the lengthL of the shell when, as in the present
case,b lL/a@1 whereb l /a approximates the spatial attenu-
ation rate of thea0 wave ~see Appendix C!. The one-way
attenuation factor for propagation down the length of the
shell becomes exp(2blL/a)!1. A second feature, identified
primarily for the thinner shell, is associated with helical
wave coupling loci for the subsonica02 wave at and below
the coincidence frequency. Distinct helical wave coupling
loci can be resolved on the thick shell for the supersonica0

wave at high frequencies.
The frequency-angle domain response plots shown in

Figs. 3 and 4 are only one of several multidimensional plots
which may be used for identifying the large number of high-
frequency elastic scattering contributions. Another example
includes time-frequency domain response plots for a fixed
scattering angle or target orientation.21–23The plots shown in
Figs. 3 and 4 are especially relevant to the operation of high-
frequency sonar systems because the dependence on aspect
angle is displayed.
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APPENDIX A: APPROXIMATE CALCULATION OF THE
FAR-FIELD SCATTERED PRESSURE FROM A
THICK FINITE CYLINDRICAL SHELL

This Appendix describes the calculations performed to
arrive at Figs. 3~a! and 4~a!. The pressure at a distant point
from a finite cylindrical shell is calculated by propagating the
field quantities obtained at the cylindrical surface to the ob-
servation point. The propagation is accomplished by apply-
ing the Kirchhoff diffraction integral to the values of the
velocity potential and its normal derivative on the cylindrical
boundary. These values are approximated by the velocity
potential at the surface of aninfinite cylindrical shell con-
structed from the same material.@In contrast to other similar
articles which address acoustic scattering from finite cylin-
drical shells, here the velocity potentials are obtained
through the application of full 3-D elasticity theory as op-
posed to a thin shell theory~e.g., see Refs. 4, 8, and 10!.# At
the surface, the potentials are expanded in terms of thein
vacuoeigenfunctions of a simply supported cylindrical shell
leading to a periodic distribution of finite scatterers of length
L. By limiting the domain of integration of the Kirchhoff
integral to include only the section of the surface which cor-
responds to the finite shell (2L/2,z8,L/2), the finite na-
ture of the scatterer may be realized in the far field. Here the
acoustic effects associated with excitation of the infinite shell
outside the limits of integration as well aselastic and acous-
tic end effectsassociated with the approximate boundary
conditions are ignored.

Figure A1 displays the coordinate system used in the
calculation. The surface S defines the exterior surface of a
circular cylindrical shell of radiusa. An arbitrary point T
located on S is described by cylindrical coordinates (r8
5a,c8,z8). The observation point P is likewise described by
spherical coordinates (r ,u,f). In terms of the local coordi-
nate systems, the distance between the observation point P
and a point on the surface T is written

FIG. A1. Scattering geometry used in the approximate analysis. Defined
with respect to the origin at the center of the cylinder, a point T on the
surface is defined by the cylindrical coordinates (r85a,c8,z8); the obser-
vation point P is defined by the spherical coordinates (r ,u,f).
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R5@~r sin u cosf2a cosc8!2

1~r sin u sin f2a sin c8!21~r cosu2z8!2#1/2

5r F11
a2

r 2 1
z82

r 2 2
2

r
~a sin u cos~c82f!

1z8 cosu!G1/2

. ~A1!

Assumingr @a, z8, the distanceR may be written to leading
order ina andz8 as

R'r 2a sin u cos~c82f!2z8 cosu1••• . ~A2!

Inserting the above expression into the Kirchhoff diffraction
integral10,24 yields the following equation for the velocity
potential at a distant field point P

F~r ,u,f!52
1

4p

eikr

r R
S
e2 ik~a sin u cos~c82f!1z8 cosu!

3F ]F

]r8
1 ik sin u cos~c82f!FGdS8.

~A3!

Here R has been written to first order ina and z8 in the
exponential with only the leading termr kept in the denomi-
nator~Fraunhoffer approximation!. The solution to Eq.~A3!
requires knowledge of both the velocity potentialF and its
normal derivative]F/]n̂ on the surface of the shell. An
approximation for these values is discussed below.

Consider an infinite cylindrical shell insonified by plane
waves propagating in the directionu5p2a andf50, where
a5~p/2!2g andg is the tilt angle. The velocity potential of
the total field may be written in terms of an incident and
scattered potential

F5F inc1Fsc. ~A4!

By requiring the shell to satisfy simply supported boundary
conditions atz851/2qL/2 ~whereq is an integer!, the total
potential F is expanded into the eigenfunctions of thein
vacuosimply supported cylinder. The velocity potential re-
sulting from the incident plane wave is written

F inc5
i

rv (
n50

`

(
p51

`

eni nJn~k'r8!cos~nc8!

3sinFkpS z81
L

2D Gb~p!, ~A5!

where the time dependencee2 ivt has been suppressed,r is
the density of the outer fluid,kp5pp/L, and the radial pro-
jection of the incident wave vector is given byk'5k sina.
The expansion coefficientb(p) is written

b~p!5
2

L
i p21F2~21!p

sin„~k cosa1kp!~L/2!…

~k cosa1kp!

1
sin„~k cosa2kp!~L/2!…

~k cosa2kp! G . ~A6!

The velocity potential of the scattered fieldFsc may be ex-
pressed by~compare with Ref. 7!

Fsc5
i

rv (
n50

`

(
p51

`

eni nHn
~1!~jpr8!cos~nc8!

3sinFkpS z81
L

2D GX~n,p!, ~A7!

wherejp
25k22kp

2 and X is the ratio of two 838 determi-
nants X(n,p)5Dn,p

@1# /Dn,p , where Dn,p5det@M# and Dn,p
@1#

5det@N1#. Notice that whilek' is determined by the tilt of
the cylinder,jp depends on the Fourier indexp. The ele-
ments of the matrixM result from the boundary value prob-
lem for an infinite, elastic cylindrical shell interiorly and ex-
teriorly fluid loaded. The shell is subject to periodic simply
supported boundary conditions, and the shell mechanics are
described by full three-dimensional elasticity theory. The el-
ements ofM may be obtained from Appendix B of Ref. 7
with a few minor adjustments. Using the notation of Ref. 7,
the elements ofM are obtained by replacing every occur-
rence ofkz by kp , xz by 2kpa, andyz by 2kpb, whereb is
the inner radius of the shell.@This change is the result of
replacing the axial eigenfunctionseikzz of Ref. 7 by eigen-
functions which satisfy simply supported boundary condi-
tions sin„kp(z81L/2)… along the axial coordinate.# In addi-
tion, the argumentx' in elementsM (1,1) andM (3,1) must
be replaced byjpa, the term x1

2 in C(3) replaced by
(k'a)21(kpa)2, and the argumenty3 cosa8 in M (2,2) and
M (4,2) replaced byA(vb/c3)22(jpb)2. The matrixN1 is
the matrixM with its first column replaced by the column
vectorC.

The solution for the far-field scattered pressure of the
finite, simply supported cylinder is obtained by inserting the
velocity potentials from Eqs.~A5! and ~A7! above into the
Kirchhoff integral in Eq.~A3!. Here, as is common with the
Kirchhoff approximation,24 F and]F/]n̂ are set to zero on
the cylindrical surfaceS outside the aperture2L/2,z8
,L/2. ~Even though the Kirchhoff problem suffers from
mathematical inconsistencies outside the aperture, the inclu-
sion of Dirichlet or Neumann boundary conditions in the
region uz8u.L/2 would result in added specular contribu-
tions due to rigid or pressure release extensions of the finite
cylinder. Such contributions are not of interest in the present
study.! Integration over the domain of the aperture yields the
solution for the velocity potential of the scattered field. For
far-field backscattering

Fsc~r ,a,p!5
i

rv

eikr

2r (
n50

`

(
p51

`

en~21!n

3F~p!X~n,p!A~n,p!,

A~n,p!5@~k'a!Hn
~1!~jpa!Jn8~k'a!

2~jpa!Hn
~1!8~jpa!Jn~k'a!#, ~A8!

F~p!5
L

2
b~p!.

The contribution from the incident fieldF inc in Eq. ~A5! is
purposely ignored since only ‘‘outward’’ traveling waves at
the far-field observation point are of interest. The pressure is
easily obtained from Eq.~A8! by the relation
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p~r ,u,f!52 irvF~r ,u,f!, ~A9!

and the far-field scattering form functionf is defined by

p~r ,u,f!5pinc

a

2r
f ~u,f!eikr , ~A10!

where in the present casePinc51.
The backscattered form function@ f (a5p/22g,f5p!#

in Figs. 3~a! and 4~a! is calculated via Eqs.~A8!–~A10!. The
material parameters used in the calculations are listed in
Table I and the interior of the shell was taken to be a
vacuum. The number of terms kept in the double infinite
series of Eq.~A8! arepmax andnmax. Herenmax is chosen in
accordance with the convention of Ref. 25 based on the lo-
calization principle. After several trials, it was necessary to
choose the value ofpmax to be slightly less thankL/p. Trun-
cating the sum in this way appears necessary to avoid the
singularity of the Hankel functions in the coefficientsA(n,p)
in Eq. ~A8! when the radial wave numberjp→0.

APPENDIX B: SOURCE SPECTRUM AND
NORMALIZATION

This Appendix discusses the normalization used in the
experimental spectral data@Figs. 3~b! and 4~b!# and a simple
model used to describe the spectrum of the PVDF source.
The system impulse response was measured with the hydro-
phone placed approximately at the target location. The solid
line in Fig. B1 shows the fast Fourier transform~FFT! of the
measured pulse. The smooth dashed curve is the expected
spectrum from an idealized source–receiver model to be de-
scribed subsequently. The spectrum of the source–receiver
impulse response is taken to be the best fit of this model to
the measured spectrum. The FFT of each time record in the
scattering experiment was divided by this smooth estimate of
the system impulse response to obtain the measured scatter-
ing spectrum.

To approximate the spectrum of the source a simple
lumped electrical parameter circuit model was introduced.
Figure B2 shows this circuit model where the source is taken
to be an idealized capacitor in series with a small resistor.

The acoustic pressure generated by the PVDF is approxi-
mately proportional to the current~e.g., see Ref. 13!, which
for a step voltage input gives

p~ t !5Ki ~ t !5KQ~ t !i oe2t/RC,
~B1!

i o5Vo /R, R5Rg1Rs ,

whereK is a constant determined by the piezoelectric prop-
erties,Q(t) is the unit step function,C denotes the capaci-
tance of the sheet, andR is the sum of the generator and
effective sheet resistances. The magnitude of the spectrum
associated with this pressure is

uS~v!u5@11~RCv!2#21/2, ~B2!

where v52p f . The spectral amplitude given in Eq.~B2!
has a value of unity at zero frequency. In the experiment the
low-frequency response is limited by the roll-off of the hy-
drophone, which is governed largely by the load resistance
Rh and hydrophone capacitanceCh . The normalized low-
frequency behavior of the receiver can be approximated as a
high-pass filter with frequency response

uSh~v!u5@11~RhChv!22#21/2. ~B3!

At frequencies well below the fundamental hydrophone reso-
nance the approximate spectrum of the source–receiver sys-
tem is the product ofuS(v)u and uSh(v)u. Figure B1 shows
that this simple model overestimates the high-frequency re-
sponse of the source above about 230 kHz; as a result, it is
necessary to multiply Eq.~B2! by a slowly decaying function
of v for use in the actual normalization of Figs. 3~b! and
4~b!. This function is@11(RCv)2#20.25 and is thought to be
a consequence of the specific receiver used, which was origi-
nally designed as an NDT~nondestructive testing! immer-
sion transducer. The resulting fit to the experimental source
spectrum is a four parameter fit:RC, RhCh , the exponent
~0.25!, and the overall amplitude factor. The values obtained
for RC andRhCh are compatible with the expected magni-
tudes for the apparatus used.

FIG. B1. Measured~solid line! spectrum of the pressure impulse generated
by the sheet source. A simple lumped parameter model of the source and
receiver system yields a good approximation~dashed line! of the measured
spectrum.

FIG. B2. Lumped electrical parameter circuit model which is used to model
the frequency response of the PVDF sheet source.
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APPENDIX C: WAVE PROPERTIES FOR THICK
CYLINDRICAL SHELLS

This Appendix discusses the guided wave properties for
the thick cylindrical shell and their applicability to the cir-
cumferential resonance condition given in Sec. III. Figure C1
displays the wave properties for an infinite empty cylindrical
shell having the same radii and material parameters as shell
A. It displays the normalized phase velocity and radiation
damping~in Np/rad! parameters as a function of frequency
where the angular damping rate is for purely circumferential
propagation. Figure C2 displays analogous results for a cyl-
inder corresponding to shell B. The wave parameters given
in these figures are calculated using the Watson methodology
applied to the exact partial wave series~PWS! solution for an
infinite cylindrical shell insonified at normal incidence.1,16

These curves are exact only for circumferential propagation
~nonoblique incidence! on an infinite cylinder. In Figs. C1~a!
and C2~a! the curve defined by the points corresponds to the
normalized phase velocity for thea0 Lamb wave on a plate
of the same material and thickness in vacuum. Notice that
unlike Fig. C1~a!, in Fig. C2~a! the a0 and a02 curves for
cl /c cross in the coincidence region. This crossing behavior
is representative of the coincidence behavior for thick shells
in contrast to the repulsion for thin shells evident in Fig.
C1~a!.

The phase velocities calculated above for the case of
broadside incidence are a good estimate for the phase veloci-
ties encountered at oblique incidence provided the frequency
is sufficiently high. For the case of thin shells this criteria is

usually that the frequency is sufficiently above the cylindri-
cal ‘‘ring’’ frequency of the shell. In Figs. 3~c!, 4~c!, 5, and
6 the low end of the resonance loci are terminated at a some-
what arbitrary frequency, at or above an estimate of the
‘‘ring’’ frequency for each shell.

One consequence of using the phase velocities given
above in Eq.~1! for the estimated resonance loci is apparent
by noting the difference between thea0 phase velocity
curves for the cylinder compared with the plate. Evident in
both Figs. C1~a! and C2~a! is a shift toward higher phase
velocities for the cylinder above the coincidence frequency.
This shift can be attributed to the effects of curvature present
in the cylinder analysis.26 For the meridional ray (m50) the
behavior of thea0 wave would be expected to follow that for
the plate, while for increasingm the behavior would tend
toward that for the cylinder. In Figs. 5 and 6 the lower-order
resonance loci for the supersonica0 wave~solid curves! tend
to congregate very close together; furthermore, they are dis-
placed relative to the plate curve. Removing the effect of
curvature for low orders ofm would have the effect of
broadening the spacing of these curves toward the plate
curve.

For situations where the phase velocitycl is somewhat
larger thanc, it is anticipated that the spatial leaky wave
damping rate depends only weakly on curvature for those
waves whereb l is shown in Figs. C1~b! and C2~b!. The
spatial leaky wave damping rate may be estimated asb l /a,
wherea is the radius of the cylinder. The relevant propaga-
tion distance is determined by the cumulative length of the
meridional or helical leaky ray on the cylinder.
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FIG. C1. ~a! Normalized phase velocity and~b! radiation damping for
guided waves on an infinite, empty, thick cylindrical shell corresponding to
shell A for broadside incidence. The curve defined by the points shows the
normalized phase velocity for thea0 wave on a plate of the same thickness
in vacuum. The coincidence frequency is defined as the frequency where
this normalized phase velocity is equal to unity, which in this case is
193 kHz.

FIG. C2. ~a! Normalized phase velocity and~b! radiation damping values
for shell B. The coincidence frequency for this shell is 82 kHz.
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Double wave of Stoneley type on the interface of a stratified
fluid layer and an elastic solid half-space
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Sound propagation from a point time-harmonic source in a stratified water layer lying over an elastic
solid half-space is investigated. It is assumed that the sound speed in the layer is less than the shear
speed in the solid bottom, and that it increases with the depth. Numerical examples are given which
show that the dependence of the wave field on the range between the source and the receiver can
sharply change the character under rather small variations of the frequency. Namely, for some
particular frequencies, the sound amplitude shows a periodical dependence on the range, while for
other frequencies there is no periodicity. A theoretical explanation of this phenomenon is given in
a mathematical development using the normal modes theory and high-frequency asymptotic
approximations. The dispersion phase curves are found to have ‘‘quasi-intersections,’’ i.e., small
domains where two adjacent curves almost intersect. The corresponding frequencies are called the
‘‘specific’’ frequencies. For any nonspecific frequency, there isone interface Stoneley
(5Scholte) mode, whilst for each specific frequency there aretwo modes of the Stoneley type with
close phase velocities. The periodicity of the field is a result of interference in the two Stoneley
modes. ©1998 Acoustical Society of America.@S0001-4966~98!06101-3#

PACS numbers: 43.30.Bp, 43.30.Ma@SAC-B#

INTRODUCTION

In the process of calculating the acoustic time-harmonic
wave fields in a shallow sea lying on a solid bottom, we met
an unexpected phenomenon. For sound-speed profiles of a
certain type, the dependence of the wave field amplitude on
the range between the sound source and the receiver may
considerably change character, along with an insignificant
variation of the sound frequency. It is found that, at least in
the sound frequency range 15–130 Hz, there exist some nar-
row intervals of specific frequencies for which this depen-
dence has a periodic character, while for all other frequencies
the dependence is rather chaotic. In order to understand the
nature of the phenomenon, one must take into account the
existence of two wave speeds in the solid bottom, the shear
and the compressional ones, since no effect of this kind ap-
pears in models with a fluid bottom.

In Sec. I we set up the problem and give two numerical
examples. Then in Sec. II we explain the discovered phe-
nomenon theoretically; the explanation is based on the
normal-mode theory.1 In particular, we show that under cer-
tain conditions and for some specific frequencies,two ~while
normally one! modes of the Stoneley type exist. The effect
mentioned above is caused by the mutual interference in
these two modes.

Now we will briefly review some familiar facts concern-
ing the Stoneley waves. It is well known1,2 that a specific
acoustic wave can propagate along the interface of homoge-
neous fluid and solid half-spaces. The speed of this wave is
less than the sound speed in fluid and both speeds—
compressional and shear—in the elastic solid. Such a wave is
called the Stoneley~or Scholte! wave. This wave is analo-

gous to Rayleigh’s wave1,2 on the free surface of an elastic
half-space. The amplitude of Stoneley’s wave is concen-
trated near the fluid–solid interface and decreases exponen-
tially with the distance from the interface in both fluid and
solid. On the interface of a homogeneous fluid layer and a
homogeneous elastic half-space a surface wave of the Stone-
ley type can also exist.3 The phase velocity of this wave
depends on the frequency, so the wave is dispersive, in con-
trast to the classical Stoneley wave on the interface of two
homogeneous half-spaces. This wave is also concentrated
near the interface of two media.

In this work we consider acoustic waves in the model
‘‘an inhomogeneous stratified fluid layer on a homogeneous
elastic half-space.’’ We show~Sec. II! that under certain
conditions there exists a sequence of the frequency intervals
which are specific in the following meaning: for each spe-
cific frequency,two waves of the Stoneley type arise instead
of one Stoneley wave. The phase velocities of those waves
differ slightly from each other. The following effect is found:
Let the source and the receiver of sound be located in the
water layer near the bottom, and the sound frequency be such
that there are two close Stoneley-type modes, then the joint
contribution of this Stoneley pair into the total field causes a
periodic dependence of the field on the source–receiver
range~Fig. 1!.

I. THE PROBLEM AND NUMERICAL EXAMPLES

A. The problem

Let x, y, z be the Cartesian coordinates. Consider the
acoustic waves in a layer2`,x,y,1` lying on the elas-
tic solid half-space 0<z<h. The acoustic waves are created
by a point source of sound in the layer. Assume that the layer
is filled by a fluid ~the sea water! of a constant densityr0 ,a!Electronic mail: alenicyn@mph.phys.spbu.ru
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and that the sound speed depends onz, c5c(z), i.e., the
fluid is stratified. The half-space is a homogeneous elastic
isotropic solid where the density isr and the wave speeds are
cp for the compressional wave andcs for the shear wave. We
suppose the wave process in both media to depend upon the
time t according to the harmonic factor exp(2ivt), where
v52p f ; f is a given frequency. The sound pressurep(r ,z)
in water satisfies the Helmholtz equation

¹2p1v2n2~z!p5
1

2pr
d~r !d~z2z0!,

where¹2 is the Laplace operator,d is the Dirac function,
and r 5Ax21y2, n(z)51/c(z). The displacement vector
u(x,y,z)5(ux ,uy ,uz) in the solid base satisfies the system
of elasticity equations:

cp
2
“~“–u!2cs

2
“3“3u1v2u50.

On the free water surfacez50 the sound pressure is taken to
be zero. On the bottomz5h the normal componentvz of the
displacement velocity and the normal componenttzz of the
stress tensor are continuous, and the tangential components
tzx ,tzy vanish. As z→1`, the displacementu tends to
zero. Our object is to investigate the acoustic pressurep(r ,z)
as a function of the ranger from the source to the receiver.

Using the familiar normal-mode method1,2 we can rep-
resent the sound field in the form

p~r ,z!'
eip/4

A8p
(

m51

M

Cm~z!Cm~z0!
eikmr

Akmr
. ~1!

HereCm(z) is themth eigenfunction of the spectral Sturm–
Liouville boundary-value problem

c91k2~n2~z!s221!c50, 0<z<h, ~2!

c~0!50, c8~h!g~s!2kc~h!50, ~3!

where the phase velocitys5sm is the eigenvalue~to be
calculated!, km5v/sm , n(z)51/c(z), and the function
g(s) is defined as

g~s!5
rcs

4

r0s4 S 4ms2
~11ms

2!2

mp
D , ~4!

with ms5A12s2/cs
2, mp5A12s2/cp

2. The numberM of
all eigenfunctions depends on the given frequencyv, and
M→` as v→`. The eigenvalues are dispersive:sm are
dependent onv.

The spectral problem~2!, ~3! may be solved numerically
with the help of finite-difference methods. In a special linear
case, wheren2(z)5a2bz, one can use the Airy functions
Ai and Bi4 as the exact solutions of Eq.~2!.

B. Numerical examples

Consider two examples. In the first example the sound
speed at the free surface isc(0)51450 m/s and at the bottom
c(h)51550 m/s, the density isr051 g/cm3, and the depth
of the water layerh5250 m. The sound-speed profilec(z) is
taken such that the squared refractive indexn2(z) is a lin-
early decreasing function:n2(z)5a2bz, b.0, i.e.,c(z) is
monotonically increasing~see Fig. 2!. In the solid half-space
the compressional speedcp54000 m/s, the shear speedcs

51700 m/s, and the densityr54 g/cm3. The second ex-
ample differs from the first one by only one parameter:cs

52000 m/s. The frequency valuesf were taken in the range
15–130 Hz. Calculations were performed with the help of a
computer code using the Airy functions.

In both examples, we place the source and the receiver
near the bottom:z5z05248 m. Then the surface waves will
be well excited and hence give a significant contribution to
the total field.

Remark:Such values of wave speeds are met in lime-
stone, chalk, granite, schist, and solid sandstone. The value
4 g/cm3 for the density is not very realistic; this choice is
done here only to illustrate the phenomenon as clear as pos-
sible. For instance, ifr52.7 g/cm3, the sequence of the spe-
cific frequencies begins fromf 537.5 Hz, 79 Hz,... . For
such r, the same phenomenon appears, but the graphs in
Figs. 3–5, look not so indicative.

Figure 3 corresponds to the first example. We see here a
family of the phase dispersion curvess5sm(v), with s
lying in the rangesPS5„c(0),c(h)…, and with f from 15
to 90 Hz. Note that a separate curve~the Stoneley-type

FIG. 1. Field amplitude as a function of range: the solid line for a specific
frequencyf 542.1 Hz, and the dashed line for a non-specific frequencyf
546 Hz.

FIG. 2. Sound speeds and turning pointz* .
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curve! lies below all other~water waveguide! curves. There
are no quasi-intersections.

Figure 4 corresponds to the second example. We see
here thequasi-intersections~QI! of the curves, i.e., the zones
where two adjacent curves almost intersect. Such QI zones
are centered near the ‘‘specific’’ frequencies 22, 42, 62, and
83 Hz. There are higher specific frequencies, e.g., 104 and
125 Hz ~not shown in the plot!.

Figure 5 shows the family of the group dispersion curves
for the second example. The upper group curves fall abruptly
and intersect. The intersection frequencies coincide with the
quasi-intersection frequencies of the phase curves. Such in-
tersections do not occur in example 1.

Table I shows the phase velocitiessm and the group
onestm for the specific frequencyf 542.1 Hz.

Figure 1 shows how the field amplitude depends upon
the source–receiver ranger . The solid line corresponds to a
specific frequency 42.1 Hz, it is periodic with a period about
13.7 km. The dashed line corresponds to a nonspecific fre-
quency 46 Hz, where the field is not periodic.

II. EXPLANATION

The phenomenon sketched above can be explained using
the normal modes formula~1! and well-known WKB high-
frequency asymptotic approximations4,5,6 for solutions of dif-
ferential equation~2!. Such approximations are effective for
the frequency values of the order off >20 Hz, the higher the
frequency the better the accuracy.

We shall now consider the phase velocity parameters
only in the rangeS5(c(0),c(h)) because the above effect
is directly related to this part of the whole spectral interval
(0,cs). For sPS, inside the water layer there is aturning
point z* , i.e., the value,z such thatc(z* )5s; see Fig. 2.

Asymptotic WKB formulas for two solutionsy1(z) and
y2(z) of ~2! in the near-bottom domainz* ,z<h can be
written as follows:

y1,2~z!5
1

~12s2n2~z!!1/4 exp@7kF~z,s!#

3@11O~v21!#, ~5!

where F(z,s)5*z
*

z A12s2n2(t)dt, k5v/s, v@1, n(z)

51/c(z), andsPS.
In the near-surface waveguide domain 0<z,z* the

asymptotic formulas are

y1~z!5
2

~s2n2~z!21!1/4 @sin„kF~z,s!1p/4…

1O~v21!#, ~5a!

y2~z!5
1

~s2n2~z!21!1/4 @cos„kF~z,s!1p/4…

1O~v21!#, ~5b!

whereF(z,s)5*z
z
*As2n2(t)21 dt, sPS.

FIG. 4. The phase dispersion curves, second example: quasi-intersections.

FIG. 5. The group dispersion curves, second example: intersections.

TABLE I. Phase and group velocities of normal modes. Second example,
f 542.1 Hz.

Number
Phase velocity

m/s
Group velocity

m/s

1 1484.3591 1461.0133
2 1510.3491 1493.5510
3 1514.4412 1488.2941
4 1539.6915 1454.7201
5 1573.0870 1426.6350
6 1617.2800 1389.1291
7 1674.8621 1346.9117
8 1747.8225 1310.7239
9 1833.2078 1323.2978
10 1921.6700 1334.7152

FIG. 3. The phase dispersion curves, first example: no quasi-intersections.
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Formulas like~5!–~5b! are obtained from a uniform as-
ymptotics that uses the Airy functions of a spectral special
integral argument; see Refs. 4–6.

Any solutionc(z) of Eq. ~2! is a linear combination of
y1(z) andy2(z): c(z)5ay1(z)1by2(z) with coefficientsa
andb independent ofz.

Insertingc(z) into the boundary conditions~3! we come
to an algebraic system for two unknownsa andb:

ay1~0!1by2~0!50,
~6!

a@gy18~h!2ky1~h!#1b@gy28~h!2ky2~h!#50.

System~6! admits nonzeroa and b, and hence a non-
zero solutionc(z), if the determinant of Eqs.~6! equals
zero. The resultingdispersion equationmay be written in the
form:

y1~0,s,v!S2~s,v!2y2~0,s,v!S1~s,v!«~s,v!50,
~7!

where

S2~s,v!5g~s!2ky2~h,s,v!/y28~h,s,v!,

S1~s,v!5g~s!2ky1~h,s,v!/y18~h,s,v!, ~8!

«~s,v!5y18~h,s,v!/y28~h,s,v!.

Here we have written down all three arguments of functions
y1 andy2 .

Using Eq.~5! we obtain

Sj~s,v!5g~s!2~21! j
„12s2n2~h!…21/2

1O~v21!, j 51,2,

«~s,v!52expS 22kE
z
*

h
A12s2n2~z!dzD

3@11O~v21!#.

Now let us discuss the physical sense of Eq.~7!. First we
see that the factor« in ~7! is a small number forv@1.
Therefore, Eq.~7! can be regarded as a result of a weak
perturbation of the ‘‘unperturbed’’ equation

y1~0,s,v!•S2~s,v!50. ~9!

The unperturbed equation~9! is decomposed into two
simplest auxiliary equations:y1(0,s,v)50 and S2(s,s)
50. Obviously, Eq.~9! may be satisfied by roots of either
y1(0,s,v) or S2(s,v). Since the functiony1(z,s,v) is de-
creasing forz.z* , the rootssm

0 (v) of the first auxiliary
equationy1(0,s,v)50 may be regarded as the eigenvalues
of a ‘‘water waveguide,’’ i.e., of a simplified environment
model ‘‘the water stratified half-space withh5` and with-
out a bottom.’’ On the other hand, the second auxiliary equa-
tion S2(s,v)50 differs only by a small termO(v21) from
the classical Stoneley equation

g~s!2„12s2/c2~h!…21/250. ~10!

This equation corresponds to the environment model ‘‘a ho-
mogeneous water half-spacez<h with c(z)[c(h) over an
elastic solid half-spacez>h. ’’

Equation~10! has a unique rootsSt
0 , we call it the clas-

sical Stoneley speed. It is known that 0,sSt
0 ,c(h) ~see

Refs. 1–3!. Since« is a small number forv@1, the roots of
the perturbed equation~7! are close to eithersm

0 (v) or sSt
0 .

It is convenient to classify the models of environment in
the original problem~see Sec. I! as belonging to one of the
following two classes:

~A! the physical parameters are such that the classical
Stoneley speed is less than the minimal value of the sound
speed in the water layer:sSt

0 ,c(0);
~B! the classical Stoneley speed is between the minimal

and maximal values of the sound speed in the water layer:
c(0),sSt

0 ,c(h).
Our first numerical example in Sec. I is of A class and

the second one is of B class.
For A models, the Stoneley-type dispersion curves

5sSt
0 1O(v21) ~corresponding to the solution ofS2(s,v)

50!, does not intersect the water waveguide familys5sm
0

1O(v21), as shown in Fig. 3.
For B models, the Stoneley-type curve forms quasi-

intersections with the waveguide family; see Fig. 4. The
mathematical reason is the following. Denote byPl

5(v l ,s l), l 51,2,3,... those points where bothy1(0,s,v)
andS2(s,v) are zero—the intersection points of the corre-
sponding auxiliary unperturbed dispersion curves. For large
v, the last term in Eq.~7! is small but it is not exactly zero.
As a result, we see the quasi-intersections—instead of
intersections—with minimal distance between two adjacent
curves of order exp„2k*z

*

h A12s2n2(z)dz…. Namely, in a

neighborhood of any pointPl two adjacent phase velocities
are described by

s6~v!5sSt~v!6bl expS 2kE
z
* ~s!

h
A12s2n2~z!dzD

•@11O~v21!#, ~11!

where s5s l , and bl are some constants. EvidentlyDs
5s12s2→0 as f→`.

Now let us look at the eigenfunctions. In case A the
waveguide eigenfunctions are of the same order throughout
all the water layer, and the Stoneley eigenfunction is rapidly
increasing near the bottom. In case B, forf outside the QI
zones, the eigenfunctions behave like those in case A. In case
B, for f inside a QI zone, two eigenfunctions of the Stoneley
type rapidly increase near the bottom, and other eigenfunc-
tions behave like the waveguide ones in case A. The charac-
ter of four first eigenfunctions in case B for a nonspecific
frequency 46 Hz is shown in Fig. 6~a!, and for a specific
frequency 42.1 Hz it is shown in Fig. 6~b!.

It should be pointed out that as soon as we have placed
the sound source near the bottom, the main part of the wave
energy must be transported to a large range by those modes
whose amplitudes are dominant near the interfacez5h.
Such an effect is known in problems with a homogeneous
layer7 and inhomogeneous layer.8 Numerical examples show
that in some cases the contribution of the Stoneley wave near
the bottom can increase the field amplitude up to 10–20 dB,
so that this wave can transport the main part of wave energy.
In case A for any frequency, and in case B for any nonspe-
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cific frequency, there is exactly one Stoneley normal mode
and it transports the main part of the energy. In case B for
any specific frequency, the two Stoneley modes described
above will transport together the main part of wave energy.
These normal modes contain the eigenfunctionsC1(z) and
C2(z) corresponding to Eq.~11!.

Since the phase velocitiess6 of these modes are close
to each other, it is natural to find their joint contributionV
into the total sum~1! of all modes:

V~r ,z!5C1~z!C1~z0!
eirk 1

Ark1

1C2~z!C2~z0!
eirk 2

Ark2

,

~12!

where k65v/s6 ; here the constant common factor
exp(ip/4)/A8p is omitted.

Rewrite ~12! as

V~r ,k!5
eirk 2

Ark1

C1~z!C1~z0!•W, ~13!

whereW5eir Dk1A(z,z0), Dk5k12k2 ,

A~z,z0!5Ak1

k2
C2~z!/C1~z!•C2~z0!/C1~z0!.

The valuea5uA(z,z0)u is approximately equal to 1, but,
generally,aÞ1. Let A(z,z0)5aeia, a5argA, then

uWu25uei ~tDk2a!1au2511a212a cos~tDk2a!.

We see thatuV(r ,z)u is a periodic function of the horizontal
range r , with a periodR52p/uDku's2/( f •Ds). Hence,
the amplitude of the acoustic field is oscillating, the period
beingR. The amplitude decreases slowly as 1/Ar→0. Thus
we conclude that the effect ofr -periodicity of the sound field
is the result of combination of two harmonic movements
which have close frequencies. Note that the lessDs, the
greater the periodR. For instance, at f 522 Hz, R
57.5 km, and atf 562 Hz, R522.5 km.

Remark:In real media such as fluids and solids, there
are losses of wave energy that cause an attenuation of the
acoustic field. The energy loss may be simulated with addi-
tion of imaginary parts to the speeds. For example, let the
compressional speed in the solid be complex,cp5Rcp

1 iTcp , Tcp,0, and the relationTcp /Rcp be of the order

of 0.005 or less. Numerical calculations made for both ex-
amples of Sec. I with the complexcp show that the ampli-
tude of the acoustic field decreases with the source–receiver
range more rapidly than in Fig. 1. However, the general char-
acter of the field is conserved up to the distances of the order
of 100 km. At greater distances the structure of the field
becomes more chaotic. Thus in case of small attenuations,
the periodicity effect can be well seen. For greater imaginary
parts of the speeds, this effect disappears nearer to the
source. Addition of an imaginary part to the shear speed
diminishes the field more than such an addition to the com-
pressional speed does.

III. SUMMARY

A phenomenon is described that the sound field created
by a point source in a shallow sea can depend periodically on
the source–receiver range. The phenomenon is explained in
terms of the normal modes theory and WKB asymptotic ap-
proximations: For each specific frequency, two normal
modes of the Stoneley type with close phase velocities exist
and interfere. The above effect appears for certain models of
a stratified sea over a solid bottom. In short, it has place if
the sound speedc(z) in the sea is increasing with the depth,
and the classical Stoneley speed is between the minimal and
maximal values ofc(z). Such relations are not typical in
fact, but they are possible.

The phenomenon described in this paper shows once
more that the solidness of a bottom can present new effects
in comparison with the simplest case of a liquid bottom; see
also Refs. 7, 9, 10, and 11.
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Due to the multiple bottom reflections encountered in shallow water environments, the spatial
structure of the ambient noise field depends strongly on the geoacoustic properties of the seabed,
which are invariant over time scales associated with most measurements. The vertical directionality
and coherence are relatively stable features of the noise that are determined primarily by the seabed,
rather than temporal variations in the surface source distribution. In this paper, estimates of the
compressional and shear wave speeds are determined from ambient noise measurements over shear
supporting seabeds. Using a model of wind-generated noise over an elastic seabed, it is shown that
the noise is sensitive to the compressional and shear wave speeds in the upper few meters of seabed.
An inversion procedure is developed based on a matched field of the complex, broadband coherence
from a single hydrophone pair. Using ambient noise data from two shear supporting sites,
compressional and shear wave estimates are obtained that are in good agreement with independent
surveys. For one site where the bedrock is exposed, a half-space model of the seabed yields
reasonable estimates of the seabed parameters. For the other site, the presence of a thin sedimentary
layer results in a low estimate from the half-space model. However, when the layer is included in
the model, the estimates of the underlying bedrock are in good agreement with a seismic survey.
© 1998 Acoustical Society of America.@S0001-4966~98!05101-7#

PACS numbers: 43.30.Ma, 43.30.Pc@DLB#

INTRODUCTION

In shallow water, sound interacts strongly with the sea-
bed. Sound emanating from a source undergoes multiple re-
flections between the sea surface and sea floor. The ambient
noise field is a stochastic process of many such noise sources
and the respective interactions of their wave fields with the
environmental boundaries. As a consequence of the multi-
path interaction, the time-averaged ambient noise exhibits
spatial structure that is largely determined by the character-
istics of the seabed. In particular, the geoacoustic parameters
of the seabed determine the relative reflection versus refrac-
tion of sound from the water column into the seabed as a
function of grazing angle. In turn, this relationship affects the
vertical directionality and vertical coherence of the ambient
noise. These functions of the noise can therefore be mea-
sured in the ocean environment, and used to estimate the
seabed parameters.

The dependence of the vertical directionality and coher-
ence was examined by Chapman1 who modeled typical
variations in the noise structure for seabeds ranging from silt
to chalk, and demonstrated good agreement of the real com-
ponent of the coherence with data from two shallow water
sites. Based on the seabed’s effect on the vertical coherence,
Buckingham and Jones2 used a low-loss, fluid model to es-
timate the compressional wave speed from experimental
measurements of the noise. In the present study, this idea is
developed further to address shear-supporting seabed types.
The dependencies of the ambient noise on the reflective
properties of the seabed are presented and subsequently used

to invert for the compressional and shear wave speeds using
the vertical coherence of the noise.

The inversion is based on the broadband vertical coher-
ence from a single hydrophone pair. It utilizes the frequency
band of 100 Hz to a few kilo-Hertz, where ambient noise
often contains contributions from both natural source mecha-
nisms and anthropogenic sources. The present study focuses
solely on wind/wave-generated noise, which can be modeled
as a uniform distribution of surface sources. Undoubtedly,
other noise sources, particularly ships, can be important in
many shallow water areas. These sources often have variable
spatial distributions, and thus very different vertical noise
structure compared to wind noise. The present study consti-
tutes an initial investigation into the somewhat ideal situation
where wind noise, which has a predictable spatial distribu-
tion, is the dominant source mechanism.

In this paper, the dominant environmental effects on the
noise field are examined and used to estimate the compres-
sional and shear wave speeds from ambient noise data. A
normal mode model of wind-generated ambient noise over a
shear-supporting basement is developed in Sec. I. In Sec. II,
the noise is examined in terms of the narrowband vertical
directionality and, alternatively, the broadband vertical co-
herence. The directionality is used because it is physically
intuitive, whereas the coherence, which is easier to measure,
forms the basis of the inversion. The fundamental effects of
the seabed on the noise field are examined using a homoge-
neous half-space seabed. Then, a layered seabed is used to
investigate the seabed penetration depth characterized by the
broadband coherence. Finally, the effect of a sound speed
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profile on the coherence is addressed. In Sec. III, ambient
noise data are presented in order to demonstrate the station-
arity of the noise field coherence with regard to temporally
varying aspects of the ocean environment. In Sec. IV, the
inversion procedure is introduced and subsequently applied
to ambient noise data from two shear-supporting sites in
Sec. V.

I. AMBIENT NOISE MODEL FOR A SHALLOW WATER
DUCT OVER A SHEAR-SUPPORTING BASEMENT

Several models of ambient noise are currently in exis-
tence. A review of these models can be found in a paper by
Hamson.3 One such model for the spatial correlation in the
vertical was developed by Buckingham.4 This model ac-
counts for uncorrelated omnidirectional noise sources over a
low-loss, fluid basement in an isovelocity shallow water
channel. The low-loss approximation made by Buckingham
allowed for the continuous spectrum, which is often attrib-
uted to a branch line integral and can be difficult to compute,
to be omitted from the calculation. However, as this energy
represents the contribution from nearby sources, it can be an
important component of the wind-generated ambient noise.5

A more general formulation, which allows for the continuous
spectrum component, was expressed in the form of a wave
number integral by Kuperman and Ingenito.6 This general
expression is evaluated using the fast field program~FFP!
OASES.7,8 Recently, Harrison9 has shown that equivalent re-
sults may also be obtained using a simple ray approach.

In this section, recent developments in the area of eigen-
value finding routines10 are incorporated with these previous
approaches in order to express the entire wind-generated am-
bient noise field as a sum of normal modes. The expression
accounts for lossy, elastic seabeds, and it incorporates the
discrete and continuous spectra by including the trapped and
leaky modes. It can be computed quickly and accurately for
the isovelocity case and used to examine the seabed effects
on the noise field.

The physical model is shown in Fig. 1. The wind noise
generators are modeled as a plane of omnidirectional point
sources which are Poisson distributed in space and time and
are located just below a pressure release surface. The water
column contains a sound speedcp1 and densityr1 . The sea-
bed consists of an optional fluid layer of variable thickness
overlying an elastic half-space. The parameters for the layer
are the compressional wave speed and attenuation,cp2 and
ap2 , and the densityr2 . The parameters for the half-space
are the compressional wave speed and attenuation,cp3 and
ap3 ; shear wave speed and attenuation,cs3 andas3 ; and the
densityr3 . A sensor array, shown as a single receiver pair, is
located in the water column away from the interfaces.

The goal is to describe the second-order statistics as a
function of the seabed parameters. To do this, the cross-
spectral density between receivers will be expressed in terms
of the Green’s function, which in turn depends on the seabed
parameters. The cross-spectral density will then be used to
compute the vertical directionality and the vertical coher-
ence, which will help to interpret the seabed’s effect on the
noise field.

Considering an incremental surface areadA as shown in
Fig. 2, the expected value of the cross-spectral density for a
Poisson process is given by Carson’s theorem,11 which can
be expressed as

dSi j ~v!52nQ2G~r ,v,zri !G* ~r ,v,zr j ! dA, ~1!

where the overbar stands for ensemble average,n is the
source density per unit time,Q is the source strength,G are
the Green’s function at receiver depthszri andzr j , v is the
angular frequency, and the asterisk denotes complex conju-

FIG. 1. Canonical shallow water ambient noise model showing an optional
fluid layer of variable thickness and the viscoelastic parameters of the sea-
bed half-space. The cross-spectral density between the two hydrophones is
calculated from a random distribution of point sources just below the pres-
sure release surface.

FIG. 2. Source model for the ambient noise field. The cross-spectral density
of the ambient noise is derived using the Green’s function within the incre-
mental areadA and then integrating over azimuth and range.
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gate. To obtain cross-spectral densities for the total surface,
the incremental areadA5rdrdf is integrated over range
and angle. Assuming azimuthal symmetry, the integral over
f provides a factor of 2p and the resulting integral for the
expected value of the total cross-spectral density is given by

Si j ~v!54pnQ2E
0

`

rG~r ,v,zri !G* ~r ,v,zr j ! dr. ~2!

Thus, the expected value for the average cross-spectral
density of the random process is expressed in terms of the
deterministic Green’s functions for a given environment.
Considering the shallow water duct environment of Fig. 1,
the Green’s function solution to the wave equation is well
known and can be expressed as a sum of normal modes

G~r ,v,zr !5 ip(
n

wn~zr !wn~zs!H0
1~knr !, ~3!

wheren is the mode number,wn are the mode eigenvectors
evaluated at the source and receiver, andH0

1 is a Hankel
function which depends on ranger and the mode eigenvalues
kn .

Substituting the Green’s function from Eq.~3! into the
cross-spectral density in Eq.~2! and performing the range
integration results in the following double sum of normal
modes:

Si j ~v!516pnQ(
n51

`

wn~zs!wn~zri ! (
m51

`

wm* ~zs!wm* ~zr j !

3
ln~kn /km* !2 ip

km*
2
2kn

2
. ~4!

The upper limit of infinity in the mode sum is due to
choosing the Pekeris branch cut, which results in a finite sum
of trapped modes plus an infinite sum of leaky modes plus a
branch line integral, which can be neglected. Because the
noise sources are distributed across the entire surface, the
noise field includes overhead source contributions, and the
continuous spectrum is an important contributor to the total
noise field. The infinite sum provides an accurate description
of the noise without the necessity for computing the branch
line integral. In practice the sum may be truncated at mode
cutoff for a rigid bottom. This corresponds to a maximum
mode number ofNmodes52 f h/cp1 , wheref is the frequency
andh is the duct depth.

Some concern was raised by Stickler12 as to whether the
mode sum derived from the Pekeris cut provides a suffi-
ciently complete solution for the field in the water column.
However, Stickler’s concern over the importance of the
branch line integral is based on a specific example where a
single trapped mode exists and is very near cutoff. For the
geometries and frequencies used in this study, many modes
exist in the water column. Consequently, the branch line in-
tegral can be neglected and the Pekeris mode sum provides
an accurate representation of the field in the water column.

The seabed parameters couple into the noise field solu-
tion through the reflection coefficient which determines the
mode eigenvalueskn . For the case of an isovelocity profile
in the water, the eigenfunctions are sines and the eigenvalue

solutions are obtained for the lossy, elastic seabed using the
complex effective depth method of Zhang and Tindle.10 By
allowing for an angle-dependent complex effective depth and
iterating the eigenvalue solutions,13 the procedure provides
the exact eigenvalues of both the trapped and leaky mode
poles.

Once the eigenvalues have been obtained and the cross-
spectral density computed, the vertical directionality may be
obtained by beamsteering a multi-element array across the
vertical span of the water column. To steer the array at an
angleus from the horizontal, the proper phase delay for a
receiver at positionzi is given by

wi~us!5ai exp S 2 i
vzi sin ~us!

cp1
D , ~5!

whereai is real-valued window weighting that may be used
to provide array shading. The directional power for the angle
us is then the sum over all hydrophones according to the
equation

F~us ,v!5 (
i , j 51

Nhyd

wi* ~us!Si j ~v!wj~us!, ~6!

where again the asterisk denotes complex conjugate.
The vertical coherence is simply a normalized version of

the cross-spectral density. It may be expressed for a variable
receiver separation at a single frequency, or it may be ex-
pressed as a broadband calculation from a single receiver
pair. For the purpose of this study, we desire the simplicity
obtained in using a measurement from a single hydrophone
pair. Consequently, the coherence is expressed as the follow-
ing broadband function:

G i j ~v!5
Si j ~v!

ASii ~v!Sj j ~v!

, ~7!

where i 51 and j 52. We note here that the coherence is a
complex function, as is the cross-spectral density between
the two receivers.

Having established a theoretical framework for the
wind-generated ambient noise field, we can now interpret the
seabed’s effect on the ambient noise directionality and co-
herence.

II. INTERPRETING THE AMBIENT NOISE FIELD

A. Fundamental effects of a viscoelastic seabed on
the ambient noise field

The ambient noise inversion will be based on the broad-
band coherence from a single hydrophone pair. However, as
this function is not physically intuitive, the effect of the sea-
bed on the ambient noise field will be described by first
discussing the reflection coefficient, progressing to the verti-
cal directionality, and finally arriving at the vertical coher-
ence. The reflection coefficient describes the angular depen-
dence of the reflection strength of a single plane wave as
determined by the seabed parameters. The vertical direction-
ality is a measurable quantity of the noise in which the prop-
erties of the reflection coefficient are manifest in the noise
power per unit angle. Although the directionality has the
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benefit of being easy to interpret, it has the drawback of
requiring a multiple element array where the useful fre-
quency band is limited by the minimum receiver separation.
The coherence, on the other hand, requires only two ele-
ments, and its frequency band is limited only by the sam-
pling frequency and receiver response. Consequently, the co-
herence has the benefits of being a simpler measurement and
allowing a wider frequency band to be examined. Addition-
ally, the use of a broadband measurement offers greater im-
munity to dominant shipping lines which tend to occur at
lower frequencies. To relate the coherence to the vertical
directionality, we will make use of the spatial Fourier trans-
form relationship derived by Cox.14 This relationship relates
the complex coherence to the vertical directionality, whereby
the real component of the coherence represents the direc-
tional symmetry in the noise, and the imaginary component
represents asymmetry in the noise. Although the relationship
breaks down for nonhomogeneous noise fields, it will be
useful in relating the coherence to the directionality and,
thus, to the seabed reflection coefficient. Homogeneous noise
is not, however, a necessary condition for performing ambi-
ent noise inversions based on the coherence or the direction-
ality. Provided that an adequate representation of the field
exists, inversions can be performed by matching the theory
to the measurements in the water column.

To examine the fundamental seabed effects on the noise
field, we consider the case of a viscoelastic half-space with-
out the presence of the sedimentary layer. We will consider
the compressional wave speed,cp3 ; the shear wave speed,
cs3 ; and the compressional wave attenuation,ap3 . Com-
puter simulations have shown that typical variations in the
remaining parameters,r3 andas3 , are of lesser importance
in determining the spatial structure of ambient noise. Conse-
quently, they will not be considered in this analysis.

Figure 3 shows the reflection coefficient, vertical direc-
tionality, and vertical coherence for half-space parameter
combinations of@cp3 ,cs3 ,ap3# as follows: I, @1700, 0.01,
0.01#; II, @2400, 0.01, 0.01#; III, @2400, 750, 0.1#; and IV,
@2400, 1000, 0.1#, where the wave speeds are given in units
of m/s and attenuation is in dB/l. The line types are given
by: case I~-•!, case II~—!, case III~- -!, and case IV~••!.

Reflection coefficients for four seabed combinations are
shown in Fig. 3~a!. The effect of the compressional wave
speed can be seen by comparing the solid line to the dash–
dot line. The critical angle of total internal reflection derives
from Snell’s law which relates the refraction angle to the
ratio of sound speeds at the interface. Increasing the value of
cp2 results in an increased critical angle, and thus a larger
range of angles where total internal reflection occurs. This is
the most basic and dominant effect of the seabed on the
acoustic wave energy. Because of the simplicity of the rela-
tionship, the critical angle is an easy identifier of the com-
pressional wave speed.

Comparing the dashed and dotted lines to the solid line
shows the result of increasing the shear wave speed in the
seabed. Higher levels of shear result in decreased reflection
of energy propagating at angles between grazing and the
critical angle. Thus, with regard to energy in the water col-
umn, the conversion of compressional to shear waves is a

loss mechanism that preferentially attenuates intermediate,
subcritical angle energy.

In the absence of compressional wave attenuation, the
reflection coefficient curves obtain a value of unity at the
critical angle, even when shear is present. However, the pres-
ence of compressional wave attenuation decreases the reflec-
tion of critical and subcritical angle energy. Because of the
compressional wave attenuation, the dashed and dotted
curves in Fig. 3~a! obtain a value slightly less than unity at
the critical angle.

Figure 3~b! shows the effect of the seabed parameters on
the vertical directionality. The curves have been computed
from an 11-hydrophone array using a Hanning window, an
interelement spacing of 1.47 m, a frequency of 480 Hz, a
100-m channel, and a source strength of unity. Standard
practice is to normalize these curves to absolute hydrophone
level and to plot them on a polar plot. Rather than follow this

FIG. 3. The ~a! reflection coefficient,~b! vertical directionality, and~c!
vertical coherence are shown for varying seabed conditions. The parameters
@cp3 ,cs3 ,ap3# vary as follows:@1700, 0.01, 0.01#, ~-•!; @2400, 0.01, 0.01#,
~—!; @2400, 750, 0.1#, ~--!; and@2400, 1000, 0.1#, ~••!. The wave speeds are
given in units of m/s and attenuation is in dB/l.
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procedure, the unnormalized levels of the curves are plotted
on a log-linear plot to show better the absolute effects of the
loss mechanism.

It should be clear from the similarity in Fig. 3~a! and~b!
that the character of the reflection coefficient manifests itself
in the vertical power of the noise field. Comparing in Fig.
3~b! the solid line to the dash–dot line isolates the effect of
varying the compressional wave speed. The angle span
where total internal reflection occurs can be seen in the rela-
tive vertical power, where the faster compressional wave
speed case has a broader peak around the horizontal. Further-
more, because a greater amount of energy has totally re-
flected along the multipath, the higher compressional wave
speed case also has a higher absolute power level for an
equal source strength.

In the dashed and dotted curves we see that the inclusion
of shear results in intermediate mode stripping, creating a
‘‘rabbit ear’’ appearance to the directionality. The amount of
mode stripping is dependent on the shear speed and the cor-
responding amount of compressional to shear wave conver-
sion at the seabed. Because shear represents an energy loss
mechanism, the directionality exhibits an asymmetry where
more energy is present at upward-looking angles than at
downward-looking angles. The compressional wave attenua-
tion has a relatively minor effect on these curves, which is to
clip the level of the peaks at the critical angle.

Figure 3~c! shows the complex coherence functions ob-
tained from a 1-m receiver separation over the frequency
band of 100–2000 Hz. The real part approaches unity at zero
frequency; the imaginary part approaches zero. The solid and
dash–dot curves demonstrate the effect of the compressional
wave speed in the lossless environment. For these curves, the
imaginary part is very close to zero because, for the lossless
seabed, the noise field directionality is nearly symmetric
about the horizontal.~A small amount of asymmetry always
occurs due to penetration of high angle energy.! The effect of
the compressional wave speed on the coherence is that in-
creases incp3 shift the zero crossings in the real component
of the coherence to a lower frequency. In the limit, ascp3

becomes large, the noise field becomes isotropic~or entirely
symmetric! and the zero crossing approaches a frequency of
f 5cp1/2s, wheres is the receiver separation.

The effect of shear can be seen in the dashed and dotted
curves. Compared to the solid curves, the real coherence zero
crossing frequency has decreased due to the loss of symme-
try in the noise directionality. In addition, the magnitude of
the imaginary component has increased due to the asymme-
try associated with the intermediate mode stripping. Compar-
ing the dashed and dotted curves indicates that these varia-
tions in the real and imaginary coherence increase with
increasing shear wave speed.

In addition to shear, the compressional wave attenuation
is a loss mechanism that can affect the asymmetry in the
noise directionality. Although its properties differ from those
of shear, attenuation can have similar effects on the vertical
coherence. This raises uncertainty as to which parameter is
causing the noise field asymmetry. One option would be to
invert for the ‘‘effective attenuation’’15 which is a combina-
tion of all attenuation mechanisms including shear, attenua-

tion, and scattering. However, it is known from numerousin
situ studies by Hamilton16–18 and others that fast seabeds
have high shear wave speeds and low attenuation values.
Consequently, the effects of attenuation from a fast, shear-
supporting seabed are expected to be small. The relative ef-
fects of shear and attenuation can be seen in Fig. 4 where the
coherence is plotted for parameter variations typical of a mo-
raine seabed.19 In Fig. 4~a! the attenuation has been varied
from 0.1 to 0.5 dB/l; in Fig. 4~b! the shear speed has been
varied from 500 to 700 m/s. Comparing Fig. 4~a! and ~b!
shows that, for a moraine seabed, shear has a greater effect
on the coherence than does the compressional wave attenu-
ation. This will be increasingly true for progressively faster
seabed types where attenuation values decrease and shear
speeds increase. Consequently, typical variations in seabed
attenuation should not provide significant error in the esti-
mates ofcp3 andcs3 , provided that the inversion is applied
to sufficiently hard materials where shear speeds are high
and attenuation is low. The presence of attenuation in uncon-
solidated sediments will, however, prohibit inverting for the
low shear speeds associated with these materials. Therefore,
we concentrate our inversions on fast, consolidated materials
where shear is the dominant loss mechanism. To further
minimize the error incurred in the inversion, empirically de-
termined relationships will be used to correlate the attenua-

FIG. 4. The comparative effects of shear and compressional wave absorp-
tion for a moraine seabed showing~a! attenuation effects:cp52000, cs

5600, varyingap50.1 ~—!, 0.3 ~––!, 0.5 ~••!; and ~b! shear effects:cp

52000,ap50.3, varyingcs5500 ~—!, 600 ~––!, 700 ~••!. Sound speeds
given in m/s, absorption given in dB/l.
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tion with the compressional wave speed. This correlation is
discussed in the Appendix.

B. The penetration depth

Using ambient noise to determine seabed parameters
will provide an average estimate for some finite penetration
depth into the seabed. This penetration depth will depend on
the acoustic wavelength of the ambient noise used in the
calculation. Narrowband simulations of the vertical direc-
tionality indicate that the noise is sensitive to approximately
the upper one wavelength of seabed. Consequently, for fre-
quencies varying from 100 to 2000 Hz, a vertical footprint of
15 to 0.75 m, respectively, may be obtainable provided an
array of sufficient aperture is used. However, utilizing the
broadband coherence does not allow for estimates at the in-
dividual frequency components. Rather, the coherence pro-
vides a single estimate which represents an intermediate
value over the penetration depths delimited by the frequency
band employed in the inversion.

To illustrate the vertical footprint obtained using the
noise coherence, a fluid layer of variable thickness is now
included in the model. The coherence curves for a sand layer
over a chalk substrate seabed are shown in Fig. 5. The hy-
drophone pair is separated by 1 m and located at midwater
depth in a 100-m channel. The thickness of the layer varies
as 1 m~-••!, 2 m ~-•!, and 5 m~--!. The limiting cases are the
chalk half-space with no layer~••! and the sand half-space
with no layer ~—!. The figure shows that the coherence is
very sensitive to as little as 1 m ofsediment over the chalk
substrate. The curves for the three layered basements lie be-
tween the two half-space limits, representing a sort of aver-
age between the two materials. Furthermore, as the sand
layer thickens, the coherence progressively approaches the
sand half-space result. The coherence for the 5-m layer is
barely distinguishable from the sand half-space. For the fre-
quencies and receiver separations specified, these curves in-
dicate that the coherence is only sensitive to the upper 5 m of
seabed, and that this sensitivity is dominated by the surficial
material. Consequently, the inversion technique will not be
useful in determining deep sediment structure, but may pro-

vide an inexpensive means of monitoring seasonal variations
in sediment overburden in shallow water areas.

C. The effect of a sound speed profile

The effect of a water column sound speed profile on the
noise directionality and coherence has been considered pre-
viously by Hamson,5 Kuperman and Ingenito,6 and others.
The presence of a sound speed profile will affect the ambient
noise inversions in two ways: the noise field homogeneity
and the perceived critical angle. In the isovelocity environ-
ment the noise field is approximately homogeneous away
from the surface and bottom interfaces.4 As a consequence,
the precise location of the receiver pair is not an important
consideration, provided that the two receivers are not too far
apart and that neither is near an interface. In the presence of
a sound speed profile this simplifying factor breaks down.
The sound speed profile results in bent rays, or vertically
constrained mode shapes, depending on one’s preferred point
of view. Consequently, receiver placement within the profile
dictates what collection of rays or what modal amplitudes
contribute to the measured field. For this reason, placement
of the receivers, even within the center of the water column,
becomes a consideration that can affect the inversion calcu-
lations.

The second important factor related to the sound speed
profile is that the energy is preferentially bent away from the
horizontal. Upon first consideration it might appear that all
energy is bent more vertically and is thus more likely to
exceed the critical angle of the bottom. However, the effect
is actually more prevalent on the horizontally propagating
energy than on the energy near the critical angle. This can be
understood very simply in terms of Snell’s law. Consider a
ray launched from the surface in a duct containing a sound
speed profile. For a launch angleusurf from the horizontal,
the angle of arrival at a given hydrophone will be

u rec5cos21
„~crec/csurf!cosusurf…,

wherecrec andcsurf are the sound speeds at the receiver and
surface, respectively. For a downward-refracting profile that
varies 10 m/s from the surface to the receiver, a horizontally
launched ray will have an arrival angle ofu rec56.6° whereas
a ray launched at 30° will have an arrival angle ofu rec

530.7°, which is a much smaller deviation. Thus, the effect
of the profile is not so much to bend energy beyond the
critical angle of the bottom as it is to strip energy from the
horizontal.

The profile effect can also be viewed as preferential al-
teration in the excitation strength of the lower-order modes.
A downward-refracting profile will constrain a particular
mode shape to the lower portion of the water column, mak-
ing the mode less excitable by near surface sources. Con-
versely, an upward refracting profile will constrain the mode
to the upper portion of the water column, increasing its ex-
citation strength.

This effect creates a ‘‘noise notch’’ around the horizon-
tal in the downward refracting case, and a filling in of the
notch in the upward refracting case. This is illustrated in Fig.
6 for a moraine seabed. The velocity profiles are shown in
Fig. 6~a!, where there are two downward-refracting, one is-

FIG. 5. The effect of a layer on the broadband coherence from a receiver
pair separated by 1 m. The seabed model varies as follows: chalk half-space
without a layer~••!, 1-m layer of sand over chalk~-••!, 2-m layer of sand
over chalk ~-•!, 5-m layer of sand over chalk~--!, and sand half-space
without a layer~—!. The curves indicate that the coherence is only sensitive
to the upper 5 m of seabed material.
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ovelocity, and one upward-refracting profile. The line types
are consistent throughout the figure, with solid representing
isovelocity, dashed and dotted representing downward re-
fracting, and the dash–dot representing upward refracting.
The noise curves were calculated usingOASES.7,8 Figure 6~b!
shows the directionality at 480 Hz for the an 11-element
array with 1.47-m interelement spacing and a source depth of
0.1 m. The broad dip below the critical angle is due to inter-
mediate mode stripping associated with the shear-supporting
moraine seabed. In addition, a narrow notch around the hori-
zontal is present for isovelocity and downward-refracting
profiles. In the isovelocity case, the notch is due to the source
dipole radiation pattern used in theOASES program. How-
ever, the depth of the notch increases depending on the se-
verity of the profile and the corresponding decrease in the

excitation of the lower-order modes. In the case of the up-
ward refracting profile, the excitation of horizontal modes is
enhanced, creating a hump around the horizontal.

The effect on the coherence of variations in the horizon-
tal component of the noise field can be predicted by consid-
ering a purely horizontal noise component. In the case of
horizontal plane wave noise there is no phase difference be-
tween two vertically separated sensors. In other words, the
signals on the two sensors are perfectly coherent. Conse-
quently, we expect enhancements in the horizontal compo-
nent to increase the real coherence and drive the imaginary
coherence toward zero. Conversely, notches in the horizontal
component should place greater emphasis on higher-order
modes, which are subject to attenuation and provide asym-
metry to the directionality. This should decrease the real co-
herence and increase the imaginary part. This is shown in
Fig. 6~c!, where the vertical coherence is shown for a 1-m
separated receiver pair centered at midwater depth above the
moraine seabed. The noise notch associated with the
downward-refracting case results in a reduced zero crossing
frequency of the real coherence and a small increase in the
magnitude of the imaginary coherence. In the upward-
refracting case, the opposite effect is true.

Figure 6 indicates that the sound speed profile provides a
measurable change in the coherence, and that including a
measurement of the profile in the inversion could improve
the accuracy of the inversion. In the upward-refracting case,
it is clear that neglecting the profile from the inversion would
result in substantial estimation error. For the downward-
refracting case, however, the profile has a much smaller ef-
fect on the coherence, which remains dominated by the sea-
bed. Consequently, only a small error will be incurred in an
inversion if an isovelocity model is used when the actualin
situ profile is downward refracting.

III. THE STATIONARITY OF THE NOISE COHERENCE

Because the ambient noise is a random process, it will
naturally undergo random fluctuations over time. The use of
noise in performing seabed inversions is based on the under-
lying tenet that the time-averaged noise coherence is a robust
and repeatable measurement of the random process. Thus,
the inversion assumes some level of stationarity whereby
fluctuations in the coherence are of minor importance with
respect to parameter estimation. Not all statistical measures
of ambient noise are stationary. For instance, stationarity
does not hold for the power spectral density which varies
substantially with sea state. However, as the coherence is
normalized with respect to the power spectral density, it is,
in fact, a sufficiently stationary measurement of the random
process to permit its use in the ambient noise inversion. This
statement is justified below.

The broadband coherence is computed from a finite time
measurement of the ambient noise field at two vertically
separated receivers. Denote the time series on each receiver
by xi(t) where i 51,2, andXi( f ,DT) is the corresponding
finite Fourier transform over the time segmentDT. The
cross-spectral density estimate is obtained by averagingN
segments, each of lengthDT, according to the following
equation:

FIG. 6. The effect of a sound speed profile on the vertical directionality and
the vertical coherence.~a! Sound speed profiles,~b! directionality for a
moraine seabed, and~c! coherence for a moraine seabed. The line types are
consistent with those given in~a!.
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Ŝi j ~ f !5
1

N (
n51

N

Xi~ f ,DTn!Xj* ~ f ,DTn!, ~8!

where the overbar stands for ensemble average and the hat
indicates estimation. The coherence is then a normalized ver-
sion of the cross-spectral density according to the equation

Ĝm~ f !5
Ŝ12~ f !

AŜ11~ f !Ŝ22~ f !

, ~9!

whereĜm denotes measured coherence estimate.
In order to demonstrate the stationarity of the measured

coherence, estimates obtained from two shallow water sites
are shown in Fig. 7. For each site, coherence estimates are
plotted from five distinct time intervals. The calculations
were made using 512-point FFTs with 50% overlap and a
Kaiser–Bessel20 window with b5pa57.85.

Figure 7~a! shows the coherence taken from the Cortes
Bank in sea state 3. The data were digitized at a sampling
frequency of 7 kHz. The five curves were obtained using
relatively short 20-s averages spaced approximately equally
over a 1-h measurement period.~The real coherence curves
approach11 at low frequency, but fall off toward zero at
DC. The low-frequency falloff is attributed to flow noise
which resulted from an imperfect decoupling of the array

from the surface movement.! The consistency in the five
curves demonstrates the relative stationarity of the noise field
coherence over the 1-h period. We have found similar con-
sistency over these timescales in data from several other
shallow water sites. The Cortes Bank is particularly notewor-
thy because the corresponding spectral levels vary by as
much as 15 dB over this measurement period, but the coher-
ence remains stable.

In Fig. 7~b! the coherence is plotted using data from five
consecutive days at a muddy sand site along the Florida
Shelf. During the five-day measurement period, the sea state
varied between 1 and 3 and the spectral levels varied by up
to 15 dB. The data were digitized at 6.34 kHz and the coher-
ence curves were obtained from 40-s averages. On three of
the five days intermittent dropout occurred in the data. The
data were interpolated through the faulty points, which
caused the coherence variations below about 300 Hz. Aside
from the artifact at low frequency, the coherence shows a
tremendous amount of consistency over the five-day period,
despite the variation in sea state and spectral levels.

These and other observations strongly suggest that the
wind-generated ambient noise coherence is a stable measure-
ment which is dominated by time-invariant properties, rather
than random fluctuations in the source distribution or ocean
environment. As the average coherence structure is primarily
controlled by seabed reflectivity, it should provide a suitable
means of inverting for seabed parameters.

IV. INVERSION PROCEDURE

The inversion is based on a simple curve fit between the
theoretical and measured coherence functions. The underly-
ing philosophy is that, since the coherence is a function of
the seabed parameters, the best fit will occur when the sea-
bed parameter values used in the model are equal to the
seabed parameters occurring at the experimental site. As the
coherence is a broadband, complex function, the goal is to
minimize the residual between real and imaginary parts
across the frequency band of interest. The norm is therefore
defined as the broadband, root-mean-square~rms! difference
between the theoretical and experimental coherence curves.
Because the real and imaginary parts provide separate infor-
mation, the difference function is a linear combination of the
two rms differences~real and imaginary!. This allows for the
option of unequal weighting of the real and imaginary parts,
as discussed below. The norm may be written as

D~cp3 ,cs3 ,zs!5
100

AN
H 1

2
A(

i 51

N FR„Ĝm~ f i !2G t~ f i !…

2 G2

1
1

2
A(

i 51

N FI~ Ĝm~ f i !2G t~ f i !!

2 G2J ,

~10!

whereN is the number of frequency points,Ĝm and G t are
the measured and theoretical coherence values, respectively,
andR andI indicate real and imaginary parts. The normal-
ization condition has been chosen such that the difference
function varies between a minimum of 0 and a maximum of

FIG. 7. The stationarity of the broadband vertical coherence is demonstrated
using five individual estimates of the coherence spaced over a period of
time. The coherence curves shown in~a! were obtained from the Cortes
Bank using 20-s averages spaced over a 1-h period. The coherence curves
shown in~b! were estimated from 40-s averages taken on five consecutive
days at a site along the Florida Shelf.
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100. Implicit in this normalization is the fact that the range
of possible values for the real and imaginary coherence is
from 11 to 21, meaning that the argument under each
square root in Eq.~10! has a minimum value of 0 and a
maximum value ofN.

The sum over frequency implies equal weighting to all
frequency components. This is a reasonable approach pro-
vided that the measured coherence contains sufficient struc-
ture at all frequencies. There is, however, some physical jus-
tification for other weighting functions. For instance, the
lower-frequency components could be weighted preferen-
tially over the higher-frequency components because surface
scattering, which is unaccounted for in the model, would be
more likely to alter the higher-frequency measurements. Or,
the imaginary component, which is typically a factor of 2 to
3 smaller than the real component, could be preferentially
weighted to account for the difference. Or, coherence values
near zero magnitude could be deemphasized because they are
more likely to be contaminated by electronic noise. These
and other weighting functions may prove useful in future
applications of the inversion, but will not be necessary in the
current study.

The frequency band chosen for the inversion represents
a compromise of the following factors. A low-frequency
component is desirable in order to maximize the penetration
depth into the sediment. However, focusing on only low fre-
quencies increases the risk of error from shipping-
contaminated noise, which is not being modeled here.
Higher-frequency components are desirable in order to en-
sure the use of wind-generated noise and in order to obtain
sufficient structure~i.e., zero crossings! in the coherence
function. However, very-high-frequency noise is undesirable
because it only samples the surficial sediment, and the co-
herence structure is more likely to be affected by surface
scattering. Consequently, the frequency band of 100 Hz to a
few kilo-Hertz is chosen to most reliably estimate the upper
few meters of seabed using predominantly wind-generated
noise. In the inversions results that follow, slight variations
on these limits are applied because of hardware limitations
imposed during the collection of data.

The inversion procedure is to minimize the norm be-
tween the theoretical and measured broadband, complex co-
herence functions for the three-dimensional parameter space
cp3 , cs3 , andzs . The source depth is considered as a free
parameter here as it is unknown and can affect the higher-
frequency components of the coherence.21 The theoretical
coherence functions are computed for a matrix of the three
parameters and saved in a look-up table for comparison with
the data. The compressional wave speed is varied from 1550
to 2800 m/s, the shear wave speed is varied from 0 to 1400
m/s, and the source depth is varied from 0 to 1 m. The
remaining seabed parameters are correlated using the rela-
tionships outlined in the Appendix. In the results that follow,
the values of the norm are plotted on a two-dimensional~cp3

and cs3! ambiguity surface for the source depth where the
best fit occurs. The final estimate is the three-parameter com-
bination that provides the minimum value of Eq.~10!.

V. INVERSION RESULTS

At this point, we present inversions from two shallow
water sites: the Cortes Bank and the North Celtic Sea.

A. The Cortes Bank

The Cortes Bank is a raised bank of volcanic origin
located in the California Continental Borderland, 90 nautical
miles from Pt. Loma, CA. The shallow area of the bank has
a spatial extent of approximately 20 by 30 km. The top of the
bank is characterized by large wave cut terraces of exposed
bedrock, isolated areas of sediment pooling, and extensive
areas of sediment deposits along the slopes. The areas of thin
or absent sediment coverage were chosen for the experiment
in order to maximize the chances of detecting the sandstone
substrate, and measuring the shear speed. The exposed bed-
rock is composed of consolidated sedimentary and volcanic
rock of probable Tertiary age.22 A generalized geoacoustic
model from the neighboring Tanner Bank indicates a vari-
able sediment overburden of 0 to 6 m with bedrock compres-
sional and shear wave speeds of 2500 and 900 m/s,
respectively.23 Because of the proximity and similar geologic
origin of the two banks, these parameters should be approxi-
mately representative of the Cortes Bank as well.

The experiment was conducted on 28 March 1995 using
a 50-ft chartered vessel called theOsprey. The Ospreywas
equipped with a downward-looking sonar which was used to
help select an experimental area where exposed bedrock
was present. The experiment was performed at
32°27.9978N3119°10.4548W, in sea state 3, over an ap-
proximately 6 by 10-km area of exposed bedrock and in a
water depth of 70 m. The receiver separation was 1 m and
the hardware contained a low-pass filter at 2500 Hz. The
coherence for five time segments is shown in Fig. 7~a!. The
corresponding spectra~not shown! display a spectral slope of
about negative 3–4 dB/oct at the low frequencies, increasing
to negative 5–6 dB/oct above 1 kHz.24 These slopes are typi-
cal of wind-generated ambient noise, and suggest that there
is little or no contamination from shipping. The five curves
shown in Fig. 7~a! were averaged together to provide the
final coherence estimate used in the inversion. Because the
data were unreliable below 250 Hz, the inversion was per-
formed on the coherence over the frequency band of 250–
2500 Hz. The look-up tables were calculated using an isove-
locity profile and a homogeneous half-space basement. The
theoretical coherence values were computed every 50 Hz,
providing N546 frequency points in the coherence curves.
The measured coherence was computed using 512-point
FFT’s and interpolated to the 46 frequency points. The in-
version results are shown in Fig. 8 for a source depth of 0.1
m where the best fit occurred. The ambiguity surface indi-
cates a best fit at a value ofcp52350 m/s and cs

51150 m/s. The result is well resolved in thecp and cs

dimensions and is in reasonable agreement with the model of
Bucca and Fulford.23 The estimates demonstrate that both
compressional and shear wave speeds of the exposed bed-
rock can be measured from the ambient noise coherence.

The compressional wave speed estimate is lower than
the 2500 m/s value given by Bucca and Fulford. One expla-
nation for this comes from the depth-averaging property of

809 809J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Carbone et al. : Estimating the compressional and shear wave speeds



the ambient noise technique. Since the site consists of ex-
posed bedrock as well as areas of thin surficial sediment over
the bedrock, the inversion estimate represents a reasonable
average of these material properties. Another factor which
might explain the lowcp estimate is the presence of a sound
speed profile. A CTD~conductivity, temperature, and depth!
cast was taken during the experiment to measure this profile,
but the data were not recoverable. It is unlikely that a sig-
nificant sound speed profile was present because of the tur-
bulent mixing above the bank. However, since the experi-
ment was conducted in the springtime when solar warming
of the surface is prevalent, the existence of a weak
downward-refracting sound speed profile is a reasonable pos-
sibility. To address this possibility, the look-up tables were
recomputed assuming a modest downward-refracting profile.
A linear profile was used that varied from 1518 to 1500 m/s
over the 70-m channel depth. The inversion result showed
little change from the isovelocity case. The best fit occurred
at cp52350 m/s andcs51200 m/s. The reason that little
change occurred is because the trapped modes were stripped
out by the high shear speed basement, such that the noise
incurred little additional mode stripping from the sound
speed profile. The value of the norm increased fromD
57.3 in the isovelocity case toD57.4 in the downward-
refracting case, indicating that the isovelocity profile pro-
vides a marginally better fit.

The best fit of the model to the data is also shown in Fig.
8. The real component shows a good fit over the entire fre-
quency band. However, the imaginary component fit is
somewhat less precise. The imaginary component of the data
shows greater oscillations than the model, particularly at fre-
quencies above 1 kHz. This may account for the high shear
estimate, which is strongly dependent on the imaginary com-
ponent. A possible explanation for the large imaginary com-
ponent comes from surface scattering which preferentially
influences the shorter wavelengths compared to the longer
wavelengths. Scattering from the surface or bottom tends to
displace low angle energy into high angle energy, which is
more rapidly attenuated, and can thus be thought of as an

additional loss to the specularly reflected component. The
increase in the imaginary component can easily be demon-
strated using an exponential scattering model. During the
experiment, the sea surface above the Cortes Bank exhibited
considerable roughness and irregularity. Consequently, it is
very likely that surface scattering contributed to the coher-
ence of the measured field. A better theoretical fit to the
measured coherence and a more accurate estimate might be
obtained if a proper measurement of the rms surface rough-
ness is included in the model. The omission of surface scat-
tering from the model thus limits the accuracy of the seabed
estimates for this site. However, as scattering represents a
relatively minor modification which is mostly present at
higher frequencies, the Cortes Bank inversions presented
here demonstrate the feasibility of using the ambient noise
coherence to estimate the shear wave speed over exposed
consolidated materials.

B. The North Celtic Sea

The second inversion is presented for a site located in
the North Celtic Sea at 51°058N308°128W. This site is char-
acterized by a thin layer of sand over a chalk substrate. In
Buckingham2 the compressional wave speed at this site was
inverted for using a low-loss fluid model. The inversion re-
sulted in an erroneously low compressional wave speed es-
timate, which was attributed to the omission of shear from
his model. This was one motivation for investigating the ef-
fects of shear in the present study.

An independent survey of the site was performed by
measuring the propagation loss from explosive charges to a
bottom-mounted array. These measurements were then fitted
to the theoretical predictions of a shallow water Pekeris
model with an elastic basement. The results are discussed by
Ellis and Chapman25,26 and Staal.27 In these studies, it was
found that the inclusion of shear in the model was necessary
to explain the very high losses below 300 Hz. The authors
demonstrate good fits to these low-frequency data using typi-
cal chalk parameters ofcp52400 m/s andcs51000 m/s, but

FIG. 8. Inversion result for the Cortes Bank data site. The best fit occurs atcp52350 m/s andcs51150 m/s for a value ofD57.3.
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state that better fits were achieved using slightly lower shear
speeds. Furthermore, it was determined that the effects of a
thin sediment layer, which they modeled as 1 m of sand,
were important in the propagation loss measurements above
500 Hz. These estimates will serve as ground truth for the
ambient noise analysis.

The North Celtic experiment was performed on 17 July
1983 in a water depth of 104 m. Data were collected for
approximately 1 h using sonobuoy arrays described in Ref. 2,
which have minimum receiver separation of 1 m and a low-
pass filter cutoff of 1 kHz. The conditions during the
experiment were sea state 1 with winds below 5 m/s. The
spectra and coherence were computed from 2-min segments
of data using 512-point FFTs with 50% overlap and a

Kaiser–Bessel20 window b5pa57.85. The spectra~not
shown! exhibit a slope of25 dB/oct over the 100–1000-Hz
band, but do not display the characteristic wind noise rolloff
below 500 Hz.24 This lack of rolloff and a spectral line at
240 Hz suggest that shipping, or at least fishing vessels, may
be a factor in the data.

The theoretical coherence curves were computed for
50-Hz increments, providingN519 frequency points. The
inversion results are shown in Fig. 9 for a source depth of
0.65 m where the best fits occurred. The ambiguity surface
and best fit for a receiver pair separated by 1 m are shown in
Fig. 9~a! and ~b!, respectively. The ambient noise estimates
using the half-space model arecp51775 m/s and cs

5525 m/s. The results are low compared to the measured

FIG. 9. Inversion results for the North Celtic site using an uncovered half-space bottom and a 1-m layer over a half-space substrate.~a! and~b! are respectively
the ambiguity surface and best fit result obtained using the half-space model with no layer. The best fit occurs at 1775 m/s and 525 m/s withD53.1. ~c! and
~d! are the ambiguity surface and best fit result obtained using a 1-m layer of sand over a half-space substrate. The best fit for the layered model occurs at 2225
m/s and 875 m/s withD52.9.

811 811J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Carbone et al. : Estimating the compressional and shear wave speeds



values for the chalk substrate. This low estimate can be ex-
plained by the thin surficial sand layer that separates the
chalk from the water column. The sand inhibits the compres-
sional to shear wave conversion, and the inversion represents
an average over the two materials.

For the frequencies used in the inversion we expect the
average to represent the upper few meters of seabed. Ellis
and Chapman found that a 1-m layer of sand was necessary
to fit their propagation loss data above 500 Hz. Based on
their findings, the look-up tables were recomputed for a vari-
able homogeneous half-space covered by a fixed 1-m layer
of sand. The layered inversion results are shown in Fig. 9~c!
and ~d!. The estimate has moved out in parameter space to
cp52225 m/s andcs5875 m/s, which is in good agreement
with the independent survey. Furthermore, the value of the
norm has decreased from 3.1 to 2.9, indicating that the lay-
ered model has provided a marginally better fit.

Figure 9~a! and ~c! is plotted on the same color scale.
This is done to illustrate that the resolution in parameter
space decreases when inverting for subsurface layers. This is
not surprising because the noise is dominated by the upper-
most sediment, whereas progressively deeper layers have
less overall effect. Nonetheless, this result demonstrates the
possibility of using ambient noise not only to estimate aver-
age seabed parameters, but also to measure a layered struc-
ture in the upper few meters. In this case we had the benefit
of knowing the surficial sediment composition in advance. In
general, when prior information is not available, a more sys-
tematic approach would need to be employed.

The results in this section demonstrate the ability of the
ambient noise method to extract the seabed parameters,
given the appropriate model. It is clear that the measured
noise field can be altered substantially by the presence of a
thin sedimentary layer. Given no prior knowledge of the sea-
bed structure, this can lead to estimates that represent aver-
age seabed characteristics, and possibly estimates that mis-
characterize the seabed. At the present time, the technique
has not been refined to the point where the process of select-
ing the appropriate model can be automated. However, the
improvement in the fit with the appropriate model selection
suggests that such a procedure could be developed based on
the minimum norm criterion.

VI. CONCLUDING REMARKS

Using a theoretical model of wind-generated ambient
noise, it has been shown that the vertical directionality and
vertical coherence of the noise are sensitive to both the com-
pressional and shear wave speeds of the seabed. The com-
pressional wave speed affects the symmetrical part of the
noise directionality, which is manifest in the real component
of the coherence. The conversion of compressional wave en-
ergy in the water column to shear waves in the seabed is a
loss mechanism that strips intermediate trapped mode energy
from the water column. As such, it decreases the symmetry
in the noise and increases asymmetry. This is manifest as a
decreased zero crossing in the real component and an in-
creased magnitude in the imaginary component of the coher-
ence.

The time-averaged directionality and coherence are rela-
tively stable features of the noise and are relatively indepen-
dent of temporal variations in the ocean environment. This
has been demonstrated using distinct estimates of the coher-
ence taken over time from two ocean sites. At one site, the
structure of the coherence remained stable over a 1-h period
while the power spectral density varied by up to 15 dB. At
the other site, similar consistency was seen in the measured
coherence taken from five separate days while the sea state
varied between 1 and 3.

Based on the noise field dependence on the seabed, an
inversion procedure was developed to estimate the compres-
sional and shear wave speeds using the broadband coherence
from a single hydrophone pair. Estimates obtained from the
ambient noise will, by the very nature of ambient noise, rep-
resent an average over range and depth. Modeling of the
coherence over a layered basement indicates the broadband
coherence over the frequency band of 100 to 2000 Hz is
determined by the upper few meters of seabed. In addition, a
preliminary investigation into a range-dependent noise
model indicates that the coherence represents a range foot-
print of 10–25 km.24 Although these types of estimates will
not be useful in detailed exploration of the ocean seabed,
they provide a simple, cost effective means of estimating the
average upper seabed properties.

The ambient noise inversion has been applied to ocean
data from two shallow water sites. At the Cortes Bank, where
the bedrock was exposed, a half-space model of the seabed
provided reasonably accurate estimates of the compressional
and shear wave speeds. For the North Celtic site, the half-
space model proved to be insufficient due to thein situ pres-
ence of a thin sedimentary layer overlying the chalk sub-
strate. However, by including the sedimentary layer in the
model, the parameter estimates of underlying chalk im-
proved significantly. This suggests that, by developing a sys-
tematic approach to focus on successive basement layers, the
technique may be improved to not only give more accurate
estimates, but to also determine a rough sound speed profile
for the seabed.
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APPENDIX: CORRELATION EQUATIONS FOR
SEABED PARAMETERS

In the calculation of the coherence look-up tables, only
two seabed parameters were held as free variables,cp3 and
cs3 . The compressional wave speed is the primary parameter
affecting the coherence, and is always included in the inver-
sion. The absorption and shear wave speed are parameters
that trade off in importance depending on whether the seabed
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is fluidlike or shear supporting, respectively. For the consoli-
dated seabed materials considered in this study, the loss due
to shear outweighs absorption loss. As such, the value ofap3

was not included in the inversion, but was correlated with the
compressional wave speed according to the following equa-
tion:

ap35$2.6421.0631023cp3% dB/l. ~A1!

The density and shear wave absorption are parameters of
limited significance in the coherence calculation. Conse-
quently, they were correlated with other parameters accord-
ing to the following equations:

r35H b1Ab214a~cp322270.9!

2a
kg/m3, 1.25<r3<2.1,

1.6212.6131024cp3 kg/m3 , 2.1,r3<2.4,
~A2!

where

a5474.6, b51194.4,

and

as35@1.9721.1831023cs3# m/s. ~A3!

In addition to these correlations, lower limits ofap3

50.05 dB/l and as350.1 dB/l were imposed as practical
limits.

The correlations above are estimates based on a substan-
tial body of in situ research conducted by Hamilton and oth-
ers. The equations forap3 andas3 are linear fits to correla-
tions found in Jensenet al.19 The quadratic equation
correlatingr3 with cp3 comes from Hamilton,16 and is valid
for the values ofr3 indicated. Abover352.1, a linear fit to
in situ data is again used.

As the coherence function does not have sufficient struc-
ture to resolve all five parameters, these correlations are an
attempt to minimize the error that results from not actually
knowing their values. Mismatch between the actualin situ
values and those derived from Eqs.~A2! and ~A3! are ex-
pected to have negligible effects on the coherence. Errors
associated with Eq.~A1!, on the other hand, are expected to
be most significant when the absorption is largest. This
means that shear speed measurements will be uncertain for
low compressional wave speed seabeds where the effects of
absorption become significant and where absorption levels
are more variable in nature.
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The parabolic approximation to the wave equation is examined within the context of normal mode
theory. In a layered waveguide, the horizontal propagation constants and modal amplitudes of the
field C satisfying the standard parabolic equation~SPE! approximation can be mapped exactly into
the amplitudes and wave numbers of the normal modes for the fieldp satisfying the Helmholtz wave
equation. However, this is not the case for certain other parabolic approximations, such as the
wide-angle parabolic equation~WAPE! approximation. Approximate mode functions for the WAPE
approximation are developed. These mode functions are then used to decompose range-independent
sound-pressure fields computed using the WAPE approximation. The resulting modal coefficients
and eigenfunctions obtained using the WAPE mode functions are compared with those obtained
using standard normal mode theory. ©1998 Acoustical Society of America.
@S0001-4966~98!03901-0#
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INTRODUCTION

In 1974, Tappert introduced the parabolic approximation
to the wave equation to the underwater acoustics community
~Tappert, 1977!. This approximation is valid to much lower
frequencies than the geometrical acoustic~small wavelength!
approximation, as it retains all the diffraction effects associ-
ated with the ocean sound channel. In contrast to separation
of variables methods which are based on the approximation
that the ocean is exactly horizontally stratified, the parabolic
approximation retains full coupling between waveguide
modes, thereby making it valid for more realistic, nonstrati-
fied oceans. These are just a few of the reasons why use of
the parabolic approximation for acoustic propagation predic-
tions has become commonplace

In Tappert’s original paper, several approximations to
the so-called ‘‘square root operator’’ of the parabolic ap-
proximation were introduced. One of these defines what is
known as the standard parabolic equation~SPE!. Over the
last 20 years, there have been additional higher-order ap-
proximations made to the square root operator of the para-
bolic equation. One such approximation leads to the wide-
angle parabolic equation~WAPE! introduced by Thomson
and Chapman~1983!. This WAPE approximation is based on
an operator splitting by Feit and Fleck~1978!, and extends
the SPE approximation to accommodate wider angles of
propagation. It is also generally less sensitive to the choice of
a reference wave number,k0 , although exceptions do exist.
Furthermore, error analysis indicated that the effects of phase
errors are greatly reduced with this operator. Subsequently,
the WAPE approximation is favored over the SPE for pre-
dicting acoustic propagation, and is one of the approxima-
tions used in the Navy standard model~Holmes and Gainey,
1991!.

In that PE-based methods are full wave methods provid-
ing the total acoustic field on a computational grid, they do
not readily supply information regarding the propagation of
individual modes. This modal information might assist in
interpreting acoustic propagation behavior in a complex en-

vironment, or be useful for determining the relative adiabatic
nature of a particular environment. Thomson~1993! ad-
dressed this issue for the standard parabolic approximation.
In this work, he described a PE-based spectral method suit-
able for analyzing fields propagating in waveguides. Specifi-
cally, he demonstrated that the fieldp satisfying the Helm-
holtz wave equation is exactly related to the fieldc
satisfying the SPE approximation. For this case, the modal
amplitudes and wave numbers ofc can be determined ex-
actly, and the corresponding amplitudes and wave numbers
of the normal modes of the acoustic fieldp are then obtained
by simple mapping rules.

For certain other higher-order parabolic approximations,
such as the WAPE and LOGPE~Bermanet al., 1989!, the
modal eigenfunctions, amplitudes, and wave numbers ofC
can only be approximated. As we shall show, the eigenfunc-
tions and eigenvalues of the WAPE are distinct from those of
the Helmholtz equation and SPE. Furthermore, the depen-
dence of WAPE eigenfunctions and eigenvalues on the
choice of reference sound speed~or reference wave number!
suggests an explanation for the apparent failure of the WAPE
to converge to an accurate solution in some test cases, such
as the leaky surface duct problem described by Porter and
Jensen~1993!. They also show this to be a problem for the
LOGPE approximation.

In that the WAPE is generally the most common imple-
mentation for PE models using the split-step Fourier tech-
nique and is expected to yield more accurate results than the
SPE, a better understanding of its ‘‘normal modes’’ is de-
sired. This paper develops mode functions for the WAPE
approximation. It is important to note in what follows that
our use of the split-step Fourier~SSF! algorithm does not
introduce any additional approximations in terms of the cor-
responding modal description.

I. THEORETICAL BACKGROUND

A time-harmonic acoustic field in a cylindrical coordi-
nate system can be represented by
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P~r ,z,w,vt !5p~r ,z,w!e2 ivt. ~1!

Substituting this into the homogeneous wave equation in cy-
lindrical coordinates leads to the free field Helmholtz equa-
tion

1

r

]

]r S r
]p

]r D1
1

r 2

]2p

]w2 1
]2p

]z2 1k0
2n2~r ,z,w!p50, ~2!

where k05v/c0 is the reference wave number,n(r ,z,w)
5c0 /c(r ,z,w) is the acoustic index of refraction,c0 is the
reference sound speed, andc(r ,z,w) is the acoustic sound
speed. Here, all of the features of the environment are rep-
resented withinc(r ,z,w). We shall neglect density variations
in this work, but this could be incorporated without any loss
of generality.

Treating the ocean as a cylindrical waveguide, acoustic
energy primarily propagates outward from an acoustic source
in the horizontal direction. Therefore, the pressure field can
be represented by an outgoing Hankel function slowly modu-
lated by an envelope function

p~r ,z,w!5c~r ,z,w!H0
~1!~k0r !, ~3!

or in the far field (k0r @1),

p~r ,z,w!5P0AR0

r
c~r ,z,w!eik0r . ~4!

This is the standard definition of the so-called ‘‘PE field
function’’ c scaled such that atr 5R0 , ucu51 and upu
5P0 . Substituting this into the Helmholtz equation and as-
suming azimuthal symmetry, it can be shown that the far-
field outgoing wave in layered media satisfies~e.g., Tappert,
1977; DeSanto, 1977!

]c

]r
5 ik0~Qop21!c, ~5!

where the operators

Qop5~11q!1/2, ~6!

q5m1«, ~7!

m5
1

k0
2

]2

]z2 , «5n221. ~8!

The purpose of introducing the intermediate operatorq will
become apparent later.

The second-order differential wave equation is now re-
duced to a first-order one, thereby allowing solutions via a
one-way~no backscatter! noniterative marching algorithm

c~r 1Dr ,z!5exp$ ik0Dr ~Qop21!%c~r ,z!. ~9!

However, use of the full-band, exact square root operator is
not numerically efficient. Subsequently, approximations to
Qop have been introduced to reduce the computational bur-
den. Note also that as approximations toQop are used, the
pressure field computed from the exact relation in Eq.~4!
also becomes approximate. The resulting approximate pres-
sure field is therefore not exactly equivalent to the acoustic
pressure field which solves the Helmholtz wave equation.
The significance of this will become apparent as the SPE and
WAPE mode functions are compared.

The SPE operator due to Tappert~1977! is obtained us-
ing the first-order binomial expansion

Qop'11 1
2q511 1

2m1 1
2« for umu!1, u«u!1. ~10!

This approximation requires that variation in the refractive
index be small to some degree, and is limited to small propa-
gation angles. Note that this expansion is linear in the opera-
tor q. Substituting Eq.~10! into Eq. ~5! yields the well-
known standard parabolic equation for underwater acoustics:

]c

]r
5

i

2k0

]2c

]z2 1
ik0

2
~n221!c. ~11!

Adopting the notation

QSPE511 1
2q, ~12!

Eq. ~11! becomes

]c

]r
5 ik0~QSPE21!c. ~13!

A higher-order approximation toQop introduced by
Thomson and Chapman~1983! is based on an operator split-
ting by Feit and Fleck~1978!. Commonly referred to as the
‘‘wide-angle’’ approximation, it has the form

QWAPE5~11m!1/21@~11«!1/221#. ~14!

This operator extended the SPE operator to accommodate
wider angles of propagation and was also found to be less
sensitive to the choice ofk0 in many deep ocean environ-
ments. Error analysis indicated that for typical deep ocean
conditions, the effects of phase errors were greatly reduced
relative to the SPE operator. For these reasons, use of the
WAPE is commonplace for predicting sound propagation.
However, note thatQWAPE is no longer a simple function of
the operatorq. This becomes significant when performing
modal decompositions of the computed field.

These are but two widely used approximations to the
exact square root operatorQop defined by Eqs.~6!–~8!. Other
approximations exist, and use of any of these approximations
to the exact square root operator will give rise to some phase
error beyond some range in most environments. In the next
section, we shall examine how various approximations to the
propagator function affect the normal mode decomposition.
In particular, we will develop equations defining the appro-
priate eigenfunctions for the WAPE approximation.

II. THEORETICAL DEVELOPMENT OF WIDE-ANGLE
MODE FUNCTIONS

Normal mode decomposition theory uses the technique
of separation of variablesand is based on the approximation
that the ocean is exactly stratified horizontally. Assuming
constant water density, azimuthal symmetry, and range inde-
pendence~sound speed varies only with depth!, the time-
harmonic acoustic fieldp(r ,z) satisfies the two-dimensional
Helmholtz equation

1

r

]

]r S r
]p

]r D1
]2p

]z2 1k0
2n2~z!p50. ~15!
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Seeking solutions in the formp(r ,z)5F(r )C(z) yields
the well-known depth-dependent modal equation

d2

dz2 Cm~z!1@k0
2n2~z!2km

2 #Cm~z!50, ~16!

which is subject to appropriate boundary conditions. In this
equation,km

2 represents the separation constant andCm(z)
denotes the specific mode function associated with this sepa-
ration constant. The complete sum of normalized modes is
necessary to represent an arbitrary pressure field. Accord-
ingly, the pressure is expressed as

p~r ,z!5 (
m51

`

Fm~r !Cm~z!, ~17!

where

Fm~r !5H0
~1!~kmr !. ~18!

Note that we could rewrite Eq.~16! as

qCm~z!5lmCm~z!. ~19!

The mode functions are then seen as eigenfunctions of the
operatorq with eigenvalues

lm5
km

2 2k0
2

k0
2 . ~20!

Returning to the relationship between the acoustic field
and the envelope function defined by Eq.~4!, an alternate
approach employing the separation of variables technique to
solve the standard parabolic equation, Eq.~13!, yields an
expansion into SPE modes. In this case, the range-
independent expansion is shown by DeSanto~1977! to be

c~r ,z!5 (
m51

`

amum~z! exp~ ismr !, ~21!

wheream are the SPE mode amplitudes,um(z) are the SPE
mode functions, andsm are the SPE modal wave numbers.

Hardin and Tappert~1973! and later Thomson~1993!
have shown that the depth-dependent SPE mode functions
um(z) satisfy an eigenvalue equation comparable to that for
the normal mode functions of the Helmholtz wave equation,

d2

dz2 um~z!1@k0
2n2~z!2km

2 #um~z!50, ~22!

where the SPE modal wave numberssm are given by

sm5
km

2 2k0
2

2k0
, ~23!

and the horizontal wave numberskm are the corresponding
normal mode eigenvalues of Eq.~16!. Furthermore, the mode
functions for the SPE approximation exactly match those
which solve the Helmholtz wave equation, as may be noted
by comparing Eqs.~16! and ~22!. Hereafter, these particular
modes will be referred to as standard normal modes. As we
shall see shortly, this is not the case when using the wide
angle approximation.

An alternative approach to Eqs.~22! and~23! is to sub-
stitute Eq.~21! into Eq. ~13! to obtain

]c

]r
5 ik0F S 11

1

2
qD21Gc5

ik0

2
qc ~24!

such that

qum~z!5
2sm

k0
um~z!. ~25!

This indicates that the functionsum(z) are also eigenfunc-
tions of q with eigenvalues

2sm

k0
5

km
2 2k0

2

k0
2 ~26!

which are identical to the eigenvalues defined by Eq.~20!.
Thus, the eigenfunction basis set for the SPE approximation
is identical to the Helmholtz equation. In general, this will be
true for any approximation toQop which may be expressed
in terms of integer powers ofq since

qnum~z!5lm
n um~z!. ~27!

This includes rational linear functions such as the approxi-
mation due to Claerbout~1985! and Pade´ series expansions
~e.g., Bambergeret al., 1988; Collins, 1989!.

An interesting PE formulation recently implemented is
Tappert’s c0-insensitive approximation~Tappert et al.,
1995!. Analysis by Tappert and Brown~1996! shows that
this approximation is accurate to second order inq, i.e.,

Qop'QINS511 1
2q2 1

8q
21~higher-order terms!. ~28!

It has been shown~Nghiem-Phuet al., 1993! that this for-
mulation does provide a stable, accurate solution to the leaky
surface duct problem. While the depth-separated equation
~hence, the eigenfunctions and eigenvalues! of the
c0-insensitive model will not exactly match the Helmholtz
equation ~since the ‘‘higher-order terms’’ are not simply
higher powers ofq!, the second-order accuracy of this ap-
proximation may practically eliminate the mismatch ob-
served here with the WAPE.

We now seek approximate solutions to Eq.~5! replacing
Qop by the approximate propagator functionQWAPE and as-
suming

c~r ,z!5 (
m51

`

Gm~r !nm~z!. ~29!

Here, Gm(r ) represents the WAPE range-dependent modal
amplitude andnm(z) is the WAPE mode function. This ex-
pansion forc(r ,z) leads to the modal equation

ik0

nm~z! F S 11
1

k0
2

d2

dz2D 1/2

1„n~z!21…21Gnm~z!

2
1

Gm~r !

d

dr
Gm~r !50. ~30!

Setting the separation constant equal toibm , it can be shown
that Gm(r ) has the simple range dependence

Gm~r !5bm exp~ ibmr !, ~31!

wherebm is the range-independent modal amplitude andbm

is the associated WAPE modal wave number. Using this
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separation constant, the WAPE depth-dependent modal
equation becomes

F S 11
1

k0
2

d2

dz2D 1/2

1„n~z!21…2S 11
bm

k0
D Gnm~z!50. ~32!

To determine the approximate WAPE modal amplitudes,
Eqs.~3! ~4!, ~29!, and~31! are used to establish the far-field
WAPE modal solution for the computed WAPE fieldp in a
layered waveguide:

p~r ,z!'S 2

ipk0r D
1/2

(
m

bmnm~z! exp~ ibm8 r !, ~33!

where

bm8 5bm1k0 . ~34!

To develop approximations for the WAPE modes, the
square root operator in Eq.~32! is approximated using first-
and second-order Taylor series expansions. This leads to the
first-order approximate depth-dependent WAPE modal equa-
tion

d2

dz2 nm~z!12k0
2Fn~z!2

bm8

k0
Gnm~z!'0, ~35!

and to second order

F 1

8k0
4

d4

dz42
1

2k0
2

d2

dz22n~z!2
bm8

k0
Gnm~z!'0. ~36!

Note that the terms ‘‘first order’’ and ‘‘second order’’ refer
to the relative order of the Taylor series employed in the
expansion of Eq.~32!. It does not relate to the order of ac-
curacy used during numerical implementation nor the overall
accuracy of the WAPE approximation. The first-order ap-
proximation is essentially a return to a small angle approxi-
mation, and is not expected to provide highly satisfactory
results in numerical implementation. However, it is included
in the analysis to gain insight into the nature of the WAPE
mode function and its relationship to the standard normal
mode function.

The eigenfunctions satisfying Eqs.~32!, ~35!, and ~36!
no longer match those normal mode eigenfunctions associ-
ated with the Helmholtz wave equation. The orthogonality
~uniqueness! of the WAPE modes can be examined as fol-
lows. Here we shall only consider the first-order approxima-
tion, although the orthogonality of the WAPE modes can be
shown to be more general. Multiply the first-order approxi-
mate depth-dependent WAPE modal equation~35! for nn(z)
by nm(z) and for nm(z) by nn(z). Subtracting these two
equations yields

nm~z!
d2

dz2 nn~z!2nn~z!
d2

dz2 nm~z!

52k0~bn2bm!nn~z!nm~z! ~37!

or

d

dz S nm~z!
d

dz
nn~z!2nn~z!

d

dz
nm~z! D

52k0~bn2bm!nn~z!nm~z!. ~38!

Integrating overz and applying the boundary conditions for
an ideal waveguide~pressure release surface, rigid bottom!,
Eq. ~38! reduces to

~bn2bm!E
0

`

nn~z!nm~z!dz50. ~39!

Since each modal wave number is unique, i.e.,bmÞbn if
mÞn,

E
0

`

nn~z!nm~z!dz50 for mÞn. ~40!

Therefore, the first-order approximate WAPE modes form an
orthogonal basis set. A similar analysis could be performed
on the second-order approximate WAPE modes.

III. NUMERICAL IMPLEMENTATION OF THE WIDE-
ANGLE MODE FUNCTIONS

Finite-difference techniques are used to numerically ap-
proximate the wide-angle PE mode functions developed in
Sec. II. Numerical schemes are developed for the first- and
second-order Taylor series approximations given by Eqs.
~35! and~36!. For the first-order approximation, a numerical
scheme closely following that developed by Jensenet al.
~1994! for normal modes to the Helmholtz wave equation is
developed. Defining a grid ofN equally spaced points over
the depth interval 0<z<D gives the depth pointszj5 jh,
j 50,1,...,N, whereh is the mesh width given byD/N. This
then allows us to define the followingO(h2) difference ap-
proximations for the first and second derivatives based on
forward, centered, and backward difference approximations,
respectively:

n j8'
n j 112n j

h
1F22k0S v

c~z!
2bm8 D n j G h

2
, ~41!

n j95
n j 2122n j1n j 11

h2 1O~h2!, ~42!

n j8'
n j2n j 21

h
2F22k0S v

c~z!
2bm8 D n j G h

2
. ~43!

In the water column, the approximate mode functions
must satisfy Eq.~35!, which in terms of the difference ap-
proximations becomes

n j 211S 221h22k0F v

c~zj !
2bm8 G D n j1n j 1150,

j 51,2,...,N21. ~44!

The top and bottom boundary conditions, continuity of pres-
sure and normal velocity, in the continuous problem are rep-
resented by

f T~bm8 !n~0!1
gT~bm8 !

r

d

dz
n~0!50, ~45!

f B~bm8 !n~D !1
gB~bm8 !

r

d

dz
n~D !50, ~46!

and in the discrete problem by
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f T~bm8 !

gT~bm8 !
n01

1

r S n12n0

h
1F22k0H v

c~z!
2bm8 J n0G h

2D50,

~47!

f B~bm8 !

gB~bm8 !
nN1

1

r S nN2nN21

h
2F22k0H v

c~z!
2bm8 J nNG h

2D
50. ~48!

Collecting these equations together, we obtain the eigenvalue
problem,

A~bm8 !v50, ~49!

whereA is a symmetric tridiagonal matrix with the diagonal
elements defined by

d05

S 221h22k0F v

c~z0!
2bm8 G D

2hr
1

f T~bm8 !

gT~bm8 !
, ~50!

dj5

S 221h22k0F v

c~zj !
2bm8 G D

hr
, j 51,2,...,N21,

~51!

dN5

S 221h22k0F v

c~zN!
2bm8 G D

2hr
2

f B~bm8 !

gB~bm8 !
, ~52!

and the off-diagonal elements defined by

ej5
1

hr
, j 51,2...,N. ~53!

The scaling factor@1/(hr)# is introduced to allow for
multiple layers. When the functionsf T,B andgT,B are inde-
pendent ofbm8 , then the eigenvalues and eigenvectors for
Eq. ~49! can be solved using standard Matlab routines. For a
pressure release surface, the ratiof T/gT goes to infinity and
n0 vanishes. For a rigid bottom, the ratiof B/gB goes to zero.

To develop a numerical scheme to solve the second-
order approximation, the followingO(h4) centered differ-
ence approximations~Godunov and Ryabenkii, 1987! are
employed

n j995
1

h4 F2
1

6
n j 2312n j 222

13

2
n j 211

28

3
n j

2
13

2
n j 1112n j 122

1

6
n j 13G , ~54!

n j95
1

h2 F2
1

12
n j 221

4

3
n j 212

5

2
n j1

4

3
n j 11

2
1

12
n j 12G . ~55!

Substituting into the governing equation

n-824k0
2n928k0

3S v

c~z!
2bm8 D n50 ~56!

and using a mesh similar to that defined for Eqs.~41!–~53!
gives the resulting equation which must be satisfied in the
water column:

n j 231~21222h2k0
2!n j 221~39132h2k0

2!n j 21

1X256260h2k0
2148h4k0

3S v

c~z!
2bm8 D Cn j

1~39132h2k0
2!n j 111~21222h2k0

2!n j 12

1n j 1350, j 53,4,...,N23. ~57!

This leads to a seven-diagonal banded matrix. To simplify
computations, pressure release boundaries are assumed, giv-
ing n050 and nN50. For j 51,2,N22,N21, the pressure
release assumption leads to the following equations:

X244258h2k0
2148h4k0

3S v

c~z!
2bm8 D Cn11~38132h2k0

2!n2

1~21222h2k0
2!n31n450, j 51, ~58!

~38132h2k0
2!n11X256260h2k0

2148h4k0
3S v

c~z!
2bm8 D Cn2

1~39132h2k0
2!n31~21222h2k0

2!n41n550, j 52,

~59!

nN251~21222h2k0
2!nN241~39132h2k0

2!nN23

1S 256260h2k0
2148h4k0

3S v

c~z!
2bm8 D CnN22

1~38132h2k0
2!nN2150, j 5N22, ~60!

nN241~21222h2k0
2!nN231~38132h2k0

2!nN22

1X244258h2k0
2148h4k0

3S v

c~z!
2bm8 D CnN21

50, j 5N21. ~61!

In the following section, results from these numerical ap-
proximations will be shown.

The eigenvectors of the matrices defined by Eqs.~50!–
~53! and~57!–~61! represent the first- and second-order Tay-
lor series approximations, respectively, to the WAPE mode
functionsnm(z) in Eq. ~32!. The matrix eigenvectors repre-
sent the associated WAPE modal wave numbersbm .

To determine the modal amplitudes, it is useful to write
Eq. ~32! as

TABLE I. Summary of UMPE input parameters for computing WAPE so-
lution for the modeled range-independent deep ocean environment.

Parameter Value

Reference sound speed,c0 1490 m/s
Frequency,f 100 Hz
Source depth 1000 m
Bottom depth 4500 m
Computational depth 8000 m
Transform size 8192
Depth grid step 0.9765 m
Range grid step 2.5 m
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p~r ,z!'S 2

ipk0r D
1/2

(
m

bmnm~z! exp~ ibm8 r ! ~62!

or

Arp~r ,z!'S 2

ipk0
D 1/2

(
m

bmnm~z! exp~ ibm8 r !

5(
m

Am~r !nm~z!, ~63!

whereAm is the desired modal amplitude. This expression is
general and does not depend on which approximation to the
WAPE is used. Note that we have accounted for cylindrical
spreading losses by scalingp(r ,z) by Ar . Then assuming
normalized modes and invoking orthogonality, it can be
shown that at a given range the modal amplitude is given by

Am~r !5Ar E
0

D p~z,r !nm~z!

r~z!
dz. ~64!

In the following section, modal amplitudes for a range-
independent, deep ocean environment are computed.

IV. NUMERICAL RESULTS

The numerical schemes developed for the first- and
second-order approximations to the WAPE mode function

were tested assuming a range-independent, deep ocean envi-
ronment characterized by Munk’s canonical sound-speed
profile ~Munk, 1974!

@c~z!2c0#/c05«~eh2h21!, ~65!

where «50.0057, the scaled depth variableh52(z
2zaxis)/B, and the reference sound speedc0 was chosen as
1490 m/s. Axis depth,zaxis, was assumed to be21.0 km.
The bottom depth was assumed to be24.5 km.

The acoustic pressure field was computed out to a range
of 100 km using the University of Miami PE~UMPE! model
~Smith and Tappert, 1994! employing the wide angle PE
approximation. Input run parameters are summarized in
Table I. The resulting pressure field was then decomposed
into standard normal modes using KRAKEN~Porter, 1991!,
and first- and second-order approximation WAPE modes by
finding the eigenvectors of the matrices defined by Eqs.
~50!–~53! and ~57!–~61!, respectively.

These mode functions were then used to compute the
respective modal amplitude coefficients at 1-km intervals out
to 100 km using Eq.~64!. For a range-independent environ-
ment, these coefficients should remain constant with range.
Plots of selected modal coefficient amplitudes for the three
different mode functions are provided in Figs. 1–3. Modes
were selected so as to minimize overlapping line segments
on the plots. Only non-bottom interacting modes were con-
sidered, as the numerical scheme for the second-order
WAPE mode functions currently only treats the bottom as a
pressure release surface.

FIG. 1. Modal coefficient amplitudes as a function of range for modes 1, 8,
15, 20, and 25 of a range-independent Munk canonical sound-speed profile.
Modes shapes were determined using standard normal mode theory and
first- and second-order approximations to the WAPE mode function.

FIG. 2. Same as Fig. 1 except for modes 30, 35, 40, 45, and 50.
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For the lower modes depicted in Fig. 1, all three meth-
ods provide satisfactory demonstration of range indepen-
dence. However, the first-order WAPE mode function ap-
proximation starts to show some small fluctuations for mode
numbers greater than 15. In Fig. 2, the first-order approxima-
tion clearly breaks down as the mode number increases. Ad-
ditionally, the standard normal mode decomposition of the
WAPE computed field begins to show noticeable fluctuations
for modes above mode 35. Only the second-order WAPE
mode function approximation demonstrates satisfactory
range independence. As the mode number is increased fur-
ther, the fluctuations in both the standard normal mode am-
plitudes and first-order WAPE approximation continue to in-
crease. This is illustrated in Fig. 3. Again, the second-order
approximation continues to correctly demonstrate the range-
independent nature of the input sound-speed environment.
This pattern was observed up through mode 100, the highest
mode computed in this work.

The differences are relatively small between the mode
shapes computed using standard normal mode theory and the
second-order approximation to the WAPE mode function de-
rived in this paper. Figure 4 illustrates the difference between
these two mode functions for mode 70. For this particular
sound-speed profile, the mode shapes derived using the two
methods tended to converge at low mode numbers, and
slowly diverge as the mode number increased.

For each mode function, the corresponding eigenvalue
was also computed. The percentage differences between the
first- and second-order approximate WAPE mode eigenval-

ues and the standard normal mode eigenvalues are plotted as
a function of mode number in Fig. 5. As expected, the dif-
ferences are small for the lower modes and increase with
increasing mode number. Of significance is that none of the
second-order WAPE mode eigenvalues differ by more than
about 0.012% from the standard normal mode eigenvalues.
The actual WAPE mode eigenvalue differences are expected
to be even smaller. Thus, one may anticipate modal travel
time differences to be very small. This was also suggested in
a separate analysis by Smith~1997!. The dramatic variability
of the WAPE solution in the leaky surface duct problem is,
therefore, possibly due more to modal amplitude fluctuations
rather than relative modal phase interference.

V. SUMMARY

This paper has examined how approximations to the PE
square root operator may alter the associated mode functions
in a normal mode decomposition. Due to the popularity of
the WAPE approximation in split-step Fourier algorithms,
the corresponding mode functions and eigenvalues of this
approximation were examined. Specifically, first- and
second-order Taylor series approximations to the WAPE
mode functions were developed and compared to the mode
functions of the Helmholtz equation. Furthermore, it was
shown that any PE approximation which can be defined as a

FIG. 3. Same as Fig. 1 except for modes 55, 60, 70, 72, and 74. FIG. 4. Comparison of mode 70 mode shape as computed using standard
normal mode theory and the second-order approximation to the WAPE
mode function. The left-hand side depicts the mode shape over the entire
water column. The right-hand side provides an enlargement of the 3200–
3400-m depth to more clearly depict the difference in mode shape.
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combination of integer powers of the operatorq @defined in
Eq. ~7!# has the same basis set defined by the mode functions
of the Helmholtz equation. This is not the case for the
WAPE approximation. It was also conjectured that Tappert’s
c0-insensitive PE approximation may overcome this short-
fall.

Numerical schemes were developed to compute the ap-
proximate WAPE mode functions and eigenvalues. The
computed mode functions were then used to decompose a
typical deep ocean range-independent sound-pressure field
obtained using the WAPE approximation. The resulting
modal amplitudes obtained using the WAPE mode functions
were compared with those obtained using a standard normal
mode decomposition of the WAPE field. The second-order
approximation to the WAPE mode function showed notice-
ably less fluctuation in the computed modal amplitudes for
the modeled range-independent environment in comparison
to the standard mode shapes for modes above mode 35. The
first-order approximation to the WAPE mode function, al-
though simpler to implement numerically, did not provide an
adequate representation of the range-independent nature of
the modeled environment. While significant differences were
observed between modal amplitudes, the errors in eigenval-
ues were quite small, typically less than 0.03% for all modes
considered.

The purpose of this paper was to highlight the need for a
different set of mode functions in normal mode expansions
of certain parabolic approximations to the Helmholtz wave
equation which do not have the same basis set. While the
second-order Taylor series approximation to the WAPE
mode function derived in this paper showed promising re-
sults for the simplified deep ocean environment, much re-
mains to be done to develop proper numerical treatment of
interfaces, bottom boundaries, and density gradients.
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This sequential paper describes a comparison between the simple closed solution proposed in a
previous paper@Z. Ye, J. Acoust. Soc. Am.101, 1945–1952~1997!# with the exact solution for
scattering of acoustic waves by gas-filled prolate spheroids at low frequencies. The analysis and
comparison show that the low-frequency acoustic scattering by prolate spheroid gas bubbles has
resonance features, and can be rather accurately described by the proposed simple formula. It is
shown that the results from the simple analytic solution agree remarkably well with those obtained
by the exact solution. ©1998 Acoustical Society of America.@S0001-4966~98!01402-7#
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INTRODUCTION

When the acoustic wavelength is much larger than the
dimension of a gas bubble, scattering by such a bubble has
resonant features. Resonant scattering by a spherical gas-
filled bubble in liquids has been studied in the past, and the
scattering function expressed in a simple closed form@e.g., p.
1498 in Morse and Feshbach~1953!#. Until recently, how-
ever, few studies have considered nonspherical bubble
shapes such as the prolate spheroid. Feuillade and Werby
~1994! studied the resonant scattering by a prolate spheroid
gas bubble using the T-Matrix numerical method. Their nu-
merical result affirms the earlier theoretical prediction about
the dependence of the resonance frequency on the elongation
of the bubble~Strasberg, 1953!. Unfortunately, the T-matrix
method cannot express the sound scattering function in a
closed form, and the numerical computation can be rather
complicated.

Recently Ye~1997!, referred to as Paper I, derived a
simple closed formula describing the sound scattering by a
prolate spheroid gas bubble in liquids with the use of the
Kirchhoff integral theorem and an analogy between resonant
scattering and electrostatic field phenomena. The result
yields the same expression for the resonance frequency as a
function of the aspect ratio of a prolate spheroid as first ob-
tained by Strasberg~1953!. For bubbles with small aspect
ratios, the numerical results from the simple solution com-
pare favorably with that from the T-matrix method with re-
spect to the peak scattering value, the resonance frequency,
and the quality factorQ. However, as the aspect ratio in-
creases, differences between the two methods surface.
Whereas the T-matrix method predicts that the resonant scat-
tering pattern will become increasingly anisotropic as the
aspect ratio increases, the simple solution predicts that it will
remain close to isotropic. Concern may thus be raised with
regard to the accuracy of the simple solution. Intuitively, an
anisotropic scattering pattern for an elongated bubble seems
reasonable. To resolve this ambiguity and test the accuracy

of the simple solution, it would be desirable to compare the
simple solution with an exact solution. Although such an
exact solution as a formalism has been known for many
years, actual numerical implementation of the exact solution
for spheroidal bubbles is not an easy task. The main diffi-
culty arises in the construction of a series solution for the
spheroidal wave functions which converges within the ap-
propriate parameter space. To the best of our knowledge, no
numerical result based on the exact solution for resonant
scattering by a prolate spheroid gas bubble in liquids has
been documented in the literature.

The purpose of this paper, a sequel to Paper I, is two-
fold. One, it is to report the first numerical result for resonant
sound scattering by a prolate spheroid gas bubble based on
the exact solution. Second, it is to compare the simple ana-
lytic solution with the exact result so as to inspect the accu-
racy of the simple solution. As will be illustrated by numeri-
cal examples, the results from the two approaches are in
remarkable agreement, thereby providing a strong support
for the simple solution.

I. THE SIMPLE ANALYTIC SOLUTION

A detailed derivation of the simple solution has been
presented Paper I; here we just outline the solution. Consider
a plane wave incident on a gas-filled prolate spheroid located
at the origin~refer to Fig. 1 in Paper I!. The surface of the
spheroid is represented by the equation

x2

a2 1
y2

a2 1
z2

b2 51, ~1!

wherea and b are the minor and major radii, respectively,
with b>a. The aspect ratio is given byb/a. ~As a conven-
tion, we define ratio aspect ase5a/b<1; thus the aspect
ratio 51/e.!

The wave equation in the surrounding liquid can be writ-
ten as

~¹21k2!p50. ~2!
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The plane wave can be expressed aspi5exp(ik i•r ) with
suppressed time dependence exp(2ivt). Herev is the angu-
lar acoustic frequency andk i is the incident wave vector with
magnitudev/c, c being the sound speed in the surrounding
liquid.

From the Kirchhoff integral theorem, the scattering am-
plitude equationf (k i ,ks) can be derived as

f ~k i ,ks!52
1

4p E
s
ds exp~2 iks•r !

3@ iks•np11 ivr lun#, ~3!

where the integration is performed over the surface of the
object,p1 andun are the total field and the normal velocity
at the surface, approached from the outside,n is a unit out-
ward vector normal to the surface, andr l is the density of the
surrounding liquid.

From Eq. ~3!, it is clear that the scattering wave and
scattering amplitude can be calculated by the integral once
their surface values are obtained. These surface values are
determined by boundary conditions and thermodynamic re-
lations. When the acoustic wavelength is much larger than
the dimension of the bubble, the resulting formula for the
scattering amplitude is~Ye, 1997!

f ~k i ,ks!5
U12U2

v0
2

v2212 i
kb

B F ln@~11e!/e#

e G21 , ~4!

where

v0
25

3gP0B

a2r lF ln@~11e!/e#

e G , ~5!

U15
1

4pa2F ln@~11e!/e#

e G Es
ds exp~2 iks•r !

3
1

Ax2/a41y2/a41z2/b4
, ~6!

U25
v0

2

v2

1

4p E
S
ds exp~2 iks•r !~ iks•n!. ~7!

In the long wavelength approximation, the quantitiesU1 and
U2 can be simplified as

U15
b

F ln@~11e!/e#

e G , ~8!

U25
v0

2

v2 F i

4p E
S
ds(ks•n)~12 iks•r !G , ~9!

and

B511~ka!2
1

e
sinh21S e

eD
511~kae!

2e2/3
1

e
sinh21S e

eD , ~10!

where ae is the radius of the equivalent sphere, ande
5A12e2. In the above,g is the gas polytropic exponent.
For diatomic air,g can be approximated as 1.4. HereP0 is
the hydrostatic pressure, andr l is the density of the sur-
rounding liquid.

The scattering function in Eq.~4! clearly shows the reso-
nance feature. The resonance frequency isv0 :

v0
25

3gP0B

a2r l@ ln@~11e!/e#/e#
. ~11!

In Eq. ~4!, the term (kb/B)$@ ln@(11e)/e##/e%21 is identified
as the damping factor due to acoustic radiation.

Under the low-frequency approximation, we can show
that B'1, and U2 is of order of (kb)2 and can thus be
ignored. We finally get a simple analytic isotropic scattering
function,

f 5
eb/ ln@~11e!/e#

v0
2

v2212 ikbF ln@~11e!/e#

e G21 , ~12!

from which the quality factorQ at resonance is calculated as

Q215k0bF ln@~11e!/e#

e G21

, ~13!

wherek05v0 /c with v0 given by Eq.~11!.
Consider two special cases.~1! For a spherical bubble,

i.e., whena5b, Eq. ~12! reduces to the well-known result in
the literature,

f 5
a

v3
2/v2212 ika

, ~14!

with

vs5
1

a
A3gP0

r l
.

~2! Whenv!v0 , the scattering function is simplified as

f 5
V

4p

r l

gP0
v2, ~15!

following Rayleigh volume scattering. Therefore at very low
frequencies, the scattering will not depend on the aspect ra-
tio.

II. THE EXACT SOLUTION

The exact solution for prolate spheroids is well known
~e.g., Yeh, 1967!. To facilitate reading, we outline the exact
solution. Suppose that the foci of the spheroid are atx5y
50, z56q/2. The distances from the point (x,y,z) to these
foci are

r 1A~z11/2q!21x21y2, r 25A~z21/2q!21x21y2.
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The prolate spheroidal coordinatesz, h, andf are deifined as
follows:

z5~r 11r 2!/q, h5~r 12r 2!/q, f5tan21~y/x!,

and therefore

z5 1
2 qjh, x5 1

2 qA~j221!~12h2! cosf,

y5 1
2 qA~j221!~12h2! sin f.

Herej goes from 1 tò , h from 21 to 1, andf from 0 to
2p. The major axis is thusb5 1

2jq, and the minor axisa
5 1

2qAj221.
The unit incident wave can be expressed in terms of

spheroidal variables@p. 1502 in Morse and Feshbach
~1953!#,

pi5eiki•r5eik~z cosu i1x sin u i !

52 (
m5o

`

(
n5m

`
em

Nmn
i nSmn~h,cosu i !Smn~h,h!

3 jemn~h,j!cosmf, ~16!

where the incident direction is denoted in spherical variables
as k̂i5k/k5(sinui,0,cosui). Moreover, we defineh5kq/2.
Here,Smn are the angular spheroidal functions,Nmn are their
norms, andjemn are the corresponding radial functions of the
first kind. Similarly, the scattered wave can be represented in
terms of the functionsSmn , and the linear combinations of
radial functions of the first and second kindshmn5 jemn

1 inemn :

pscat~r !52 (
m50

`

(
n5m

`
em

Nmn
i nAmnSmn~h cosu i !

3Smn~h,h!hmn~h,j!cosmf. ~17!

The unknown coefficientsAmn are determined by the bound-
ary conditions that require that both the pressure field and the
normal component of displacement be continuous across the
scattering surface.

The scattering function is obtained in the far-field limit,
i.e., r→`, wherej→`, h→cosu, and

hmn→ i 2n21
eikr

kr
.

Thus we obtain

f ~k i ,ks!5
2

ik (
m50

`

(
n5m

`
em

Nmn
AmnSmn~h,cosu i !

3Smn~h,cosus!cosmf, ~18!

where f is the azimuthal angle between the incident and
scattering wave vectors. We stress that the vectorsk i andks

are represented in the spherical coordinates at the far field as

k i5k~sin u i ,0,cosu i !,

ks5k~sin us cosf,sin ussin f,cosus!,

whereu i andus are the angles fromk i andks to the positive
z-axis, respectively, and ranging from 0 top.

Owing to the complexity of the spheroidal wave func-
tions, the computation of the scattering function, Eq.~18!, is
not an easy task. We have implemented a program, written in
C, which calculates the spheroidal scattering function for
values ofh below about 40. It is based on the algorithms
discussed by Flammer~1957!. For the parameter range dis-
cussed in this paper, computation of the radial spheroidal
wave functions of the second kind,nemn , is the most diffi-
cult task. For most values ofh below 40, a standard series
expansion in terms of spherical Bessel functions of the sec-
ond kind is used to computenemn ; however, for the low
frequencies used in this paper, this expansion becomes un-
stable, and a second expansion in terms of associated Leg-
endre functions of the first and second kind is needed.

III. NUMERICAL RESULTS

For simplicity, we consider the case that the scattering
direction lies in the plane spanned by the incident direction
and the longitudinal axis of the prolate spheroid. The follow-
ing usual parameters are used:P05105 kg/m2 ~hydrostatic
pressure!, g51.4 ~thermodynamic gas polytropic exponent!,
r l5103 kg/m3 ~density of water!, rg51.29 kg/m3 ~density
of air!, and c51500 m/s~sound speed in water!. Accord-
ingly, the sound speed in the air can be calculated asca

5AgP0 /rg5329 m/s. The gas inside the bubble is assumed
to be the air, and the bubble is immersed in water. We de-
fined the normalized scattering cross section

sR5U f

2ae
U2

, ~19!

where f is the scattering function andae is the radius of the
equivalent sphere which has the same volume as the prolate
spheroid, i.e.,ae5(ba2)2/35be2/3. The normalized scatter-
ing cross section is a convenient quantity to calculate as it
works out to be dependent only one and the productkae ,
rather thane, k, andae . The reduced target strength is thus
TS510 log10 sR .

In Fig. 1, we plot the reduced backscattering target
strength as a function ofkae for three aspect ratios. The
incidence is in the broadside direction (u i590°). As shown
in this figure, the results from both the exact solution~18!
and simple analytic solution~12! show resonance features,
and the agreement between the two results is remarkable. In
Table I, we compare the values for the resonance frequency
~measured bykae! and the peak scattering amplitude from
the two approaches. The two results are in excellent agree-
ment, differing by less than 1.4%.

Figure 2 presents the azimuthal bistatic scattering pat-
tern, i.e.,sR versus the scattering angleus , at three incident

TABLE I. Values for the resonance frequency~measured bykae! and the
peak scattering amplitude from the simple analytic and exact solutions.

Aspect ratio

Resonance freq. (kae31022) sR(3102)

Analytic Exact Analytic Exact

5 1.5274 1.5247 10.717 10.757
10 1.6971 1.6928 8.6802 8.7346
20 1.9299 1.9199 6.7125 6.8093
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angles for the aspect ratio 20, i.e., 1/e520. In the figure, the
prolate spheroid bubble is positioned with its longitudinal
axis along the horizontal axis of the plot. The analytic solu-
tion, Eq.~12!, is given by the solid lines, the exact solution,
Eq. ~18!, by the dashed lines. The plots~a1!, ~a2!, and ~a3!
correspond to three values ofkae , which are below, equal
to, and above the resonance, respectively. There are actually
three dashed lines in each plot, corresponding to the scatter-
ing patterns for the three incident directions indicated by the
arrows.@For brevity, the arrows are only shown in plot~a1!.#

Several observations can be noted from Fig. 2.~1! The

scattering pattern predicted by the exact solution matches the
analytic solution quite well, the difference between the two
not exceeding about 8%@the maximum difference is seen in
~a2!#. ~2! The scattering is nearly isotropic, particularly for
frequencies near or below the resonance value.~3! A slight
anisotropy begins to appear for frequencies above the reso-
nance, as seen in~a3!, where the inner, middle, and outer
dashed lines correspond to end-on (u i50), tilted (u i

545°), and broadside (u i590°) incidences, respectively.
However, the difference between the three directions is uni-
formly within 4%. Compared to the T-matrix method@see,

FIG. 1. The reduced target strength as a function ofkae for three aspect ratios.

FIG. 2. The bistatic scattering pattern for the frequency below, at, and above the resonance at three incident angles. The aspect ratio is 20. The results from
the analytic and exact solutions are represented by the solid and dashed lines, respectively. The three dashed lines in each plot refer to the scattering patterns
of three incident directions. Plot~a1! is below resonance,~a2! is at resonance, and~a3! is above resonance.
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e.g., Figs. 5~b! and 6~a! in Feuillade and Werby~1994!#, both
the exact and the simple analytic solutions predict much
smaller anisotropy in the scattering pattern. The results from
the T-matrix method indicate that the anisotropy, measured
by the difference between the maximum and minimum scat-
tering cross sections, can be as high as 29% for the bistatic
scattering pattern and 48% for the monostatic scattering dis-
tribution, for the aspect ratio 20.

IV. CONCLUSION

In this paper, we have made an effort to compare the
simple analytic solution developed in Paper I with the exact
solution for resonant acoustic scattering by prolate spheroid
gas bubbles in water. The analysis indicates that the resonant
scattering is almost isotropic, and can be accurately de-
scribed by the simple solution. It is shown, however, that as
the aspect ratio increases, slight differences between the
simple and exact solutions appear.

Since the simple solution is derived in the low-
frequency limit, it cannot be extended to cases in which the
acoustic wavelength is much shorter than the size of the
bubble. Note, however, that while we considered only pro-
late spheroid gas bubbles, the method for obtaining the

simple solution~Ye, 1997! can be readily extended to con-
sider other nonspherical bubbles, such as ellipsoidal or semi-
capped cylindrical bubbles, for which an exact solution may
either not exist or the implementation of such an exact solu-
tion is impossible.
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A unified approach to volume and roughness scattering
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A unified approach is proposed to study scattering from a fluid medium with irregularities of
different types: volume inhomogeneities~spatial fluctuations of the compressibility and density! and
roughness of the interfaces. The approach considers the roughness as a volume perturbation of a
specific kind near flat~unperturbed! interfaces. It permits a description of the scattering problem on
the basis of a unique integral equation with a kernel including both types of irregularities. In the case
of small perturbations, the first-order solution of this equation is used to obtain the scattering
amplitude and scattering cross section for a stratified randomly inhomogeneous fluid medium with
an arbitrary number of rough interfaces. Expressions for the roughness and volume scattering cross
section are obtained involving cross-correlation matrixes between the roughness of different
interfaces and between the volume fluctuations of different parameters. Also, an example is
considered where roughness–volume correlations are important. The results are generalized to the
case when the fluid is placed over an arbitrary basement characterized by its own reflection
coefficient and scattering amplitude. ©1998 Acoustical Society of America.
@S0001-4966~98!01302-2#

PACS numbers: 43.30.Hw, 43.30.Ft, 43.30.Gv@DLB#

INTRODUCTION

Scattering from various irregular media, generally, can
be attributed to two major mechanisms that are due to vol-
ume~spatial! inhomogeneities of the medium parameters and
roughness of various interfaces. Usually the problem of scat-
tering is considered separately for these two types of irregu-
larities. Examples are known, however, where volume and
roughness scattering are comparable for realistic values of
medium parameters and it is difficult to separate them ex-
perimentally. This is common, e.g., in seabed scattering.1–7

Also, in some cases, effects of volume and roughness scat-
tering are essentially not additive.8 In such cases there is a
practical need to examine different scattering mechanisms in
the frame of a unified model based on realistic assumptions.

In many cases, inhomogeneous rough media can be as-
sumed as stratified~plane layered on the average!, i.e., hav-
ing mean parameters dependent only upon the depth. For a
number of particular medium models, it has been shown that
such layering can have a strong effect on the scattered
field.9–13 In this paper, the problem of scattering is consid-
ered for an arbitrarily stratified fluid medium. This model is
then generalized to the case when the fluid is placed over an
arbitrary basement having its own reflection and scattering
properties which can be chosen, e.g., corresponding to an
elastic irregular half-space and taken from Refs. 14–17.

In Sec. I, a general exact integral equation is considered
for the field in a fluid medium with spatially varying density
and compressibility, and it is shown how this equation can be
applied to the case where the medium perturbation is in the
form of roughness of an arbitrary number of interfaces. In
Sec. II, a unified integral equation is obtained for the case of
small volume–roughness perturbations. A plane wave expan-
sion of the field is considered and a solution of the integral
equation is written in the form of a multiple scattering series.
In Sec. III, the first-order term is used to obtain the scattering

amplitude through which all the statistical characteristics of
the scattered field can be expressed and related to the statis-
tical properties of the scattering medium. Expressions for the
scattering cross section are obtained involving cross-spectral
and cross-correlation matrixes between roughness of the dif-
ferent interfaces and between the different kinds of volume
inhomogeneities. Also, an example is considered where
roughness–volume correlations are important. In Sec. IV, a
summary is given.

I. INTEGRAL EQUATIONS

A. Volume perturbations

Consider an inhomogeneous fluid medium with spatially
varying parameters, mass density,r̃(r ), and compressibility,
k̃(r ). Here and in following equations,r5(R,z) and R
5(x,y) denote three-dimensional and two-dimensional posi-
tion vectors. The spectral component of acoustic pressure,p,
at frequencyv, in such a medium obeys the equation~see,
e.g., Refs. 18 and 19!

“•S 1

r̃
“pD1v2k̃p50. ~1!

The boundary conditions are continuity at all the interfaces
for the field,p, and the normal component of particle veloc-
ity, r̃21

“p.
The medium parameters,r̃ and k̃, can be considered as

spatially fluctuating with respect to their unperturbed values,
r andk, which can be, e.g., given functions ofr , so that the
analytic or numerical solution for such a nonrandom me-
dium, i.e., the field in unperturbed medium,p0 , is known.
This field obeys the Helmholtz equation

L̂p050, ~2!

with the unperturbed differential Helmholtz operator
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L̂5r“•S 1

r
“ D1k2, ~3!

where k5v/c is the unperturbed wave number withc
5(kr)21/2 as the unperturbed sound speed.

The spatial fluctuations of the bulk parameters, orvol-
ume perturbations, cause fluctuations of the pressure field
relative to the unperturbed field,ps5p2p0 , which obeys
equation

L̂ps52rv2~ k̃2k!p2r“•F S 1

r̃
2

1

r D“pG . ~4!

This results in an integral equation, which, after integration
by parts, can be cast in the form

p~r 8!5p0~r 8!2E
V
Fv2~ k̃2k!p~r !G~r ,r 8!

2S 1

r̃
2

1

r D“p~r !•“G~r ,r 8!G d3r , ~5!

whereV is the volume containing the medium fluctuations
andG is the Green’s function for the unperturbed medium,
obeying equation

L̂G~r ,r 8!5rd~r2r 8!. ~6!

The Green’s function and unperturbed field must satisfy the
same boundary conditions, i.e., continuity at the unperturbed
interfaces for the fields,p0 andG, and the respective normal
components of particle velocities,r21

“p0 andr21
“G.

Integral equation~5! provides a relation between the
spatial fluctuation in the field,p2p0 , and the fluctuations in
the medium parameters, the compressibility and inverse den-
sity ~specific volume!. A number of general features of this
equation can be mentioned. First, it isexact and, generally,
can be used even when parameter fluctuations are not small.
It can be represented in the general form

p~r 8!5p0~r 8!1E Q̂~r 8,r !p~r ! d3r , ~7!

where the kernel operator,Q̂(r 8,r ), includes all the medium
fluctuations. Then an approximate solution can be obtained
using an iterative method in the form of a multiple scattering
series~see Appendix A!.

Note that the integral equation~7! and its solution have
been examined only for certain simpler types of the kernelQ̂
than in~5!, e.g., for the case where the density fluctuation are
absent.20,21The kernel in~5! is also more general than in the
well-known equation18 where fluctuating density is included
but the Green’s function of free space is used asG and,
correspondingly, the unperturbed field,p0 , is replaced by the
incident field. This case is contained in Eq.~5! as a particular
case which corresponds to the unperturbed parameters,k and
r, considered as independent of spatial coordinates. This
classical approach is simpler but is less efficient in the case
when the mean values of medium parameters are different
from those in free space, as this difference must be included
into the medium parameters’ variation in the kernel of Eq.
~5!, which can be bad for convergence of the multiple scat-
tering series. Note, however, that the unperturbed param-

eters,r andk, can be chosen, in particular, so as to provide
vanishing mean fluctuations in the kernel of Eqs.~5! and~7!.
This assumption gives the following expressions:

k5^k̃&, r5 K 1

r̃ L 21

. ~8!

Note that, when defined this way, the unperturbed param-
eters can be rather arbitrary functions ofr . Both mentioned
generalizations, considering the density fluctuations and spa-
tial dependence of unperturbed parameters, can be important,
e.g., in seabed volume scattering.5,9,11

Note finally that Eq.~5! does not contain gradients of the
density which permits its use not only in the case of continu-
ous fluctuations, but also in the case of discontinuous volume
fluctuations having correspondingly infinite gradients of the
density at the interfaces. It also permits, in particular, the
replacement of interface roughness by discontinuous volume
inhomogeneity of a specific type and then the use of existing
volume scattering theories to study roughness scattering.
Analogous approaches, although using more complicated
derivations, have appeared before, e.g., in Ref. 22 for the
electromagnetic case, and for the case of small roughness in
acoustical scattering.23 In the present article it will be shown
that the exact integral equation for roughness scattering can
be easily obtained from the volume scattering equation~5! in
the general case of an arbitrary roughness, or interface de-
viations.

B. Rough interface

Consider a rough interface, plane on the average, given
by the equation

z5z~R!, ~9!

wherez is the deviation of the interface relative to its mean
planez50 ~see Fig. 1!. The interface separates two media
with parameters (r1 ,k1) and (r2 ,k2), that is,

~ r̃,k̃ !5H ~r1 ,k1!, z.z~R!,

~r2 ,k2!, z,z~R!.
~10!

As the corresponding unperturbed medium, two half-spaces
separated by the mean planez50 can be taken with param-
eters

~r,k!5H ~r2 ,k2!, z.0,

~r1 ,k1!, z,0.
~11!

As a result, fluctuations in the density and compressibility
are of the form

FIG. 1. Geometry of rough interface.
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~ r̃2r!5H ~r22r1!, 0,z,z~R!,

2~r22r1!, 0.z.z~R!,
~12!

~ k̃2k!5H ~k22k1!, 0,z,z~R!,

2~k22k1!, 0.z.z~R!.
~13!

Thus, roughness can be considered as a specific kind of vol-
ume ~spatial! perturbation near the mean~unperturbed! flat
interface, contained in the space between mean and rough
interfaces and having different sign above and below the
mean interface.

Note that fluctuations in the density and inverse density
are related as follows:

1

r̃
2

1

r
52

r̃2r

r̃r
, ~14!

and r̃r5r1r2 is the same above and below the mean inter-
face. Then taking into account Eqs.~12! and ~13!, one ob-
tains from Eq.~5! the following integral equation for the
field:

p~r 8!5p0~r 8!2E d2RE
0

z~R!H ~k22k1!v2p~r !G~r ,r 8!

1
~r22r1!

r1r2
“p~r !•“G~r ,r 8!J dz. ~15!

A generalization of Eq.~15! onto the case of an arbitrary
number of rough interfaces can be easily done. Let thej th
interface be of the form

z5zj1z j~R!, j 51,2,...,N, ~16!

where z j and zj correspond to roughness and mean plane
~see Fig. 2!. Then the correspondent integral equation be-
comes of the form

p~r 8!5p0~r 8!2(
j
E d2R

3E
zj

zj 1z j ~R!H ~k j 112k j !v
2p~r !G~r ,r 8!

1
~r j 112r j !

r j 11r j
“p~r !•“G~r ,r 8!J dz. ~17!

Integral equations~15! and ~17!, as well as Eq.~5!, are
exact. They also can be represented in the general form~7!.
Then their approximate solution can be obtained with the
help of iterative techniques in the form of a multiple scatter-
ing series~Appendix A!. Note that when the difference in the
parameters of the adjacent media is not too large, for ex-
ample, for most sediment interfaces, the iterative solution of
the integral equations~15! and ~17! can be used at arbitrary
roughness, without restriction to the case of small roughness.
General considerations for the case of arbitrary roughness
will be presented in a later paper. In the remainder of this
article, the case of small perturbations of the medium is con-
sidered.

II. SMALL PERTURBATIONS IN LAYERED MEDIA

A. Unified integral equation

In the case of a single interface, foruk1,2zu!1 and
u“zu!1, wherek1,2 are the corresponding wave numbers,
the integral equation~15! can be written in the form~see
Appendix B!

p~r 8!5p0~r 8!2E
z50

d2R z~R!Q̂z~r 8,r !p~r !. ~18!

where the kernel is

Q̂z~r 8,r !5~k22k1!v2G~r ,r 8!1~r22r1!

3@r1
21r2

21
“RG~r ,r 8!•“R

1r22]zG~r ,r 8!]z# ~19!

Integral equation~18! and its generalization to the case of an
arbitrary numberN of rough interfaces can be easily pre-
sented in the general form~7!, which then can include both
volume and roughness perturbations of the medium. Define
the dimensionless roughness and volume perturbations in the
medium withN rough interfaces as follows:

ez~r !5(
j 51

N

z j~R!d~z2zj !, ~20!

er5
~ r̃2r!

r̃
, ek5

~ k̃2k!

k
. ~21!

Assume that the medium is homogeneous in a small vicinity
of all the unperturbed interfaces,z5zj ~see Fig. 2!. Then Eq.
~18! can be replaced by an integral equation in the same form
as for the volume perturbation case,

p~r 8!5p0~r 8!2E d3r ez~r !Q̂z~r 8,r !p~r !. ~22!

FIG. 2. Geometry of a multi-layered irregular medium.
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A unified integral equation for the field in such a multi-
layered medium with ‘‘unified’’ volume–roughness pertur-
bations will be written in the form

p~r 8!5p0~r 8!2(
b

E d3r eb~r !Q̂b~r 8,r !p~r !,

b5k,r,z, ~23!

corresponding to the general form~7! with the kernel

Q̂~r 8,r !52(
b

eb~r !Q̂b~r 8,r !, ~24!

and with partial kernels defined as follows:

Q̂k~r 8,r !5v2kG~r ,r 8!, ~25!

Q̂r~r 8,r !5r21
“G~r ,r 8!•“, ~26!

Q̂z~r 8,r !5Dkv2G~r ,r 8!2D1/r“RG~r ,r 8!•“R

1Drr22]zG~r ,r 8!]z, ~27!

where

Db~z!5D~b!5b~z20!2b~z10!, b5k,r,1/r,
~28!

are the characteristic values for the parameters’ discontinu-
ity.

For the medium plane layered on the average, which is
the case of interest in this paper, it is convenient to describe
sound propagation and scattering in terms of plane waves.
Below, such a description is introduced for the zeroth-order
field and for the field perturbation.

B. Zeroth-order solution and Green’s function

For calculation of the scattered field, the unperturbed
field or zeroth-order solution,p0 , and the Green’s function,
G, must be known. In terms of plane waves, they can be
expressed in the following way. Let a plane wave of unit
amplitude, having wave vector with transverse component
K0 , be incident from a homogeneous half-space,z.z1 , i.e.,

pinc~r ,K0!5exp„iK0•R2 in1~K0!~z2z1!…, ~29!

wheren1(K)5Ak1
22K2 and k1 is the wave number in the

upper medium~first layer!. The unperturbed field, or zeroth-
order solution, is of the form

p0~r ,K0!5c~z,K0!exp~ iK0•R!, ~30!

where c is the complex amplitude of the field in a plane-
layered medium with depth-dependent parameters, density
and sound speed,r(z) andc(z) ~see Appendix C!.

The Green’s function for such a plane-layered medium
can be represented by the plane wave expansion

G~r ,r 8!5E d2K g~z,z8,K !exp„iK•~R82R!…, ~31!

whereg is the corresponding 2-D spectrum, or the ‘‘depth-
dependent Green’s function’’~see, e.g., Ref. 24!, and K
5(Kx ,Ky) is its spectral parameter. The functiong is a
plane-wave solution of Eq.~6! and, likep0 , can be expressed
through the functionc. For the case of a receiver in the

upper half-space, the functiong is defined as follows:

g~z,z8,K !5„8p2in1~K !…21r1c~z,K !exp~ in0~K !z8!,

z8>0,z. ~32!

C. Field perturbation

The general integral equations~7! and ~A1! and their
iterative solution can be written for 2-D Fourier components.
For that, consider the field perturbation,ps5p2p0 , as a 2-D
Fourier integral

ps~r ,K0!5E d2K C~z,K ,K0!exp~ iK•R!. ~33!

Then, from Eq.~A1!, one obtains an integral equation

C~z8,K 8,K0!5C1~z8,K 8K0!

1E dz d2Kq̂~z8,K 8;z,K !C~z,K ,K0!,

~34!

where

q̂~z8,K 8;z,K !5~2p!22E d2R d2R8

3exp~2 iK 8•R8!Q̂~r 8,r !exp~ iK•R!,

~35!

and the first-order term is of the form

C1~z8,K 8,K0!5E dz q̂~z8,K 8;z,K0!c~z,K0!. ~36!

For the kernel,q̂, in the case of small unified perturbations,
taking into account Eqs.~35!, ~24!, and~31!, one obtains

q̂~z8,K 8;z,K !52~2p!2(
b

êb~K 82K ,z!

3q̂b~z8,K 8;z,K !,

b5k,r,z, ~37!

whereêb is the 2-D Fourier transform of the corresponding
perturbation with respect to transverse coordinates,

êb~K ,z!5~2p!22E eb~R,z!exp~2 iK•R!d2R,

b5k,r,z, ~38!

and q̂b are the partial unperturbed kernel operators that, us-
ing Eqs.~25!, ~26!, and~27!, are defined as follows:

q̂k~z8,K 8;z,K !5v2kg~z,z8,K8!, ~39!

r~z!q̂r~z8,K 8;z,K !5~K•K 8!g~z,z8,K8!

1]zg~z,z8,K8!]z ~40!

q̂z~z8,K 8;z,K !5Dk~z!v2g~z,z8,K8!

2D1/r~z!~K•K 8!g~z,z8,K8!

1Dr~z!r22~z!]zg~z,z8,K8!]z . ~41!
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The formal solution of Eq.~34! can be presented in the
form of multiple-scattering series

C5 (
n51

`

Cn , ~42!

whereCn is thenth-order term defined by the iterative ex-
pression

Cn~z8,K 8,K0!

5E dz d2Kq̂~z8,K 8;z,K !Cn21~z,K ,K0!,

n51,2,3,..., ~43!

with

C0~z,K ,K0!5c~z,K !d~K2K0!. ~44!

III. FIRST-ORDER SOLUTION

Here we consider the first-order term in the perturbation
expansion, often called the Born approximation, to determine
the scattering amplitude and scattering cross section for the
case of small volume and roughness perturbations in a multi-
layered medium.

The functionC is related to the scattering amplitude,A
~see Appendix D!, as follows:

A~K ,K0!5n1~K !C~0,K ,K0!, ~45!

through which all the statistical characteristics of the scat-
tered field in the upper half-space can be expressed. A gen-
eral expression for the first-order scattering amplitude,AB ,
follows immediately from Eqs.~36! and ~45!:

AB~K ,K0!5n1~K !E dz q̂~0,K ;z,K0!c~z,K0!. ~46!

Taking into account Eq.~37!, Eq. ~46! can be presented in
the form

AB~K ,K0!5(
b

A~b!~K ,K0!, b5k,r,z, ~47!

whereA(b) are the Born approximations for the correspond-
ing scattering amplitudes~subscriptB is omitted!.

The scattering cross section~see Appendix D! is related
to the first-order scattering amplitude through the equation

^A~K ,K0!A* ~K 8,K0!&5d~K2K 8!s~K ,K0!, ~48!

where superscript* denotes the complex conjugation. The
roughness scattering component,A(z), and the volume com-
ponent,

A~v !5A~k!1A~r!, ~49!

can be generally considered as partially correlated. The total
scattering cross section can be presented as a sum of rough-
ness, volume, and roughness-volume components,

s5s~z!1s~v !1s~zv !, ~50!

with indices z, v, and zv correspondingly. The last term
vanishes when volume inhomogeneities and roughness are
uncorrelated.

A. Roughness scattering

The roughness scattering amplitude, from~46! and~37!,
taking into account~41! and ~32!, is obtained in the form

A~z!~K ,K0!5(
j

Aj
~z!~K ,K0!, ~51!

Aj
~z!~K ,K0!5 ẑ j~K2K0!fz~zj ,K ,K0!, ~52!

wherefz is defined as follows:

fz~zj ,K ,K0!5
ik1

2

2
c~zj ,K !c~zj ,K0! f j~K ,K0!, ~53!

f j~K ,K0!5D j~k/k1!2D j~r1 /r!~K•K0!k1
22

2D j~r/r1!Y~zj ,K !Y~zj ,K0!, ~54!

with D j (b)5D(b)z5zj
, b5k, r, 1/r, andY as the dimen-

sionless continuous admittance of the plane-layered medium
taken at the flat interface and defined through the function
c(z,K) as follows:

Y~z,K !5
ir1 ]zc~z,K !

k1r~z!c~z,K !
. ~55!

In terms of the reflection and transmission coefficients~see
Appendix C! one obtains

c~zj ,K !5Wj~K !„11Vj~K !…

5Wj 118 ~K !„11Vj 118 ~K !…, ~56!

Y~zj ,K !5S 12Vj~K !

11Vj~K ! DYj~K !

5S 12Vj 118 ~K !

11Vj 118 ~K !
DYj 118 ~K !, ~57!

Yj~K !5Y~0!~zj10,K !, Yj 118 ~K !5Y~0!~zj20,K !,
~58!

where

Y~0!~z,K !5
r1n~z,K !

k1r~z!
~59!

is the local plane-wave dimensionless admittance of the un-
perturbed medium.

The roughness scattering cross section, from~48! and
~51!, is defined as follows:

s~z!~K ,K0!5(
j ,l

fz~zj ,K ,K0!fz* ~zl ,K ,K0!

3F j l
~z!~K2K0!, ~60!

F j l
~z!~K !5~2p!22E Bjl

~z!~R!exp~2 iK•R!d2R, ~61!

Bjl
~z!~R!5^z j~R8!z l~R81R!&, ~62!

where F j l
(z) and Bjl

(z) are the cross-spectral and cross-
correlation matrixes of thej th and l th interfaces roughness,
assumed to be statistically uniform.

It is convenient to introduce the normalized form factor,
Fz j , as follows:
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fz~zj ,K ,K0!5Wj~K !Wj~K0!Fz j~K ,K0!, ~63!

In the case when irregularities of the different interfaces are
uncorrelated, i.e.,Bjl

(z)5d j l Bj , whered j l is the Kronecker
symbol, using~63!, we obtain

s~z!~K ,K0!5(
j

uWj~K !Wj~K0!u2s j~K ,K0!, ~64!

s j~K ,K0!5uFz j~K ,K0!u2F j~K2K0!, ~65!

whereF j5F j j
(z) is the spatial spectrum of the roughness of

the j th interface.
Note, that Eqs.~60! and~64! generalize previous results

obtained for a single rough interface onto the case of an
arbitrary number of correlated or uncorrelated rough inter-
faces in an arbitrarily stratified fluid medium. In particular, in
the case of scattering from the rough surface of a half-space
~N51, W51!, either from~60! and ~63!, or from ~64! and
~65!, we find

s~z!5s15uF1~K ,K0!u2F1~K2K0!. ~66!

This result corresponds to that obtained in Ref. 12 for the
case of a rough surface of a half-space with the depth-
dependent sound speed. In the particular case of a homoge-
neous rough half-space, the result is coincident with the
well-known solution of Kuo,25 taking into account that in
this case the zeroth-order field below the interface, atz
,z1 , is of the form~see Appendix C!

c~z,K !5W28~K !exp@2 in28~K !~z2z1!#. ~67!

B. Volume scattering

The volume scattering amplitudes for all the multiple-
layered medium are obtained in the form

A~v !~K ,K0!5(
j ,b

Aj
~b!~K ,K0!, ~68!

where Aj
(b) is the partial scattering amplitudes of thej th

layer,zj,z,zj 21 , defined as follows:

Aj
~b!5E

zj

zj 21
dz êb~K2K0 ,z!fb~z,K ,K0!, ~69!

wherefb is defined for different kinds of the volume fluc-
tuations in thej th layer by the equations

22i
r~z!

r1
fk~z,K ,K0!5k2~z!c~z,K !c~z,K0!, ~70!

22i
r~z!

r1
fr~z,K ,K0!5~K•K0!c~z,K !c~z,K0!

1]zc~z,K !]zc~z,K0!. ~71!

As a simple example, let us consider a homogeneous~on
the average! fluid half-space with spatial fluctuations of the
density and compressibility. In this case, the zeroth-order
solution is of the form~67!. The volume scattering amplitude
is defined by Eqs.~68!–~71!. The result can be presented in
the form

A~v !~K ,K0!5W28~K !W28~K0!A28~K ,K0!, ~72!

A28~K ,K0!5 ip
r1

r2
@k2êk~k2k0!1~k0•k!êr~k2k0!#,

~73!

êb~q!5~2p!23E
z,z1

d3r eb~r !exp~2 iq•r !,

b5k,r, ~74!

k05„K0 ,2n28~K0!…, k5„K ,n28~K !…, ~75!

where k0 and k are the wave vectors of the incident and
scattered waves within the scattering half-space, andq5k
2k0 is the scattering vector.

In the case of an arbitrary number of layers, it is conve-
nient to introduce the normalized form factors,fb j , as fol-
lows:

fb~z,K ,K0!5Wj8~K !Wj8~K0!fb j~z,K ,K0!. ~76!

Then the volume scattering cross section, using Eqs.~68! and
~48!, assuming that inhomogeneities of different layers are
uncorrelated, is obtained in the form

s~v !~K ,K0!5(
j

uWj8~K !Wj8~K0!u2s j8~K ,K0!. ~77!

Heres j8 is the normalized volume scattering cross section of
the j th layer defined as follows:

s j8~K ,K0!5 (
b,b8

E E
zj

zj 21
dz dz8 fb j~z,K ,K0!

3fb8 j
* ~z8,K ,K0!Fbb8~K2K0 ,z,z8!, ~78!

Fbb8~K ,z,z8!5~2p!22E Bbb8~R,z,z8!

3exp~2 iK•R!d2R, ~79!

Bbb8~R,z,z8!5^eb~R8,z!eb8
* ~R81R,z8!&, ~80!

whereFbb8 andBbb8 are the 2-D cross-spectral and cross-
correlation matrices of volume inhomogeneities, assumed to
be statistically uniform in horizontal directions. If, moreover,
the inhomogeneities are statistically uniform in the vertical
direction, Eq.~78! can be presented in the form

s j8~K ,K0!5 (
b,b8

E dg Fb j~K ,K0 ,g!

3Fb8 j
* ~K ,K0 ,g!Fbb8

~ j !
~K2K0 ,g!, ~81!

whereFb j is the form factor defined by the equation

Fb j~K ,K0 ,g!5E
zj

zj 21
dz fb j

~z,K ,K0!exp~ igz! ~82!

andFbb8
(v) (q) is the 3-D cross-spectral matrix of volume in-

homogeneities,

Fbb8
~ j !

~q!5~2p!23E Bbb8
~ j !

~r !exp~2 iq•r !d3r , ~83!

with q5(K2K0 ,g), r5(R,z2z8), andBbb8
( j ) (r ) as the 3-D

cross-correlation matrices of volume inhomogeneities, as-
sumed to be statistically uniform in all directions.
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Note that in Eqs.~68! and ~77! components withj 51,
A1

(v) ands1 , correspond to scattering from the layer over the
first interface,z1,z,z0 ~first layer, see Fig. 2! which is
homogeneous on the average and for which the explicit form
of the functionc is known~see Appendix C!. Note also that
this layer in the frame of the first-order model is totally trans-
parent withuW18u5uW1u51.

Equations~77!, ~78!, and ~81! give first-order solution
for the volume scattering cross section for an arbitrary num-
ber of stratified fluid layers with volume inhomogeneities of
different kinds having arbitrary cross-spectral and cross-
correlation functions. The only input for the above formulas
is the functionc(z,K) defined once the depth dependence of
the unperturbed medium parameters,r(z) andc(z), is given
~see Appendix C!.

C. Volume–roughness correlations

An expression fors (zv) can be obtained, using Eqs.
~68!, ~69!, and~52!, in the form

s~zv !~K ,K0!52 Re(
j ,b

fz* ~zj ,K ,K0!

3E dz fb~z,K ,K0!Fzb~K2K0 ,z,zj !,

~84!

Fzb~K ,z,zj !5~2p!22E Bzb~R,z,zj !

3exp~2 iK•R!d2R, ~85!

Bzb~R,z,zj !5^eb~R8,z!z j~R81R!&, ~86!

where Fzb and Bzb are the 2-D cross-spectral and cross-
correlation functions of volume inhomogeneities and rough-
ness and Re means real part of complex value.

As an example, let us consider an unperturbed plane-
layered medium with one plane interface,z5z1 , and param-
eters beingcontinuousfunctions of depth,ab(z), zÞz1 .
Surfaces of constant values of these parameters, the ‘‘iso-
surfaces,’’ are the planesz5 z̄. Here, for brevity, denote no-
tation of the unperturbed parameters by subscripts, i.e.,r
5ar andk5ak . Small perturbations in such a medium can
disturb the iso-surfaces so that they will be of the form

z5 z̄1z~R,z̄!, ~87!

where z(R,z̄) is their deviation with respect to the unper-
turbed iso-surfacez5 z̄, and z(R,z1)5z1(R). The param-
eters of such a slightly perturbed ‘‘quasi-layered’’ medium
with rough iso-surfaces and one rough interface can be pre-
sented in the form

ãb~r !5ab„z2z~R,z!…'ab~z!2
dab

dz
z~R,z! ~88!

and have relatively small volume perturbations caused by
and proportional to the iso-surface roughness

eb~r !52z~R,z!
dab

dz
,

ueb~r !u
ab

!1, b5k,r. ~89!

In this case, the cross-correlation function,Bzb , is defined as
follows:

Bzb~R,z,z1!52
dab

dz
^z~R8,z!z~R81R,z1!&. ~90!

D. How to include basement scattering

The above expressions for the scattering amplitude and
scattering cross section,~51! and~52!, ~68! and~69!, can be
easily generalized to the case where the basement beneath a
layered fluid medium not only reflects but also scatters. In
this case, the expressions for the roughness and volume scat-
tering amplitudes for the layered fluid~components withj
<N! depend upon the reflection coefficient of the basement,
VN11(K), as an input parameter, through the function
c(z,K) ~see Appendix C!. All the scattering from the base-
ment, in the framework of the first-order solution, is con-
tained in the last term treated as the scattering amplitude of
the basement,

AN11~K ,K0!5Wj~K !Wj~K0!ĀN11~K ,K0!, ~91!

with ĀN115Āb
(z)1Āb

(v) as a sum of the normalized rough-
ness and volume scattering amplitude of the basement. This
amplitudes are defined for a plane incident pressure wave of
a unit amplitude in an infinite homogeneous half-space with
parametersrN11 andcN11 ~see Fig. 2!.

The explicit form of the basement scattering amplitude
components,ĀN11

(b) (K ,K0), depends on the type of the base-
ment medium. Generally, they can be presented as follows:

Āb
~z!~K ,K0!5 ẑN11~K2K0!Fz~zN11 ,K ,K0!, ~92!

Āb
~v !~K ,K0!5E

z<zN11

dz (
b

ẽb~K2K0 ,z!

3Fb~z,K ,K0!, ~93!

whereFz and Fb are the roughness and volume scattering
form factors.

As examples of perfectly scattering basements, hard or
soft ~impenetrable! rough surfaces can be used withVN11

561, respectively. Corresponding expressions for the scat-
tering amplitude can be easily obtained from~63! and~53! as
the limit cases,

Fz~zN11 ,K ,K0!5F6~K ,K0!, ~94!

F1~K ,K0!52
2ir1

rN11
~kN11

2 2K•K0!, ~95!

F2~K ,K0!5
2ir1

rN11
nN11~K !nN11~K0!. ~96!

As a realistic example of a penetrable scattering base-
ment, an elastic rough half-space with volume inhomogene-
ities can be used. In this case, the roughness and volume
scattering amplitudes are of the form~92! and~93!. Spatially
fluctuating parameters are the density and compressional and
shear speed, i.e.,b5r,cp ,ct . Expressions for the corre-
sponding volume and roughness form factors,Fb and Fz ,
can be found in Refs. 14 and 15 respectively. Generalized

833 833J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Anatoliy N. Ivakin: An approach to volume and roughness scattering



expressions for the scattering amplitude and scattering cross
section of an elastic rough and inhomogeneous half-space
and their analysis with a number of numerical examples are
presented in Refs. 16 and 17.

IV. SUMMARY

In this paper, a unified approach is proposed for the
study of scattering from a multi-layered fluid medium with
irregularities of two different types: volume inhomogeneities
~spatial fluctuations of the compressibility and density! and
roughness of the interfaces between layers. The approach
considers roughness as a volume perturbation of a specific
kind near flat~unperturbed! interfaces. It permits a descrip-
tion of the scattering problem on the basis of a unique inte-
gral equation with a kernel including both types of perturba-
tions in a multi-layered medium. In the case of small
perturbations, its solution is presented in the form of a mul-
tiple scattering series. The first-order term is used to obtain
the scattering amplitude for an arbitrarily stratified fluid me-
dium with volume inhomogeneities and an arbitrary number
of rough interfaces. All the statistical characteristics of the
scattered field can be expressed through the scattering ampli-
tude and then related to the statistical properties of the scat-
tering medium. The expression for the scattering cross sec-
tion is obtained in terms of cross-spectral and cross-
correlation matrices between different types of medium
perturbations. The results are generalized to the case for
which the fluid is placed over an arbitrary basement charac-
terized by its own reflection coefficient and scattering ampli-
tude.

The model considered here is appropriate, e.g., for strati-
fied marine sediments. Details of the application of the uni-
fied approach developed here to statistical modeling of sea-
bed scattering with numerical examples will be presented in
later papers.
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APPENDIX A: MULTIPLE SCATTERING SERIES AND
BORN APPROXIMATION

An integral equation for the field in an inhomogeneous
medium can be presented in the general form~7! with the
kernel operator,Q̂(r 8,r ), depending on the type of medium
perturbations, see, e.g., Eqs.~5!, ~15!, and ~23!. A similar
integral equation can be written for the field perturbation,
ps5p2p0 , using the first-order solution,p1 , as a starting
term,

ps~r 8!5p1~r 8!1E Q̂~r 8,r !ps~r !d3r , ~A1!

wherep1 is defined as follows,

p1~r 8!5E Q̂~r 8,r !p0~r !d3r , ~A2!

and is called the single-scattered field or Born approxima-
tion.

A formal solution of Eq.~A1! can be presented in itera-
tive form as a multiple-scattering series

ps5 (
n51

`

pn , ~A3!

wherepn is thenth order scattered field being defined analo-
gously to the single-scattered term, Eq.~A2!, by the iterative
expression

pn~r 8!5E Q̂~r 8,r !pn21~r !d3r , n51,2,3,... . ~A4!

The expressions~A3! and ~A4! are convenient for the
development of multiple scattering models providing rela-
tions between statistical moments of the scattered field and
medium fluctuations. For the case of the second-order mo-
ments in the Born approximation, taking into account Eq.
~23!, one obtains

^p1~r 8!p1* ~r 9!&5 (
b1b2

E E Bb1b2
~r1 ,r2!

3Q̂b1
~r 8,r1!Q̂b2

* ~r 9,r2!p0~r1!

3p0* ~r2!d3r d3r 2 ,

b1,25r,k,z, ~A5!

where Bb1b2
(r1 ,r2)5^eb1

(r1)eb2
* (r2)& is the cross-

correlation matrix for different medium fluctuations.

APPENDIX B. SMALL ROUGHNESS

Let the interface roughness be small, i.e.,uk1,2zu!1.
Then the functions appearing in the integrand of Eq.~15!,
pG and“p•“G, can be continued onto the mean plane,z
50, with the help of the boundary conditions

~p12p2!z5z~R!50, ~B1!

S 1

r1
]Np12

1

p2
]Np2D

z5z~R!

50, ~B2!

~G12G2!z5050, ~B3!

S 1

r1
]zG12

1

r2
]zG2D

z50

50, ~B4!

where G1 and G2 are the Green’s functions, respectively,
above and below the reference plane (z50), p1 andp2 are
the pressures, respectively, above and below the rough inter-
face,z5z(R), having the normal unit vectorN,

N5~2“z,1!/A11~“z!2, ~B5!

with ]N5N–“, “5(“R ,]z).
Note thatp1,2 and G1,2 are continuous functions ofr .

Using Eqs.~B1! and ~B3!, one obtains foruk1,2zu!1
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~pG!v1,2
.H ~p1G1!S1.~p1G1!z510

~p2G2!S2.~p2G2!z520
, ~B6!

whereS6 are the surfaces~see Fig. B1! defined as follows:

S1:z5max$z~R!,10%, S2:z5min$z~R!,20%, ~B7!

andv1,2 are subvolumes of integration in Eq.~15! defined as
follows:

v1 :z~R!,z,0, v2 :0,z,z~R!. ~B8!

To find (“p•“G)v1,2
note that the scalar~dot! product

is independent of the angular orientation of the coordinate
system, and

“p•“G5“Rp•“RG1]zp ]zG

5“ t
6p•“ t

6G1]N
6p ]N

6G, ~B9!

where]N
65N6

•“ is the normal derivative corresponding to
the normal for the surfaceS6, and “ t

6 is the respective
tangent gradient. Then using the boundary conditions~B2!
and ~B4!, one obtains atuk1,2zu!1

1

r1r2
~“p•“G!v1,2

.H „~r1r2!21
“ t

1p1•“ t
1G11r1

22 ]N
1p1 ]N

1G1…S1,

„~r1r2!21
“ t

2p2•“ t
2G21r2

22 ]N
2p2 ]N

2G2…S2.

~B10!

If the roughness slope is small as well, i.e.,u“zu!1, then
one obtains

1

r1r2
~“p•“G!v1,2

.H „~r1r2!21
“Rp1•“RG11r1

22 ]zp1 ]zG1…z510 ,

„~r1r2!21
“Rp2•“RG21r2

22 ]2p2 ]zG2…z520.

~B11!

Taking into account Eqs.~B6! and ~B11!, one easily
obtains from Eq.~15! the integral equation~18! for the small
roughness perturbation case.

APPENDIX C: ZEROTH ORDER FIELD

The complex amplitude of the field in a plane-layered
medium with depth-dependent parameters, density and sound
speed,p(z) andc(z), obeys the Helmholtz equation

@r]z~r21]z!1k22K2#c~z,K !50, k5v/c~z!, ~C1!

and boundary~continuity! conditions at all the mean inter-
faces,z5zj ,

D j~c!5c~zj20!2c~zj10!50, D j~r21 ]zc!50,
~C2!

whereD j denotes the contrast~difference! of the correspond-
ing function at thej th interface.

For a description of the zeroth-order solution between
interfaces, i.e., the functionc(z,K) within continuous layers,
assume that the medium is homogeneous in a small vicinity
of all the unperturbed interfaces,z5zj . Then the unper-
turbed field above~and near! the j th interface, at the exit of
the j th layer ~see Fig. 2!, is of the form

c~z,K !5Wj~K !c̄ j~z,K !, ~C3!

c̄ j~z,K !5exp@2 in j~K !~z2zj !#

1Vj~K !exp@ in j~K !~z2zj !#, ~C4!

wheren j (K)5n(zj10,K) andn(z,K)5Ak2(z)2K2. Coef-
ficients Vj and Wj are the reflection and transmission coef-
ficients of the medium above thej th interface. Note thatWj

corresponds to the amplitude of the incident field for thej th
interface. In the first layer,z1,z,z0 , we haveW151 and
c5c̄1(z,K) defined by Eq.~C4! with V1 as the total reflec-
tion coefficient of the inhomogeneous multi-layered half-
space,z<z1 .

Below ~and near! the (j 21)th interface, at the entrance
of the j th layer, the field is

c~z,K !5Wj8~K !c j~z,K !, ~C5!

c j~z,K !5exp@2 in j8~K !~z2zj 21!#

1Vj8~K !exp@ in j8~K !~z2zj 21!#, ~C6!

wheren j8(K)5n(zj 2120,K). CoefficientsVj8 are the reflec-
tion coefficients of the medium at the entrance of thej th
continuous layer,Wj8 are the corresponding transmission co-
efficients and the amplitudes of the incident field. Within this
layer, zj 11,z,zj , the functionc j (z,K) obeys the Helm-
holtz equation~6! and boundary conditions, at the upper
boundary of the layer,

F11
i

n j8~K !
]zG

z5zj 2120

c j~z,K !52, ~C7!

and at the lower boundary,

F i ]zc j~z,K !

c j~z,K ! G
z5zj 10

5F i ]zc̄ j~z,K !

c̄ j~z,K !
G

z5zj 10

5n j~K !
12Vj~K !

11Vj~K !
. ~C8!

In the case of inhomogeneous~on the average! continu-
ous layers, the functionsc j (z,K) can be calculated by means
of well-developed methods19 for any set of depth-dependent
parameters,r(z) andc(z), as a plane-wave solution of Eq.
~C1! with boundary conditions~C7! and ~C8!. Note that
Vj (K) is an input parameter for the functionc j (z,K). If the
functionc j has been found, the explicit form forVj8(K) and
Vj 21(K) can be determined as follows:

Vj85c j~zj ,K !21, ~C9!

FIG. B1. Rough interface definitions.
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Vj 215
Vj 21

~0! 1Vj8

11Vj 21
~0! Vj8

, ~C10!

whereVj 21
(0) is the local reflection coefficient of the (j 21)th

interface,

Vj 21
~0! 5

Yj 212Yj8

Yj 211Yj8
, ~C11!

with Yj 21 andYj8 defined by Eqs.~58! and ~59!.
The transmission coefficients of thej th layer, t j

5Wj /Wj8 , and j th interface,Tj5Wj 118 /Wj , can be deter-
mined as follows:

t j5
c j 11~zj 11 ,K !

11Vj 11~K !
, ~C12!

Tj5
11Vj

11Vj 118
5

11Vj
~0!

11Vj
~0!Vj 118

. ~C13!

When, by such a way, the transmission coefficientst j andTj

are determined for all the fluid layers and interfaces, the
amplitudes of incident field at different interfaces,Wj , are
defined by the equation

Wj 115WjTj t j 11 , W151. ~C14!

APPENDIX D. SCATTERING AMPLITUDE

Regardless of the complexity of the random medium,
whether scattering is due to roughness or volume inhomoge-
neity, the scattered field,p̃s5p2pinc , above the highest
point on the interface can be expressed as a superposition of
plane waves

p̃s~r ,K0!5E d2K Ã~K ,K0!exp~ iK•R1 in~K !z!.

~D1!

where Ã(K ,K0) is the so-called scattering amplitude~see
e.g., Refs. 26–29!, n(K)5Ak22K2, andk is the wave num-
ber in the upper medium. Note that this definition includes
the zeroth-order component. It is convenient to introduce a
scattering amplitude,A, for the perturbed part of the field,
ps5p2p0 , containing only higher-order components, as
follows:14

ps~r ,K0!5E d2K n21~K !A~K ,K0!

3exp„iK•R1 in~K !z…, ~D2!

whereA is related toÃ by the equation

A~K ,K0!5@Ã~K ,K0!2d~K2K0!V~K0!#n~K0!, ~D3!

with V being the zeroth-order reflection coefficient. The scat-
tering amplitude,A, obeys the reciprocity relation

A~K ,K0!5A~2K0 ,2K !. ~D4!

When the scattering amplitude or its perturbation have
been found, all the basic characteristics of the scattered field
in the upper medium can be determined. For example, the
coherent reflection coefficient,V̄(K0), is defined by the fol-

lowing equation for the averaged scattering amplitude, or its
coherent component

^Ã~K ,K0!&5d~K2K0!V̄~K0!. ~D5!

The scattering amplitude or its perturbation can be used to
obtain the scattering cross section,s, through the equation

^A8~K ,K0!A8* ~K 8,K0!&5d~K2K 8!s~K ,K0!, ~D6!

where

A8~K ,K0!5A~K ,K0!2^A~K ,K0!&

5n~K0!@Ã~K ,K0!2^Ã~K ,K0!&# ~D7!

is defined by the incoherent component of the scattering am-
plitude and it is assumed that the statistics of the scattering
medium are stationary in the two transverse~horizontal! co-
ordinates.

In this paper,A(K ,K0) is called also the scattering am-
plitude for brevity. In the Born approximation we have
^A(K ,K0)&50 as all the medium fluctuations are defined so
that they have vanishing average values. In this case, the
scattering cross section is obtained through Eq.~48!.
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Sound propagation in dilute suspensions of rigid particles
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This paper considers sound propagation in suspensions of rigid particles, when both heat and
momentum are exchanged between the particles and the host fluid. A theory is developed for
small-amplitude, single-frequency oscillatory motions, on the assumption that the temperature of
each particle is uniform. This theory applies to dilute suspensions that have arbitrary particle and
fluid material densities, and yields the attenuation and the speed of sound in the suspension in terms
of the particles’ velocity and temperature fluctuations. These quantities are not specified by the
theory, but are available for some situations of interest which cover a very wide frequency range. In
the particular case when the particle force and the heat transfer rate are not affected by the
compressibility of the fluid, the particle’s velocity and temperature are given by closed-form results
that are used to obtain explicit formulas for the attenuation and sound speed. For this case, the
present theory reproduces all fundamental predictions available in the literature, and yields new
basic results where none seem to exist. Results are also shown for the important case when the
particle force includes compressibility effects in the fluid. These provide a unified description for the
attenuation and the dispersions which covers the viscous and the scattering regions, as well as the
transition region between them. ©1998 Acoustical Society of America.@S0001-4966~98!01602-6#
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LIST OF SYMBOLS

e suspension’s internal energy per unit mass
ef , ep internal energies, per unit mass, of fluid and

of particles
k5v/cs(0) wave number based on the suspension’s

equilibrium sound speed
Pf8 dilute-suspension fluid pressure fluctuation

in a sound wave
p Pressure
p8 imposed pressure fluctuation
pf fluid’s thermodynamic pressure
Cm particle mass loading,fv /d for dilute sus-

pensions
cs(0) suspension’s equilibrium isentropic sound

speed
cs(v) suspension’s frequency-dependent isentropic

sound speed
cv f , cvp specific heats at constant volume
cs f , csp isentropic sound speeds in fluid and particle

materials
cp f , cpp specific heats at constant pressure
FD fluid force on particle
h heat capacity ratio, 2rpcpp/3r fcp f

mp mass of one particle

Q̇p heat transfer rate to a particle
T0 ambient temperature
Tf , Tp fluid and particle temperatures
U f dilute-suspension fluid velocity in a sound

wave
uf , up velocities of fluid and particulate phases
ẇ compression work rate per unit mass of sus-

pension
y5Ava2/2n f ratio of particle radius to viscous penetration

depth

z5Ava2/2k f ratio of particle radius to thermal penetration
depth

ā5acs(0)/v nondimensional attenuation based on the sus-
pension’s equilibrium sound speed

â5acs f /v nondimensional attenuation based on the flu-
id’s isentropic sound speed

â tr nondimensional translational attenuation co-
efficient

â th nondimensional thermal attenuation coeffi-
cient

b f , bp coefficients of thermal expansion
b̂5b̂ tr1b̂th dispersion coefficient,cs f

2 /cs
2(0)2cs f

2 /cs
2(v)

b̂ tr translational dispersion coefficient
b̂ th thermal dispersion coefficient
g f , gp specific heat ratios
d5r f 0 /rp0 material density ratio
dn f5A2n f /v viscous-wave penetration depth
dk f5A2k f /v thermal-wave penetration depth
dt element of suspension volume
dt f , dtp volumes of fluid and particles in a volume

element of suspension
U f8 dilute-suspension fluid temperature fluctua-

tion in sound wave
u f8 temperature fluctuation of disturbance pro-

duced by particle
Ks isentropic compressibility
Ks f isentropic compressibility of fluid phase
Ks(0), Keq equilibrium compressibility of the suspen-

sion
k f thermal diffusivity
m f dynamic viscosity
n f kinematic viscosity
r5s f1sp average suspension density
r f , rp material densities
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s f , sp densities of fluid and particulatephases
td dynamic relaxation time of particle,

2a2/9n fd
t t thermal relaxation time of particle,

(cpp /cp f)a
2/3kpd

fm concentration of particles by mass
fv concentration of particles by volume

INTRODUCTION

Among the motions that suspensions can sustain, the
sound wave is one of the simplest and most general, owing
to its linearity and to the wide variety of effects that play a
role in its propagation. These include viscosity, compress-
ibility, and heat conductivity, as well as particle and fluid
inertia. Some of these can sometimes be disregarded because
they are unimportant, for example, inertia effects in slowly
changing Stokes flows, but for sound waves such effects
must be generally considered. However, because of the lin-
earity of acoustic equations these effects can be retained in
the formulation, thereby providing another tool with which
to study suspensions.

Of course, sound propagation in suspensions is an im-
portant subject on its own. As a result a large number of
works dealing with the subject has been published dating
back to Tyndall1 and Rayleigh.2 The initial work on the sub-
ject dealt with sound attenuation, and Sewell3 was the first to
study it in viscous fluids. Since then many studies have ap-
peared, but in spite of much work important questions re-
main. For rigid particle suspensions, these include the mag-
nitude of the attenuation in liquid suspensions, and the
dependence of the attenuation on the concentration.

In addition to attenuation, sound waves traveling in sus-
pensions also experience dispersion. This has been given
considerable attention in the cases of aerosols and bubbly
liquids, but in the case of liquid suspensions of rigid par-
ticles, only a limited number of theoretical works have con-
sidered it from first principles. In these, various models are
used to obtain a speed of propagation at finite frequencies. In
some4–6 the suspension is treated as a two-phase fluid,
whereas in others7–10 it is modeled as a porous solid whose
rigidity can be varied by means of adjustable parameters.
This model is more appropriate for sediments where a solid
skeleton does exist, but for suspensions offree particles,
such as those treated here, more fundamental theories can be
developed, the two-phase model being an example. The main
difficulties with this model are the mechanical and thermal
interactions between the particulate and fluid phases. These
play a central role in the problem, but there seems to be no
consensus among investigators as to what values they should
have. An exception is the case of dilute aerosols, where those
interactions are well understood.4,11,12

The dispersion problem has also been treated using the
well-known effective-medium sound speed, known as
Wood’s equation13 ~e.g., Refs. 14 and 15! but as this author
has recently shown,16 that equation is only applicable to low-
frequency waves in isothermal suspensions. Some authors
~e.g., Fukumoto and Izuyama17 and Holmeset al.18,19! obtain
a frequency-dependent sound speed from a complex wave
number obtained by the simple, butad hoc, procedure of

adding to this sound speed an imaginary part that is equal to
an attenuation coefficient.

Further methods used to obtain the speed of sound in-
clude those based on scattering theories~e.g., Refs. 20 and
21!, and on the causality relations of Kramers and Kronig.
The latter method has been used to study propagation in
bubbly liquids,22 rigid-particle gaseous suspensions,12 and
phase-changing fluids.23

In this work we present a new theory for the attenuation and
the dispersion of sound indilute suspensions of rigid par-
ticles having arbitrary densities relative the fluid. The results
we obtain are mathematically simple, and give the attenua-
tion and dispersion in terms of the particle velocity and tem-
perature. Known values for these quantities are used to ob-
tain explicit results for the attenuation and dispersion. These
reproduce every known fundamental result and produce new
ones in cases where no fundamental results exist.

I. ADIABATIC COMPRESSIBILITY

In what follows, we consider suspensions of rigid par-
ticles in fluids under the assumption that the particles have
uniform temperatures. This assumption, like that of rigidity,
is not met by actual particles if the frequency is very large,
but in a fairly wide range, some solid particles can be treated
as rigid bodies having a uniform but time-dependent tem-
perature. An alternative approach leading to similar results
would be in terms of a volume average of the particle tem-
perature

The thermal and dynamic response of the suspension to
applied forces may be studied in terms of the suspension’s
compressibility. To compute this, we consider a suspension
enclosed by adiabatic walls, and focus our attention on a
small volume element in it. At some time this volume ele-
ment has a valuedt and contains a certain number of par-
ticles that occupy a volumedtp . The corresponding volume
occupied by the fluid isdt f , so thatdt5dt f1dtp . When
the suspension moves under the influence of an imposed
pressure, this volume element is deformed, and the deforma-
tion can, in principle, be quantified in terms of an adiabatic
compressibility defined by

Ks52
1

dt

d~dt!

dp
. ~1!

This can be used in dynamic conditions, provided the physi-
cal quantities appearing in it can be properly defined for
them.

A. Equilibrium conditions

Consider first sound waves whose frequency is so small
that the suspension is in thermodynamic equilibrium. Here,

839 839J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 S. Temkin: Sound propagation in dilute suspensions



one can obtain the suspensions’ compressibility in terms of
its mean densityr and of its relaxed-equilibriumisentropic
sound speedcs(0) by means of

Ks~0!5
1

rcs
2~0!

. ~2!

The suspension density is given by the sum of the
particulate-phase density,sp5fvrp , and the fluid-phase
density,s f5(12fv)r f . Thus

r5~12fv!r f1fvrp , ~3!

wherefv is the volume concentration of particles andr f and
rp are the densities of the fluid and particle materials, respec-
tively.

The equilibrium isentropic speed,cs(0), cannot gener-
ally be written in such a simple manner as~3!, but may be
obtained from an equilibrium result for suspensions of elastic
particles that applies when mass transfer, surface tension,
and chemical and electrical effects are absent. That result is16

cs f
2

cs
2~0!

5g f

12fv

12fm
S 12fv1fv

r fcs f
2 /g f

rpcsp
2 /gp

D
2~g f21!

~12fv1fvbp /b f !
2

11fm~cpp /cp f21!
. ~4!

Here,fm is the mass concentration of particles,cs f andcsp

are the isentropic sound speeds in the fluid and particle ma-
terials,g f andgp are the corresponding specific heat ratios,
b f andbp are the coefficients of thermal expansion, andcp f

and cpp are the fluid and particle specific heats at constant
pressure. Because the propagation of small-amplitude sound
waves in a suspension represents a motion around an equi-
librium state in the suspension, it is useful to regard the
speedcs(0) as the reference speed, although the correspond-
ing fluid speed,cs f , is often used instead. Now, for rigid
particles, 1/csp

2 →0 andbp→0, so that

cs f
2

cs
2~0!

5~12fv!2~11Cm!
11g fCmcpp /cp f

11Cmcpp /cp f
, ~5!

where we have expressed the mass concentration in terms of
the mass loading,Cm , by means offm5Cm /(11Cm), and
have usedr5r f(12fv)(11Cm). The equilibrium adia-
batic compressibility is, therefore,

Ks~0!5Ks f

11g fCmcpp /cp f

11Cmcpp /cp f
, ~6!

where

Ks f5
12fv

r fcs f
2 . ~7!

It should be added that although~5! was obtained by taking
the limit csp→` in ~4!, it applies to real situations, provided
the ratios of particle compressibility to fluid compressibility,
and of particle to fluid thermal expansions, are very small.
These conditions are met in some cases of practical interest.
For example, in a suspension of kaolinite particles in water at
STP, the ratio of compressibilities is equal to 0.05. On the
other hand, the ratio of thermal expansion coefficients is of

order one and this will result in some differences if the vol-
ume concentration is not small. However, at least in the ex-
ample given, the differences will be small because, in water,
g f21 is small at normal temperatures.

B. Small-amplitude oscillations

For monochromatic acoustic motions, it is convenient to
express the time dependence as exp (2ivt). When this is
done, all variables become complex functions of the fre-
quency. Thus, for example,Ks→K̃s(v), where the tilde is
used to represent a complex value. In analogy with~2! we
write K̃s as K̃s(v)5@r0c̃ s

2(v)#21, wherec̃s(v) is a com-
plex sound speed andr0 is the mean value ofr. The main
reason for a complex compressibility is that at finite frequen-
cies there is attenuation. Because of this, it is preferable to
work with a complex wave number,k̃5v/ c̃s(v), where k̃
5v/cs(v)1 ia(v), where a is the amplitude-attenuation
coefficient, andcs(v) is real and represents the frequency-
dependent speed of propagation. In terms of this wave
number, the compressibility becomesK̃s(v)5Ks(0)
3@ k̃cs(0)/v#, where Ks(0) is explicitly given by ~6!. In
general, there will be several irreversible mechanisms simul-
taneously at work, for example, viscosity and heat conduc-
tivity, each producing some changes inK̃s(v). To compute
these changes, we make the assumption that they are addi-
tive. Thus, for each irreversible mechanism, we are inter-
ested in its contribution toK̃s(v)/Ks(0)21. Taking the real
and imaginary parts of this, and remembering thata must be
positive in order for the amplitude of the waves to decay as
they travel, we obtain

cs
2~0!

cs
2~v!

2ā2511R@K̃s~v!/Ks~0!21#1

1R@K̃s~v!/Ks~0!21#21••• , ~8!

2ā
cs~0!

cs~v!
5uJ$K̃s~v!%/Ks~0!u11uJ$K̃s~v!%/Ks~0!u2

1••• , ~9!

where ā5acs(0)/v. It should be noted that in taking the
absolute value of each separate term in~9! we have assumed
that the corresponding irreversible mechanisms are indepen-
dent of one another. If the mechanisms are coupled, then the
absolute sign should be applied to the sum of the separate
imaginary parts.

If the right-hand sides of these equations are denoted by
X(v) andY(v), respectively, we have

cs
2~0!

cs
2~v!

2ā25X~v! ~10a!

and

2ā
cs~0!

cs~v!
5Y~v!. ~10b!

These may be easily solved forā andcs(v) for any value of
X(v) andY(v). However, in some situations there may be
reason to expect that attenuation per wavelength is very
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small. In them we may neglectā2 a priori, and obtain

cs
2~0!

cs
2~v!

5X~v! ~11a!

and

ā5 1
2Y~v!/AX~v!. ~11b!

This pair gives a good approximation to the exact solution of
~10a! and ~10b! when ā is small. Of course, if the speed
changes little throughout the frequency range, the last equa-
tion gives the simpler form

ā5 1
2uJ$K̃s~v!%/Ks~0!u11 1

2uJ$K̃s~v!%/Ks~0!u21••• .
~12!

These relationships apply to general compressible media un-
dergoing small changes about an equilibrium condition.

II. RIGID-PARTICLE SUSPENSIONS

We now consider the adiabatic compressibility for a sus-
pension of rigid particles which is executing small-amplitude
translationaloscillations, produced, for example, by a small-
amplitude, one-dimensional oscillatory motion of a plane
wall. We will be interested only in changes to the compress-
ibility that result from the particles’ presence. Thus, the at-
tenuation and dispersion of sound that viscosity and heat
conductivity produce in the fluid alone will be ignored. Such
effects are well understood and are small at frequencies that
are of interest in suspension dynamics.

Now, in a suspension that is externally driven, both par-
ticles and fluid experience translational and temperature os-
cillations. Both of these fluctuations affect the suspension’s
compressibility, but because the oscillations are linear, the
corresponding effects may be calculated separately. That is,
we can consider contribution due to the translational oscilla-
tions without including temperature effects, and vice versa.
The contribution due to the translational oscillations is sim-
pler and is considered first.

A. Effects of relative translational oscillations

Consider a small volume elementof suspension,dt, con-
taining a large number ofidentical particles. The total mass
of fluid and particles contained indt is rdt, wherer is the
average density of the suspension. Because of the oscilla-
tions, the fluid and particles generally move with different
velocities, so that equilibrium does not generally exist. How-
ever, if we definedt so that it contains the same fluid and
particles during the motion, then thetotal mass contained in
dt will be conserved. Hence, the Lagrangian rate of change
of the total mass indt is zero, or

d~rdt!

dt
50. ~13!

Expanding this,

1

dt

d~dt!

dt
52

1

r

dr

dt
, ~14!

whererdt5dM is the total mass in the element.

In strict equilibrium, the linearized rate of change of the
density can be expressed as2r0(]u/]x), where u5up

5uf is the velocity ofboth particles and fluid. This would
give, in equilibrium,

1

dt

d~dt!

dt
5

]u

]x
. ~15!

Now, if the ambient pressure isr0 , the total pressure isp
5p01p8, but since the changes have small magnitude, we
have up8u!p0 . Thus, dp/dt5]p8/]t. Dividing ~15! by
dp/dt we have an equilibrium compressibility

Keq52
]u/]x

]p8/]t
. ~16!

For a monochromatic time dependence,]p8/]t52 iv p̃8.
Further in a plane sound wave]u/]x5 ikũ, where k
5v/cs(0). Finally, the pressure and the velocity in a sound
wave are related by means ofp85r0cs(0)u. Hence.

Keq5
1

r0cs
2~0!

. ~17!

This is equal toKs(0), so that the strict thermodynamic
equilibrium result is recovered.

Consider now a condition which is away from equilib-
rium. Here, the particles’ and fluid velocities are generally
different and it is advantageous to regard the suspension as a
two-phase fluid, having densitiessp ands f , defined as av-
erage values over the volume element, each phase obeying
its own continuity equation. In linearized form these are

ds f

dt
52s f 0

]uf

]x
~18a!

and

dsp

dt
52sp0

]up

]x
, ~18b!

whereup is the velocity of each of the particles in the ele-
ment, and wheres f 0 andsp0 are the linearized fluid- phase
and particulate-phase densities. The velocityuf appearing in
~18a! is the fluid velocity in the element, also defined by an
average value. Now, the suspension density is given byr
5s f1s f , so that

dr

dt
52S s f 0

]uf

]x
1sp0

]up

]x D . ~19!

As before, we obtain the compressibility by dividing through
dp/dt5]p8/]t. This gives

Ks52
s f 0 /r0

]p8/]t F]uf

]x
1

sp0

] f 0

]up

]x G . ~20!

For acoustic motions,]/]x5 ik, where the exact value ofk
is complex, owing to the dissipation that must exist when a
relative velocity exists. However, because the motions con-
sidered are near equilibrium, we may, on the right-hand side
of ~20!, equatek to v/cs(0), where, as before,cs(0) is the
relaxed-equilibrium sound speed in the suspension. Simi-
larly, the rate of change of the pressure is equal to2 iv p̃8,
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and since the wave is plane, we havep̃85r0cs(0)ũ. This
gives

K̃s5
1

r0cs
2~0!

s f 0

r0
F ũf

ũ
1

sp0

s f 0

ũp

ũ G . ~21!

The pressurep̃8 used above, and the related velocityũ, are
imposed on the suspension. That is, they are the pressure and
velocity produced by some plane boundary, whose amplitude
can be adjusted so as to produce any desired small-amplitude
velocity. There are two meaningful choices forũ. One is the
velocity that the whole suspension has at low frequencies.
The other is the velocity that the fluid would have in a dilute
suspension. Because it is of interest to compare particle and
fluid velocities at the same, finite frequency, we choose the
latter, and letũ be the fluid velocity in a dilute suspension,
Ũ f . Thus,

K̃s5
1

r0cs
2~0!

s f 0

r0
F ũf

Ũ f

1
sp0

s f 0

ũp

Ũ f
G . ~22!

Consider now the velocityũf , defined earlier as an average
fluid velocity in the suspension element. Although the defi-
nition might include particle interaction effects, these effects
are not known for sound waves. We will therefore consider
only small concentrations, so thatũf5Ũ f . Hence

K̃s5
1

r0cs
2~0!

s f 0

r0
F11

sp0

s f 0

ũp

Ũ f
G . ~23!

The density ratios appearing here can be expressed as
s f 0 /r05(11Cm)21 and sp0 /s f 05Cm , respectively.
Hence

K̃s5
Ks~0!

11Cm
S 11Cm

ũp

Ũ f
D , ~24!

where we have used~6!. It should be noted that the mass
loading can have finite values in some types of suspensions,
e.g., dusty gases, even if the volume concentration is small.
It is therefore necessary to retain, at this stage, quantities
which are of the order ofCm . Further simplification is pos-
sible for suspensions so dilute that for all values of the den-
sity ratio,d5r f /rp , we havefv!d.

Thus, the contribution to the complex compressibility of
a dilute rigid-particle suspension due to the translational os-
cillations of the particles is

S K̃s

Ks~0!
21D

tr

5
Cm

11Cm
S ũp

Ũ f

21D . ~25!

This simple result shows the importance of the relative mo-
tion between fluid and particles in determining the acoustical
properties of a suspension. When there is no relative motion,
we recover the equilibrium resultK̃s5Ks(0). Forother val-
ues of ũp differences occur, and these produce attenuation
and dispersion, as prescribed by~10a! and ~10b!.

B. Effects of relative temperature oscillations

The changes of suspension’s compressibility due to ther-
mal effects are due to the oscillations of the particles’ tem-
perature, relative to the fluid. These result in irreversible heat

transfer between particles and fluid. The method used to cal-
culate these effects is similar to that used for the translational
case, with the temperature playing the role of the velocity.
As with the translational case, thermal effects can be calcu-
lated separately from other effects that might be present.
Now, in Sec. I we gave the equilibrium sound speed and
compressibility for rigid-particle suspensions. Those results
were obtained on the assumption that the temperature was
uniform throughout. Outside equilibrium, the particles and
the fluid are generally at different temperatures, and it is not
possible to define a temperature for the suspension as a
whole. However, for a wide frequency range, the tempera-
ture of all the particles in a suspension element can be taken
to have a uniform~but time dependent! valueTp . The fluid
in the element, on the other hand, does not have a uniform
temperature owing to the presence of the particles, but we
will assume that one can be defined in an average sense. This
value will be denoted byTf ; it will depend on the fluid
density and pressure,r f andpf , respectively, also defined in
some average sense. These quantities are sufficient to deter-
mine the internal energies of the particles and of the fluid.

As before, we consider volume elementdt of suspension
being deformed by the passage of a sound wave. Because the
deformation is adiabatic, the first law of thermodynamics
gives

d~dE!

dt
5Ẇ, ~26!

wheredE is the internal energy of the element andẆ is the
rate at which work is done on it. Since the energies are
additive and the total mass is conserved, changes in the in-
ternal energy may be written asd(dE)5dedM5(1
2fm)defdM1fmdepdM , wheredM is the mass contained
in dt, andef andep are the internal energy of the fluid per
unit mass of fluid, and per unit mass of particles, respec-
tively. Thus,

de

dt
5~12fm!

def

dt
1fm

dep

dt
5ẇ. ~27!

The internal energy of the particles depends only on their
temperature, so thatdep5cppdTp . On the other hand, the
energy of the fluid depends on two variables, for example,
the temperature,Tf , and the density,r f . Thus,

def5cv f dTf1
1

r f
2 ~pf2Tfr fb fcT f

2 ! dr f , ~28!

where cT f is the isothermal sound speed in the fluid. The
changes of fluid density may be expressed as

dr f52r fb f dTf1
1

cT f
2 dpf . ~29!

Substituting~28! and ~29! into ~27!, we obtain

~12fm!Fcp f

dTf

dt
2

Tfb f

r f

dpf

dt G1fmcpp

dTp

dt

5ẇ2~12fm!
pf

r f
2

dr f

dt
, ~30!
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where we used the general-substance relationship between
specific heats,cv5cp2Tb2cT

2.
Consider nowẇ. It represents the rate at which work is

done on the suspension element, per unit mass, and is given
by ẇ52p@d(dt)/dt#/dM , wherer is pressure imposed by
a sound wave resulting from the motion of some plane wall,
as described earlier. As we did with the imposed velocity, we
will later select an appropriate value for this pressure. Now,
since the particles are rigid, the only change of volume that
can take place in the element occurs in the fluid. That is,
d(dt)5d(dt f). The volume occupied by the fluid isdt f

5(12fm)dM /r f . Therefore ẇ5p(12fm)(dr f /dt)/r f
2.

Substituting this into~30! gives

dpf

dt
5

r f

Tfb f
Fcp f

dTf

dt
1Cmcpp

dTp

dt
2

p2pf

r f
2

dr f

dt G . ~31!

The changes of the fluid density can also be expressed in
terms of the temperatures. Thus, using~29! and ~31!, we
obtain

dr f

dt
5

r f
2@cv f~dTf /dt!1Cmcpp~dTp /dt!#

r fTfb fcT f
2 1p2pf

. ~32!

These changes can be used in the equation defining the com-
pressibility. Thus, usingd(dt)52rdt(12fm)dr f /r f

2, we
can write

Ks5
~12fv!

r f

dr f /dt

dp/dt
. ~33!

All changes in a sound wave are small. That is, ifp5p0

1p8, pf5p01pf8 , r f5r f 01r f8 , Tf5T01Tf8 , andTp5T0

1Tp8 , then all primed quantities are small compared to the
corresponding equilibrium values. Now, as with the imposed
translational velocity, we takep8 to be equal toPf8 , the
pressure changes in a dilute suspension. This is obtained
from ~31! by puttingTf8 equal to the corresponding change in
a dilute suspension,U f8 , and by linearizing the result. Thus,

dPf8

dt
5

r f 0

T0b f
Fcp f

dU f8

dt
1Cmcpp

dTp8

dt G .
Similarly, we linearize~32!, noting that the pressure differ-
ence in the second term of the denominator may be neglected
in comparison with the first term. Hence,

Ks5Ks f

cv f~dTf8/dt!1Cmcpp~dTp8/dt!

cp f~dU f8/dt!1Cmcpp~dTp8/dt!
. ~34!

When the changes are monochromatic, this becomes

K̃s5Ks~0!
11Cmcpp /cp f

11g fCmcpp /cp f
F T̃f8

Ũf8
1g fCm

cpp

cp f

T̃p8

Ũf8
G Y

F11Cm

cpp

cp f

T̃p8

Ũf8
G , ~35!

where we have used~6!. Finally, if we limit ~35! to dilute
suspensions, we haveT̃f85Ũf8 . Therefore, the thermal con-
tribution to the changes in compressibility is given by

S K̃s

Ks~0!
21D

th

5
~g f21!Cmcpp /cp f

11g fCmcpp /cp f

T̃p8/Ũf821

11Cm~cpp /cp f!T̃p8/Ũf8
.

~36!

This is the thermal contribution to the compressibility
changes; it vanishes when the particle’s temperature equals
that of the fluid, and when the fluid’s specific heat ratio is
equal to unity, as is nearly the case in many liquid suspen-
sions.

III. TOTAL CHANGES

We now use the above results to obtain the adiabatic
compressibility atfinite frequencies, that is, outside equilib-
rium. Since the main interest here is in the sound speed and
the attenuation, we use the basic equations derived in Sec. II
to express those quantities in terms of the compressibility
changes. Adopted to this case, those equations give

cs
2~0!

cs
2~v!

2ā2511
Cm@R~ ũp /Ũ f !21#

11Cm

1
~g f21!Cmcpp /cp f

11g fCmcpp /cp f

3R
T̃p8/Ũf821

11Cm~cpp /cp f!T̃p8/Ũf8
, ~37a!

2ā
cs~0!

cs~v!
5

CmuJ~ ũp /Ũ f !u
11Cm

1
~g f21!Cmcpp /cp f

11g fCmcpp /cp f

3UJ T̃p8/Ũf821

11Cm~cpp /cp f!T̃p8/Ũf8
U. ~37b!

These equations are the most important contribution of this
work. They succinctly define the attenuation and dispersion
of sound in terms of the particle-to-fluid velocity and tem-
perature ratios. If these are known in the entire frequency
range,~37a! and ~37b! provide the solution to the propaga-
tion problem in dilute suspensions of rigid particles.

IV. EXPLICT RESULTS FOR fv˜0

To assess the validity of the results, we consider them in
those situations where the velocity and temperature ratios are
known. All of these refer to a single particle and thus are
restricted to very small volume concentrations. For these,
some results exist in the literature for the attenuation and the
dispersion, so that comparison is possible.

Thus, we consider suspensions in which the volume con-
centration is so small that the mass loading,Cm'fv /d, may
be considered a small quantity for all values of the density
ratio d. Because the volume concentration is very small, it is
convenient to use the isentropic sound speed in the fluid
alone,cs f , as the reference velocity instead ofcs(0). Thus,
whenfv!1, ~37a! and ~37b! reduce to
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cs f
2

cs
2~v!

2â25
cs f

2

cs
2~0!

1CmFRS ũp

Ũ f
D 21G

1Cm~g f21!
cpp

cp f
FRS T̃p8

Ũf8
D 21G , ~38!

2â
cs f

cs~v!
5CmUJ ũp

Ũ f
U1Cm~g f21!

cpp

cp f
UJ T̃p8

Ũf8
U, ~39!

where

cs f
2 /cs

2~0!5122fv1fv /d1~g f21!fvrp0cpp /r f 0cp f

~40!

is the low concentration limit of the speed ratio,~4!, for rigid
particles andâ5acs f /v.

If the right-hand sides of~38! and~39! are known, they
may be solved exactly for the attenuation and for the speed.
However, whenâ is very small, its square may be neglected
in ~38!, and the speed ratio in the left-hand side of~39! may
be put equal to 1. The equations then become decoupled,
and, furthermore, the attenuation and speed changes pro-
duced by the translational and thermal effects also become
uncoupled. To emphasize this, we introduce a dispersion co-
efficient b̂ which measures the departures of the sound speed
from its equilibrium value by means of

b̂5
cs f

2

cs
2~0!

2
cs f

2

cs
2~v!

. ~41!

In terms ofb̂, the first of our small dissipation results can be
written asb̂5b̂ tr1b̂th , where

b̂ tr5Cm@12R~ ũp /Ũ f !# ~42a!

and

b̂ th5Cm~g f21!
cpp

cp f
@12R~ T̃p8/Ũf8!#. ~42b!

The second equation can be similarly split. Thus, we putâ
5â tr1âth , where

â tr5
1
2 CmuJ$ũp /Ũ f%u ~43a!

and

â th5
1

2
~g f21!Cm

cpp

cp f
uJ$T̃p /Ũf8%u. ~43b!

Since the mass loading is, by assumption, small, and since
the magnitude of the complex ratios is, at most, equal to 1,
we see that the attenuation is small, as assumed.

We now consider the particle velocity and temperature
ratios. The first is available in the literature for a variety of
limiting cases. The temperature ratio is available for low
frequencies, and a more general theory is developed in the
Appendix. For simplicity we consider, explicitly, only the
case where the particles are much smaller than the wave-
length of the sound wave. This covers a very wide frequency
range which includes those frequencies where the most sig-
nificant changes in speed occur. It is also the range where
most existing results for the attenuation and dispersion can

be given in closed form. A more complete result, based on a
velocity ratio that includes fluid compressibility effects24 is
given in graphical form.

Now, when the wavelength is much larger than the par-
ticle radius, the force acting on a particle oscillating with
small amplitude, and the corresponding heat transfer rate can
be calculated from incompressible-fluid theory. The incom-
pressible force on a single, rigid sphere executing monochro-
matic translational oscillations in a fluid that is itself oscil-
lating is given by~see, for example, Refs. 25 and 26!

FD5mpd
dUf

dt
26pm fa~11y!~up2U f !

2
1

2
mpdS 11

9

2yD d~up2U f !

dt
, ~44!

wheremp is the mass of one particle, and

y5Ava2/2n f ~45!

is the ratio of particle radius,a, to the fluid’s viscous pen-
etration depth,dn f5A2n f /v.

In comparable conditions, the heat transfer rate to a
small, uniform temperature sphere immersed in a fluid whose
temperaturefar from the sphere isU f , is derived in the
Appendix and is given by

Q̇p524pkfa~11z!~Tp2U f !

2
3d

2

mpcp f

z

d~Tp2U f !

dt
. ~46!

Here z5Ava2/2k f is the thermal counterpart toy, and is
related to it by means ofz5Prf

1/2 y, where Prf is the Prandtl
number of the fluid.

The particle velocity and temperature can be obtained by
using ~44! and ~46! in the corresponding conservation equa-
tions for the particle. These are, respectively

mp

dup

dt
5FD ~47a!

and

mpcpp

dTp

dt
5Q̇p . ~47b!

Because accurate results forboth the dispersion and the at-
tenuation are known only for the case of dusty gases, or
aerosols, we consider this case first.

A. Aerosols

Here the particle force and heat transfer rate to an aero-
sol particle are well approximated by the simple expressions

FD526pm fa~up2U f ! ~48a!

and

Q̇p524pkfa~Tp2U f !. ~48b!

These follow from~44! and ~46! when d!1 and the fre-
quency is not too large so thaty may be considered small,
and give
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ũp

Ũ f

5
1

12 ivtd
~49a!

and

T̃p8

Ũf8
5

1

12 ivt t
, ~49b!

wheretd52a2/9n fd and t t5(cpp /cp f)a
2/3kpd are the dy-

namic and thermal relaxation times of a rigid spherical par-
ticle. Equations~49a! and ~49b! are all that is needed to
obtain the speed and attenuation. Thus, taking their real and
imaginary parts and substituting them into~38! and~39!, we
obtain

cs f
2

cs
2~v!

215CmF 1

11v2td
2 1

~g f21!cpp /cp f

11v2t t
2 G , ~50!

â5
1

2
CmF vtd

11v2td
2 1~g f21!

cpp

cp f

vt t

11v2t t
2G . ~51!

Equations~50! and~51! are identical to those obtained some-
time ago by Temkin and Dobbins10 on the basis of Marble’s
dusty gas system of equations.27 They are also equal to those
derived recently by the author on the basis of the Kramer–
Kronig equations.22 Further, they have been confirmed
experimentally.28 Although graphs showing these results
have been given before, we display them, again, in Figs. 1
and 2 to point out the dominant role that thermal effects play
in aerosols.

B. Aerosols and hydrosols

The simple velocity and temperature results that were
obtained above are valid when the frequency is not too high,
and when the density ratio is small. When either condition is
not satisfied, fluid inertia effects come into play that must be
taken into account. This is particularly important in the case
of hydrosols, because in them the density ratio is never

small. Thus, we need to retain all terms in the force and the
heat transfer rate. Proceeding as before we now find, using
~44!–~47!,

ũp

Ũ f

53d
y~2y13!13i ~11y!

2y2~21d!19yd19id~11y!
, ~52!

T̃p8

Ũf8
5

11z2 iz

11z2 iz~11hz!
, ~53!

where

h5
2

3

rpcpp

r fcp f
.

The velocity ratio prescribed by~52! has been discussed
elsewhere.29 It reduces to the value given by Fuchs30 for
aerosols, i.e., whend!1, in which case it closely agrees with
the results predicted by~49a!. The temperature ratio, on the
other hand, seems to have received little attention, although

FIG. 1. Scaled thermal and translational attenuation coefficients of an aero-
sol composed of water droplets in air: ———: thermal attenuation; ----:
translational attenuation.

FIG. 2. Scaled thermal and translational dispersion coefficients an aerosol
composed of water droplets in air: ———: thermal dispersion;•••: transla-
tional dispersion.

FIG. 3. Temperature magnitude ratio. Al2O3 particles in water.d50.37:•••:
Eq. ~49b!; ——— Eq. ~A8!; ---: Eq. ~53!.
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it plays an important role in any calculation of the thermal
attenuation. As pointed out in the Appendix,~53! is derived
from a more complete result,~A8!. Both equations reduce to
~49b! whend!1, andz is small. However, whend is finite,
the more detailed results for the temperature ratio are signifi-
cantly different from those predicted by~49b!, as seen in Fig.
3 for the case of a 10-mm-diam alumina (Al2O3) particle in
water. The figure also shows that, for this case,~53! and~A8!
are in close agreement, so that use of~53! instead of~A8! is
warranted.

Thus, the differences between the temperature ratios
predicted by~49b! and ~53! are similar to those between
~49a! and~52! for the velocity ratio. Therefore, although~52!
and~53! lack the simplicity of~49a! and~49b!, they must be
used when the frequency or the density ratio is not small.
The main limitation of these equations is that they were ob-
tained from a particle force and a heat transfer rate that does
not include compressibility effects in the fluid. Later we will
give a result that includes this effect and which shows that
~52! is limited to frequencies that are belowva/cs f'1. For
a 10-mm particle in water, this occurs at about 20 MHz. The
corresponding limitations of~53! are not known, but are
probably similar to those of~52!.

Consider now the attenuation and the dispersion coeffi-
cients applicable to aerosols and hydrosols. To obtain these,
we need only to take the real and imaginary parts of~52! and
~53! and substitute them in~42a! and ~43a!. Because results
exist in the literature only for the attenuation, we obtain that
quantity first. Thus,

â tr518Cmdu12du

3
~11y!y2

y4~21d!219dy3~21d!1~9d/2!2~2y212y11!
.

~54!

and

â th5
3

4
Cmd~g f21!

~11z!z2

z412h21z31h22~2z212z11!
.

~55!

The first of these is identical to the viscous attenuation de-
rived recently by this author.29 Except for a difference in the
power ofu12du, it is equal to the viscous attenuation derived
some time ago by Sewell,3 Lamb,31 and Epstein32 from the
scattering problem that arises when a plane sound wave en-
counters a spherical obstacle. With the same exception, it is
also equal to a result obtained by Urick33 on the basis of
energy dissipation. The result has also been derived more
recently by others, including Epstein and Carhart,34 and Al-
legra and Hawley.35 As described elsewhere,29 the difference
in the power ofu12du can be traced to the omission of the
first term in the force equation, Eq.~44!, which is due to the
acceleration of the fluid in the sound wave. Inclusion of that
term in the approach used by Urick33 leads to~54!.

The thermal attenuation coefficient given by~55! may
be shown to be equal to that derived by Epstein and
Carhart,34 when their equations~10.1! and~14.4! are reduced
for the case of small,rigid particles. The result was appar-
ently derived earlier by Isakovich.36 A similar result was

derived later by Chow,37 but the coefficient ofh22 appearing
in the denominator of his results lacks certain terms.

We now consider the phase velocity changes due to the
translational and thermal effects, given byb̂ tr and b̂ th . To
obtain these, we take the real parts of~52! and ~53! and
substitute them into~42b! and ~43b! to obtain

b̂ tr /Cm5123d

3
4y4~21d!112y3~112d!127d~2y212y11!

4y4~21d!2136dy3~21d!181d2~2y212y11!

~56!

and

b̂ th /Cm512 3
2 ~g f21!

3
z31h21~2z212z11!

z412h21z31h22~2z212z11!
. ~57!

Both results appear to be new and apply to arbitrary values
of d. Whend!1, the first may be shown to be equal to an
unpublished result of Chu and Chow.38 These investigators
also presented some results for the thermal dispersion, which
are similar to~57!. The differences are of the same nature as
those appearing in the translational attenuation coefficient
derived by Chow.36,37

These results are displayed graphically in Figs. 4–7 for a
suspension of alumina particles in water. They can, of
course, be used for other particle–fluid combinations. The
main difference between different cases is the relative mag-
nitude of the translational and thermal changes. For example,
thermal changes are small for hydrosols, but, as shown ear-
lier, can be dominant for aerosols.

Figure 4 shows the dependence of the translational dis-
persion ony5Ava2/2n f for the case of alumina (Al2O3)
particles in water. Becausey is proportional toaAv, the
curves give both the variations of the dispersion with fre-
quency for a given particle radius, and with size for a given
frequency. For comparative purposes, three other results are
shown in the figure. One is the Stokes’ law result, given by

FIG. 4. Scaled translational dispersion coefficient for a suspension of Al2O3

particles in water: –––: Eq.~56!; ———: viscous, compressible theory;•••:
inviscid, compressible theory; ---: Stokes’ law theory.
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the first term in~50!. The other two results include the effects
of compressibility, and will be described below. We see that
the viscous results tend to the same limit asy→0, where the
particles move with the fluid. At the other end of frequency
range, the viscous, unsteady theory predicts a finite value for
b̂ tr /Cm , which is given by 2~12d!/~21d!. This value de-
rives from the very small thickness, at high frequencies, of
the viscous layer around a sphere, relative to the sphere ra-
dius, and corresponds the well-known result from irrota-
tional, incompressible flow-field theory for velocity of a rigid
particle in an oscillating fluid~see, for example, Refs. 31, 39,
and 40!, which predicts that at very high frequencies the ratio
of particle to fluid velocities is given by 3d/~21d!. This re-
sult does not apply to real sound waves. For them, compress-
ibility effects at high frequencies must be included when
calculating the fluid force on the particle. As shown
earlier,24,25 when the frequency is very high, those effects
keep the particle at rest for all values of the density ratio.

The corresponding effects on the dispersion are shown
by the two additional curves given in the figure. One is based

on the velocity ratio for a particle in an inviscid, compress-
ible fluid.25 The second is based on the results of Temkin and
Leung,24 which include both viscosity and compressibility.
To save space, we do not give those equations here; they can
be found in the works cited. When they are used in~38! and
~39!, they provide the most complete description sound
propagation in dilute suspensions of rigid particles. They can
also be used to assess the validity of the various limiting
forms obtained with other theories. Now, the viscous, com-
pressible results depend on the parametery accounting for
viscous effects, and on the ratio of particle radius to wave-
length, which accounts for compressibility effects. In order
to show the dependence of the attenuation and dispersion as
a function of y alone, we have selected a particle radius
equal to 10mm to reduce the viscous, compressible results.
Other sizes give similar trends.

Figure 5 gives the corresponding attenuation results.
Here the effects of fluid inertia and compressibility are more
apparent. Contrary to the case of the dispersion, where re-
gions of overlap were found between the steady and un-
steady Stokes results, here they differ at all frequencies. This
is due to the large value ofd used in the figure. On the other
hand, the unsteady Stokes theory@that is, the viscous, incom-
pressible velocity ratio given by Eq.~52!# agrees with the
full compressible theory in a wide range of frequencies that
include the first peak in the attenuation curve. In this range,
compressibility effects are negligible. Beyond that first peak,
however, they become more significant, and produce subse-
quent peaks in the attenuation curve which are due to scat-
tering. The first of these has a magnitude which is nearly
equal to that produced by viscosity alone for the case shown
in the figure. For this case, the first scattering peak occurs at
about 10 MHz.

In Figs. 6 and 7, we show the thermal dispersion and
attenuation coefficients, respectively, as a function ofy for
the case of alumina particles in water. The simple results
given by the second terms in~50! and ~51! are also shown
there. Comparison with Figs. 4 and 5 shows that for this case
the changes produced by the thermal effects are small com-
pared to those produced by the translational effects. This is

FIG. 6. Scaled thermal dispersion coefficient for a suspension of Al2O3

particles in water: ———: Eq.~57!; ---: second term in Eq.~50!.

FIG. 7. Scaled thermal attenuation coefficient for a suspension of Al2O3

particles in water: ———: Eq.~55!; ---: second term in Eq.~51!.

FIG. 5. Scaled translational attenuation coefficient, for a suspension of
Al2O3 particles in water: –––: Eq.~54!; ———: viscous, compressible
theory; •••: inviscid, compressible theory; ---: Stokes’ law theory.
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due to the smallness, in water, ofg f21. However, for liquid
suspensions of nearly particles whose densities are close to
that of the liquid, both effects produce comparable attenua-
tions. However such cases refer to emulsions, or to suspen-
sions of solid particles whose coefficient of thermal expan-
sion are not negligible compared to that of the liquid, e.g.,
polystyrene particles, for which the assumption of rigidity is
invalid.

V. CONCLUSIONS

We have presented a new theory for the attenuation and
dispersion of sound in suspensions containing rigid particles
that have arbitrary densities relative to the fluid. The theory
has been reduced for the case of very dilute suspensions of
spheres, where the particle velocity is known as a function of
the frequency, radius, viscosity, and density ratio, and have
found exact agreement with results available in the literature.
The new theory also gives results for the sound speed in
arbitrary-density ratio suspensions, where no theoretical re-
sults exist.

The present theory has also been used to obtain the at-
tenuation and dispersion due to translational effects when
compressibility in the fluid is included in the computations of
the velocity ratio. These extend the range of applicability of
the theory to very high frequencies, where scattering is the
dominant effect. Finally, the results show that the velocity
and temperature ratios play a key role in determining the
propagation characteristics of sound waves in suspensions
and therefore point to a possible means for the study of
finite-concentration effects.
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APPENDIX: TEMPERATURE OF A RIGID SPHERE IN
AN OSCILLATING TEMPERATURE FIELD

We consider the temperature and the heat transfer rate
for a small, rigid sphere in a fluid whose temperature, far
from the sphere, oscillates harmonically in time with a small
amplitude. That is, far from the particle the temperature of
the fluid is given byU f5T01Tf 08 cos(vt), whereTf 08 !T0 .
Because all quantities vary sinusoidally in time, it is conve-
nient to use the complex factor exp(2ivt). Thus, the fluid’s
temperature fluctuation, far from the sphere, will be ex-
pressed as

Ũf85Tf 08 e2 ivt, ~A1!

with the real part implied. To obtain the temperature distri-
bution in the fluid when a sphere is suspended in it, we
superimpose the uniform temperature fluctuation given
above with a temperature-disturbance field,ũ f8 , produced in
the fluid by a sphere whose surface temperature varies as

T̃s5T01T̃s08 e2 ivt, ~A2!

where the amplitudeT̃s08 is to be determined.
The disturbance field may be obtained from Fourier’s

heat conduction equation reduced for a monochromatic time
dependence:

¹2ũ f81K f
2ũ f850. ~A3!

Here K f5Aiv/k f56(11 i )/dk f , where dk f5Av/2k f is
the fluid’s thermal-penetration depth. If the origin of the co-
ordinate system is placed on the sphere’s center,ũ f8 will
depend only on the radial distance from the origin, and the
solution of ~A3! which is bounded at infinity will beAh0

(1)

3(K f 1r ), whereh0
(1)(K f 1r ) is the spherical Bessel function

of the third kind and of zeroth order, andK f 1 is the root of
K f that has a positive imaginary part.

Adding this field to the uniform field given by~A1!, and
applying the boundary condition on the sphere’s surface to
determineA, we obtain

T̃f85Tf 08 e2 ivt1~ T̃s08 2Tf 08 !
h0~K f 1r !

h0~K f 1a!
e2 ivt, ~A4!

where we have dropped, for convenience, the superscript on
h0

(1) .
To obtain the surface temperature, we consider the tem-

perature field within the spherical particle. For monochro-
matic time variations, this satisfies

¹2T̃p81Kp
2T̃p850. ~A5!

Here Kp5Aiv/kp56(11 i )/dkp , where dkp5Av/2kp is
the particle’s thermal-penetration depth. The solution of~A5!
which is finite at the origin isB j0(Kp1r ), wherej 0(Kp1r ) is
the spherical Bessel function of the first kind and order zero.
Thus,

T̃p85T̃s08
j 0~Kp1r !

j 0~Kp1a!
e2 ivt. ~A6!

To obtain the surface temperature, we apply the condition
that the heat flux be equal on both sides of the surface, that
is, kp(]Tp /]r ) r 5a5kf(]U f /]r ) r 5a , where kf and kp are
the thermal conductivities of fluid and particle material, re-
spectively. Using~A4! and ~A6!, and solving forT̃s0 , we
obtain

T̃s05Tf 08
12 iK f 1a

12 iK f 1a1~kp /kf !Kp1a j08~Kp1a!/ j 0~Kp1a!,

~A7!
where we have used the definition ofh0(z) to write
zh08(z)/h0(z)5 i z21.

Now, our derivation of~36! assumes that the tempera-
ture of the particle can be represented by some uniform
value. A suitable one can be obtained by averaging~A6! over
the volume of the particle. Thus, we take the particle tem-
perature to be given byvp

21*vp
Tp8 dv, wherevp54pa3/3 is

the volume of the particle. This gives

T̃p85
i

hz2 F 1

11z2 iz
1

kf

kp

tan~Kp1a!

Kp1a2tan~Kp1a!G
21

Ũf8 . ~A8!

It should be pointed out that the function enclosed by square
brackets in~A8! is identical to the functionF in equation
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~16.1! of Ref. 34 and to the function 1/H in Eq. ~20! of Ref.
35.

As given by ~A8!, the average temperature of a rigid
particle is, generally, a fairly involved function of the fre-
quency, but for particles that can be considered rigid in com-
parison to the fluid outside, and that have a thermal conduc-
tivity larger than that of the host fluid, it can be closely
approximated by

T̃p85
11z2 iz

11z2 iz~11hz!
Ũf8 , ~A9!

whereh52rpcpp/3r fcp f andz5Ava2/2k f . Instances where
~A9! provides a good approximation to~A8! include water
droplets in air, and alumina particles in water.

Finally, we consider the rate at which heat is transferred
to the particle. This may be computed from either the particle
or fluid temperature fields. The latter gives, directly, the form
desired. Thus, since the temperature field is uniform around
the sphere, we haveQ̇p524pa2kf(]Tf /]r ) r 5a , or

Q̃p524pakf~11z2 iz!~ T̃p08 2Tf 08 !e2 ivt. ~A10!

This can be expressed in the real form

Q̇p524pkfa~11z!~Tp2U f !2
3d

2

mpcp f

z

d~Tp2Tf !

dt
.

~A11!

If the frequency is low, or the density ratiod is very small,
~A11! reduces to~48b!. However, for liquid suspensions in
general,~A11! is required.
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This paper deals with the problem of multi-parameter nonlinear inversion of theSH wave equation
in an elastic half-space. A numerical approach combining Born iteration and a regularizing
technique is presented for simultaneously reconstructing 2-D distributions of density and shear
modulus in a scatterer embedded in a half-space. The well-to-well source–receiver scheme
commonly used in geophysical exploration is considered in the model in which two incident
frequencies are used to uncouple the parameters in frequency domain. The weighted residual
method, along with bilinear interpolating functions, are used in the discretization procedure.
Computer simulations have been conducted on several examples with different density and shear
modulus configurations. The numerical results show that the approach proposed has a uniformly
convergence for the given objects and has a feature of treating the limited-source well-to-well
scheme that causes a more ill-conditioned equation in the inversion procedure. ©1998 Acoustical
Society of America.@S0001-4966~98!05102-9#

PACS numbers: 43.35.Cg, 43.35.Zc, 43.20.Bi@HEB#

INTRODUCTION

The problem of inverse scattering has received much
attention for its potential application in many practical fields.
Intensive study has been performed on linear inverse prob-
lems, such as ray CT, diffraction tomography, Born or Rytov
inversion, etc.,1–5 for the situations of weak scattering or
high-frequency approximation. Recently, many efforts have
been made to avoid the linearizing assumption and to involve
the diffracting and multiple scattering effects in inverse
problems. Newton6 generalized the Gelfand–Levitan–
Marchenko integral equation into three dimensions. Since
analytical solutions are hardly sought in this case, many nu-
merical methods have been developed. Johnson and Tracy7

used method of moment along with sinc basis functions.
Tarantala8 applied an iterative method combined with an op-
timization procedure to investigate seismic inversion. Chew
et al.9 presented a distorted Born iterative method to solve
the inverse scattering problem of the EM wave equation for
permittivity reconstruction. However, most previous works
were restricted for single parameter inversion in an infinite
medium. A more practical application is to consider the elas-
tic wave inversion in a half-space as in seismic exploration
and NDT, where the boundary surface effects cannot be ne-
glected.

In this paper, the multi-parameter nonlinear inversion of
SH waves in an elastic half-space is investigated numeri-
cally. In the problem, the source–receiver scheme is ar-
ranged in a form of well-to-well format as in seismic explo-
ration ~see Fig. 1!. The point sources on the excitation array

are assumed monochromatic and horizontally polarized to
produceSH waves. The forward scattered fields are mea-
sured by the receiver array and then used in the inversion
procedure. A numerical algorithm is developed that reforms
the Born iterative procedure for inversion into a regularized
optimization procedure. Detailed numerical results with vari-
ous types of density and shear modulus configurations are
presented.

I. PROBLEM FORMULATION

The densityr and shear modulusm in an isotropic elas-
tic half-space containing an inhomogeneous scattererV are
written as follows:

r~r !5r0@11a~r !#, m~r !5m0@11b~r !#, ~1!

wherer0 , m0 are the density and shear modulus of the back-
ground medium, respectively, anda, b are the corresponding
deviations fromr0 , m0 , which vanish outside the scatterer
V. The governing equation for theSH wave in frequency
domain yielded by a point source can be written as follows,
omitting the time dependency of exp(2ivt):

m~r !¹2w~r ,r s!1“m~r !•“w~r ,r s!1v2r~r !w~r ,r s!

52s~v!d~r2r s! ~2!

with the boundary condition

]w

]yU
y50

50, ~3!
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wherew(r ,r s) is the out of plane displacement field atr due
to a point source loaded atr s , ands(v) is the spectrum of
the source. We can express the total fieldsw(r ,r s) as a sum
of incident fields and the scattered fieldswtot(r ,r s)
5win(r ,r s)1wsc(r ,r s) with the incident fieldwin(r ,r s) sat-
isfying the following boundary value problem:

¹2win~r ,r s!1k0
2win~r ,r s!

52s~v!d~r2r s!/m0 ,
]win

]y U
y50

50, ~4!

where k25v2r0 /m0 , k is the wave number of the back-
ground medium. From Eqs.~1!–~4!, we have

¹2wsc~r ,r s!1k2wsc~r ,r s!52$k2a~r !wtot~r ,r s!1“

•@b~r !“wtot~r ,r s!#%. ~5!

Applying Green’s theorem to Eq.~5!, integrating by parts the
second term on the right side of Eq.~5!, and using the con-
dition that b vanishes outside the scatterV, we obtain the
integral equation:

wsc~r ,r s!5E E
V

@k2a~r0!G~r ,r0!wtot~r0 ,r s!

2b~r0!“G~r ,r0!•“wtot~r0 ,r s!#dr0 , ~6!

where r is on the receiver array,G(r ,r0) is the half-plane
Green’s function having the form

G~r ,r0!5
i

4
@H0

~1!~kur2r0u!1H0
~1!~kur 82r0u!#, ~7!

and whereH0
(1) is the zeroth-order Hankel function of first

kind, r 8 is the mirror point ofr about the surface plane.
Obviously, Eq.~6! is a nonlinear integral equation ina,

b, w, and some supplement equations are needed to enclose
Eq. ~6!. For the well-to-well scheme used here, each point
source on the source array produces forward scattered fields
that are measured by all of the receivers on the receiving
array and then used as known data on the left side of Eq.~6!.
When the point source is excited over the entire source array,
we obtain a 2-D data set for one frequencyv1 . Repeating
the above procedure for another frequencyv2 , we then ob-
tain two equations fora, b:

wsc~r ,r s ,v i !5E E
V

@ki
2a~r0!G~r ,r0 ,v i !w

tot~r0 ,r s ,v i !

2b~r0!“G~r ,r0 ,v i !–“wtot~r0 ,r s ,v i !#dr0 ,

i 51,2. ~8!

Becausewtot(r ,r s ,v i) ( i 51,2) are unknown, we write the
total fields forv i in the region ofV as

wtot~r ,r s ,v i !5win~r ,r s ,v i !

1E E
V

@ki
2a~r0!G~r ,r0 ,v i !w

tot

3~r0 ,r s ,v i !2b~r0!“G~r ,r0 ,v i !

–“wtot~r0 ,r s ,v i !#dr0 ,

rPV, i 51,2, ~9!

which are the direct scattering equations to be employed in
calculating the fieldwtot in V. Combining Eqs.~8! and ~9!,
we can solve numerically for the two 2-D functions:a, b,
and the wave fieldswtot of two frequencies in the object. As
a part of the computer simulations in the paper, the forward
scattered wave fields on the receiving line are calculated by
Eq. ~6! for the given objects.

II. DISCRETIZATION AND REGULARIZED ITERATION
ALGORITHMS

Two inverse scattering Eqs.~8! for parametersa, b, and
two direct scattering Eqs.~9! for wave fieldswtot of two
frequencies are therefore obtained. To implement the nu-
merical solutions to Eqs.~8! and ~9!, a weighted residual
method and a Born iteration algorithm using a regularization
procedure are used.

A. Discretization and interpolation

Consider a rectangular imaging regionD between the
source and receiving lines, which is large enough to contain
the scatterer regionV. We discrete the regionD into N small
square elementsD5D1øD2•••øDN , and DiùD j50,
when iÞ j . In each element, the unknown parametersa, b,
and wave fieldw are interpolated by a set of bilinear base
functions along with their values at the four nodes of the
element:

f~r !5(
i 51

4

f i f i~r !, ~10!

wheref~r ! is any ofa, b, wtot, f i is its value at thei th node
of the element, andf i(r ) ( i 51,2,3,4) are bilinear interpolat-
ing functions about the spatial variablesx, y, which satisfy
f i(r j )5d i j ( i , j 51,2,3,4), wherer j is the coordinate of the
j th node of the element. The detailed forms off i and its
derivativesdi5] f i(r )/]x and t i5] f i(r )/]y are given in the
Appendix.

Now the domain integral~on D! of Eq. ~8! can be dis-
cretized into a sum of element integrals. In each of them, the
unknown functionsa, b, wtot are approximated by expan-

FIG. 1. The geometry of the well-to-well scheme.
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sions like Eq.~10!. Then, the residual of such an approxima-
tion compared with the left side of Eq.~8! are forced to be a
minimum by simply using a set ofd functions as the
weighted functions~point match!, where the matching points
are chosen on the receiving line. IfM number receivers are
used in the problem, from Eq.~8! we have

wsc~rm ,r s ,v i !5(
l 51

L

a lAml~wtot,v i !2(
l 51

L

b lBml~wtot,v i !,

m51,...,M , i 51,2, ~11!

where

Aml~wtot,v!5k2(
j 51

4 E
Dl j

E el j ~r !G~rm ,r ,v! f j

3S (
i 51

4

Wl j ,i
tot f i D dr , ~12a!

Bml~wtot,v!5(
j 51

4 E
Dl j

E el j ~r ! f jF ]G~rm ,r ,v!

]x

3(
i 51

4

wl j ,i
tot di1

]G~rm ,r ,v!

]y

3(
i 51

4

wl j ,i
tot t i Gdr

m51,...,M ,l 51,...,L, ~12b!

and whereL is the total number of nodes in the discretiza-
tion, the subscriptl j is related to the j th element (j
51,...,4) neighboring thel th node, andel j (r ) is a character
function defined as

el j ~r !

5 H1,
0,

if j th element is connected tol th node,
if j th element is not connected tol th node.

~13!

Similarly, the direct scattering Eq.~9! for wtot can be dis-
cretized into the same form as Eq.~11!:

wtot~r k ,r s ,v i !5win~r k ,r s ,v i !1(
l 51

L

wl
totCkl~a,b,v i !,

k51,...,L, i 51,2, ~14!

where

Ckl~a,b,v!5k2(
j 51

4 E
Dl j

E el j ~r !G~r k ,r ,v!

3 f j S (
i 51

4

a l j ,i f i D dr2(
j 51

4 E
Dl j

E el j ~r !

3F]G~r k ,r ,v!

]x
di1

]G~r k ,r ,v!

]y
ti G

3S (
i 51

4

b l j ,i f i D dr k,l 51,...,L. ~15!

Finally, if S number of point sources are employed in this
scheme, we can rewrite Eqs.~11! and ~14! as a couple of
matrix equations:

Wsc5G~Wtot!–X, ~16a!

W in5T~X!–Wtot, ~16b!

where

G~Wtot!5FA~Wtot,v1!

A~Wtot,v2!

B~Wtot,v1!

B~Wtot,v2!G ,
~17!

T~X!5F10 0
1G2FC~X,v1!

0
0

C~X,v2!G ,
Wsc5@w1,1

sc ~v1!,...,wM ,1
sc ~v1!,...,w1,S

sc ~v1!,...,

wM ,S
sc ~v1!,...,w1,S

sc ~v2!,...,wM ,S
sc ~v2!#T,

WI5@w1,1
I ~v1!,...,wL,1

I ~v1!,...,w1,S
I ~v1!,...,wL,S

I ~v1!,

...,w1,S
I ~v2!,...,wL,S

I ~v2!#T, I 5 in,tot, ~18!

X5@a1 ,...,aL ,b1 ,...,bL#T,

and whereA, B are matrices ofM3S rows andL columns
with their elements defined by Eqs.~12a! and ~12b!, C is a
diagonal matrix composed ofS number of sameL3L sub-
matrices on the diagonal line with their elements defined by
Eq. ~15!, ‘‘ T’’ denotes transpose. It is noted thatT(X) is a
square matrix whereasG(W tot) does not need to be squared
as a regularization procedure will be applied to Eq.~16a!.

B. Regularizing procedure and Born iteration

It is known that the integral Eq.~6! for the parameters is
a first kind Fredholm integral equation which is generally
ill-posed and thus the discretized equation is ill-conditioned.
In general, we should define a well-behaved problem with its
solution as an acceptable approximation for the previous ill-
conditioned problem. To realize this, we adapt the
Tikhonov10 regularizing procedure, that is, instead of solving
the ill-posed matrix equation directly, we solve an optimiza-
tion problem which minimizes the cost function given by

iG~Wtot!–X2Wsci21giH–Xi25min, ~19!

which leads to a normal equation,

Re@~G* ~Wtot!–G~Wtot!1gH* –H !–X#5Re@G* –Wsc#,
~20!

whereH is a smoothing matrix,g is the regularizing param-
eter, and* denotes conjugation transpose. Generally, in-
creasingg may decrease the ill-posed condition or increase
the convergence rate, that may also decrease the accuracy of
the solution. So there is a trade-off between accuracy and
computing time. Estimates forg should be carried out during
the numerical analysis. Furthermore, in most cases, the
smoothing matrixH is selected as the unit matrix or some
diagonal matrix. In the next section, Eq.~20! will be used to
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replace Eq.~16a! as the inverse scattering iterative equation.
To solve the nonlinear Eqs.~16b! and~20!, we make use

of the Born iterative method alternatively to the inverse and
direct scattering procedures. This method is described as fol-
lows:

~1! First, substitute the total fieldWtot in the coefficient ma-
trix of Eq. ~20! by the incident fieldW in, and solve Eq.
~20! for X(1) as the first-order Born approximation ofX.

~2! Then, substitute the parameterX in the coefficient matrix
of Eq. ~16b! by X(1), solve Eq.~16b! for W(2) as the
second-order Born approximation ofWtot ~the first-order
Born approximation ofWtot is W(1)5W in!.

~3! Next, substituteWtot in G(Wtot) of Eq. ~20! by W(2), and
solve the equation forX(2) as the second-order Born ap-
proximation ofX.

~4! Repeat steps~2! and~3! to obtain the higher-order Born
approximations, and so on.

A diagram illustrating the cross iterative procedure is
given in Fig. 2.

There are two criteria to control the iterative procedure:
one is for the wave field~direct scattering phase! which is
defined as relative residual error~RRE!:

RRE5iWsc~ j !2Wsci2/iWsci2, ~21!

whereWsc is the measured or synthetic scattered field,Wsc(j )

is calculated from Eq.~6! with the total field in the integrand
replaced by thej th-order Born approximationW( j ). The
other is for the parameters~inverse scattering phase! which is
defined as the mean-square error~MSE!:

MSE15AE
D

~a~ j !2a!2 drY E
D

a2 dr ,

~22!

MSE25AE
D

~b~ j !2b!2 drY E
D

b2 dr ,

wherea ( j ), b ( j ) are j th-order Born approximations ofa, b.
Since the aim of this paper is for the inverse scattering

for a, b, criterion ~22! is used in the numerical iterations
presented in the next section. However, it is noted that for a
practical case, the real parametersa, b are unknown, so only
criterion ~21! is available for controlling the iterative proce-
dure.

III. NUMERICAL RESULTS AND CONCLUSION

Several examples with different density and shear modu-
lus configurations are considered and the computer simula-
tions are conducted to evaluate the algorithms proposed
above. The synthetic data of the scattered fields are produced
by Eq. ~6! with the assumed various parameter functions.

A. Computer simulations

The SH wave velocity in the background medium is set
to beCT5Am0 /r054000 m/s. In examples 1–3, the imag-
ing regionD is discretized into 11311 square elements with
a side length ofh50.8 m. Six point sources~spaced equally
with 3.2-m interval! and 20 receivers~1.6-m interval! are
used in these examples. This is an asymmetrical source–

receiver arrangement but is more practical because the fewer
the sources used, the less the experiments required. The two
incident frequencies aref 151000 Hz andf 251500 Hz. For
example 4, due to the complication of the parameter configu-
rations, we use a net of 15315 elements~16316 nodes!
along with eight point sources and thirty receivers.

1. Example 1

The parametersa,b are assumed to be ellipsoids with a
distribution of the following form:

a~r !520.15A12S x210

2.4 D 2

2S y212

3.2 D 2

,
~23!

b~r !520.1A12S x210

2.4 D 2

2S y212

2.4 D 2

.

This is shown in Fig. 3~a! and Fig. 4~a!. The reconstructed
results for the second, fourth, and ninth Born iterations are
given in Fig. 3~b!, ~c!, ~d! and Fig. 4~b!, ~c!, ~d! for a andb,
respectively. In the iterative procedure, the unit matrix is
used as the smoothing matrix andg is selected in the region
of 1027– 1026. After the ninth iteration, the criteria of con-
vergence are MSE150.039 and MSE250.127. It is difficult
to obtain the two criteria below a satisfactory value at the
same time. Then, by changing the smoothing matrix by a
diagonal matrix and recalculating the problem, it is realized
that MSE150.028 and MSE250.093 at the ninth iteration,
which are somewhat better than the previous results. The
improved results are shown in Fig. 5~b!, ~c!, ~d!, and Fig.
6~b!, ~c!, ~d!.

2. Example 2

The parametera is assumed to be a homogeneous
square cylinder with a constant value20.8 @shown in Fig.
7~a!# andb is assumed to be an ellipsoid@shown in Fig. 8~a!#
with the distribution as follows:

b~r !520.1A12S x210

3.2 D 2

2S y212

3.2 D 2

. ~24!

The results of the reconstruction for the second, fourth, and
sixth Born iterations are shown in Fig. 7~b!, ~c!, ~d! and Fig.
8~b!, ~c!, ~d!. After the 6th iteration, we have MSE1
50.030 and MSE250.068. It converges faster than the ex-
ample 1.

3. Example 3

The parametera is assumed to be a step function@a
tower as shown in Fig. 9~a!# with two constant values20.04
and 20.08. b is assumed to be two homogeneous square
cylinders with the same value of20.05, as shown in Fig.

FIG. 2. The cross iterative procedure.
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10~a!. The two incident frequencies are selected asf 1

51000 Hz andf 252000 Hz. The reconstructed results for
the first, third, and sixth Born iterations are given in Fig.
9~b!, ~c!, ~d! and Fig. 10~b!, ~c!, ~d!. After the sixth iteration,
MSE150.021 and MSE250.078. The convergence rate is
faster also.

4. Example 4
The parametera is assumed to be for two similar ellip-

soids with the same maximum20.05, as shown in Fig.

FIG. 3. Reconstruction for density with an original distribution as~a!, at ~b!
second,~c! fourth, ~d! ninth iterations, respectively.

FIG. 4. Reconstruction for shear modulus with an original distribution as
~a!, at ~b! second,~c! fourth, ~d! ninth iterations, respectively.

FIG. 5. Reconstruction for density with the same distribution as Fig. 3~a! by
using, a diagonal smoothing matrix at~a! second,~b! fourth, ~c! ninth itera-
tions, respectively.

FIG. 6. Reconstruction for shear modulus with the same distribution as Fig.
4~a! by using a diagonal smoothing matrix at~a! second,~b! fourth, ~c! ninth
iterations, respectively.
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FIG. 7. Reconstruction for density with an original distribution as~a!, at ~b!
second,~c! fourth, ~d! sixth iterations, respectively.

FIG. 8. Reconstruction for shear modulus with an original distribution as
~a!, at ~b! second,~c! fourth, ~d! sixth iterations, respectively.

FIG. 9. Reconstruction for density with an original distribution as~a!, at ~b!
first, ~c! third, ~d! sixth iterations, respectively.

FIG. 10. Reconstruction for shear modulus with an original distribution as
~a!, at ~b! first, ~c! third, ~d! sixth iterations, respectively.
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11~a!. b is assumed to be for a homogeneous square cylinder
with a value of20.05, shown in Fig. 12~a!. In this example,
we use a net of 15315 elements with 16316 nodes and 8
sources plus 30 receivers. The incident frequencies are the
same as in example 3. The results of the reconstructions for
the first, fourth, and sixth Born iterations are shown in Fig.
11~b!, ~c!, ~d! and Fig. 12~b!, ~c!, ~d!. After the sixth itera-
tion, MSE150.050 and MSE250.100.

B. Discussions

The four examples presented here represents four types
of parameter distributions:~1! both a andb are continuous;
~2! a has jumps whereasb is continuous;~3! both a andb
have jumps; and~4! b has jumps whereasa is continuous.
All the examples in general show rapid convergence, i.e.,
both MSE1 and MSE2 fall below 0.1 within ten iterations.
There is a trend in the results that the inversion accuracy for
densitya is better than that for shear modulusb. It is partly
because in the discretization process the interpolation order
for a’s coefficients is higher than that forb’s @see Eqs.~12!
and ~15!#. Example 1 also shows that ifa and b cannot
converge synchronically, we can try to use a nonuniform
diagonal smoothing matrix. It is found after several tries that
the optimizing factorg for the regularization falls in the re-
gion of 1027– 1026 which gives a rapid convergence and
good accuracy. Finally, the algorithm presented above is
stable enough to treat the more ill-conditioned equations as
we have met in the examples where asymmetrical source–
receiver schemes are used with fewer sources.

IV. CONCLUSIONS

The problem considered in this paper represents a more
practical case that concerns two parameters in a bounded
medium. We have presented the inversion algorithms based
on Born iteration and a regularizing procedure and a series of
examples by numerical simulation to test the convergence
and accuracy of the algorithms. The elementary results pre-
sented here show promise that the approach can be extended
to the case of elastic vectoral waves.

APPENDIX: THE INTERPOLATING FUNCTIONS AND
ITS DERIVATIVES

Defining coordinate transform:

x5
1

4 (
i 51

4

xi11
1

2
hj, y5

1

4 (
i 51

4

yi11
1

2
hh, ~A1!

where (xil ,yil ) is the coordinate ofi th node ofl th element,
and h is the side length of the element. Thus any element
will be transformed into the standard element as shown in
Fig. A1.

The interpolation functions used in the discretization are
given as follows:

f 15 1
4~11j!~11h!, f 25 1

4~11j!~12h!,
~A2!

f 35 1
4~12j!~12h!, f 45 1

4~12j!~11h!,

and its derivatives as:

FIG. 11. Reconstruction for density with an original distribution as~a!, at
~b! first, ~c! fourth, ~d! sixth iterations, respectively. FIG. 12. Reconstruction for shear modulus with an original distribution as

~a!, at ~b! first, ~c! fourth, ~d! sixth iterations, respectively.
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] f i

]x
5di , d15

1

2h
~11h!, d25

1

2h
~12h!,

d35
21

2h
~12h!, d45

21

2h
~11h!,

~A3!

] f i

]y
5t i , t15

1

2h
~11j!, t25

21

2h
~11j!,

~A4!

t35
21

2h
~12j!, t45

1

2h
~12j!.
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Evolution of phonon noise and phonon state preparation
in a model for generation of hypersonic phonons by laser
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The evolution of phonon noise and the quantum correlation between phonon and photon in a model
of the generation of hypersonic phonons by laser have been analyzed according to the quantum
theory. The cases of perfect phase matching, phase mismatch, and losses have been discussed,
respectively. It is shown that the phonon state preparation can be performed by measuring a
quadrature component of the idle light field under certain conditions. ©1998 Acoustical Society
of America.@S0001-4966~98!01702-0#
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INTRODUCTION

Generation and detection of hypersonic phonons with a
frequency of up to 1012 Hz via the optical technique, and
investigation of their behavior in solid state, is a significant
research field in ultrasonic and solid physics.1,2

Since 1971, Renket al.3–6 have performed much work
on the generation and detection of hypersonic phonons by
optical method. In 1975, Weis and Grill7 first reported the
generation of hypersonic phonons in a piezoelectric crystal
using a far infrared pulse laser. Later, Bron’s article8 showed
how not one of the three other research groups has succeeded
in replicating Weis and Grill’s results, and has given the
surface requirements for piezoelectric generation of high-
frequency phonons. Monochromatic phonons can be gener-
ated through irradiation transition of impurity ions excited by
laser, such as phonons with a frequency of 29 cm21 in ruby
with Cr31 ~Ref. 9! and tunable phonons in CaF2 and SrF2
with Eu21.6 Stimulated phonon emission can also be realized
by laser pump.10–12On the other hand, the coherent detection
of hypersonic phonons can be done by measuring a fluores-
cent emission induced by phonon absorption transition at
excited impurity ions.3,6,13,14

Although a great deal of work has been done on the
generation of hypersonic phonons by lasers and their detec-
tion by the fluorescence, the study of phonon quantum noise
properties in nonlinear interaction of hypersonic phonons
and light field is a new subject. As we know, in quantum
optics many quantum effects have been revealed, such as
sub-Poissionian, antibunching, and the squeezed state,15–19

and quantum nondemolition~QND! measurements have
been realized.20 Because the hypersonic phonon field is a
boson field as a light field, it can be studied by methods used
in quantum optics and its quantum statistics properties can be
revealed. In fact, many concepts in nonlinear optics have
analogs in nonlinear acoustics. For example, the sum or
difference-frequency generation and parametric amplifi-
cation21–23are similar to the acoustics parametric arrays.24–28

In 1965, Yariv29 first developed the quantum theory for
parametric interactions of light and hypersound. In his work,
the quantization of light field and acoustic field was per-
formed, a set of differential equations which describe the
coherent interaction of an arbitrary number of modes was
obtained, and the problem of energy exchange between two
light modes of different frequencies and an acoustic mode
was formulated and solved.

In our paper, we will first describe a model of generation
of hypersonic phonons by laser, then analyze the quantum
noise evolution of the phonons and the correlation of
phonons and idle photons using Yariv’s equations of motion
for a traveling wave interaction.

I. MODEL AND EQUATIONS

In Fig. 1, we show the model of generation of hyper-
sonic phonons by laser. A beam of laser~with frequencyvL ,
corresponding to the primary frequency of pump wave in the
parametric arrays! is used to pump a crystal sample which is
placed at very low temperature. Depending on parametric
amplification or stimulated Brillouin scattering, a monochro-
matic phonon field~frequencyvs , similar to the primary
frequency of signal wave frequency in the parametric arrays!
and a idle light field~frequencyv i , identical to the differ-
ence frequency of parametric wave in the parametric arrays!
can be generated.

We assume that the interaction between the three modes
is exact resonant, namelyvL5vs1v i . We make a constant
approximation for the pump field and describe it classically
because it is usually intense enough. In addition, we need not
consider the losses for the phonon and idle light because the
crystal sample is placed at very low temperature and the size
of the sample is small enough.

Under the above approximations, according to Ref. 29,
we give the motion equations about traveling wave interac-
tion:a!Electronic mail: gcguo@sun1x06.nsc.ustc.edu.cn
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das

dz
52 iksas1 ih* exp~2 ikpz!ai

1 ,
~1!

dai

dz
52 ik iai1 ih* exp~2 ikpz!as

1 ,

whereas(as
1) andai(ai

1) are the annihilation~creation! op-
erators of the phonon mode and the idle light mode, respec-
tively. h is a coupling constant.kp , ks , andki are the wave
vectors of the amplitude pump mode, phonon mode, and idle
mode, respectively.

Making the following transformation:

as5As exp~2 iksz!, ai5Ai exp~2 ik iz!, ~2!

we obtain

dAs

dz
5 ih* exp~2 iDkz!Ai

1 ,
~3!

dAi

dz
5 ih* exp~2 iDkz!As

1 ,

whereDk is the phase-mismatch coefficient,

Dk5kp2ks2ki . ~4!

II. PERFECT PHASE-MATCHING CASE

Let Dk50 andh is real; from Eq.~3! we get

As~z!5As~0!cosh~hz!1 iAi
1~0!sinh~hz!,

~5!
Ai~z!5Ai~0!cosh~hz!1 iAs

1~0!sinh~hz!.

Whenz50, both the phonon field and idle field are vacuum
states. For the vacuum states, we have

aj~0!u0&50,

^0uaj~0!aj
1~0!u0&51, ~6!

@aj~0!,aj
1~0!#51 ~ j 5s,i !.

The phonon-number operator is defined as

ns~z!5as
1~z!as~z!5As

1~z!As~z!, ~7!

From Eqs.~5! and ~7!, we get

ns~z!5cosh2~hz!As
1~0!As~0!1sinh2~hz!Ai~0!Ai

1~0!

1 i sinh~hz!cosh~hz!As
1~0!Ai~0!

2 i sinh~hz!cosh~hz!Ai~0!As~0!. ~8!

Then we can obtain the mean phonon number from Eqs.~6!
and ~8!

^ns~z!&5sinh2~hz!. ~9!

The fluctuation of phonon number is defined as

^Dns
2~z!&5^ns~z!ns~z!&2^ns~z!&^ns~z!&, ~10!

and from Eqs.~8! and ~9!, we obtain

^Dns
2~z!&5 1

4 sinh2~2hz!. ~11!

The fluctuation of idle photon number is also the same
as Eq.~11!. From Eqs.~9! and ~11! we see that the mean
value and the fluctuation of phonon number increase as the
interaction distancez increases. These results are identical to
those of parametric amplification in nonlinear optics.

In the following we consider the fluctuation of the
quadrature components of phonon mode. The quadrature
components are defined as

Xj~z!5Aj
1~z!1Aj~z!,

~12!

Yj~z!5 i ~Aj
1~z!2Aj~z!! ~ j 5s,i !

in which Xj (z) is a quadrature amplitude andYj (z) is a
quadrature phase.

From Eqs.~5!, we have

Xs~z!5Xs~0!cosh~hz!1Yi~0!sinh~hz!,

Ys~z!5Ys~0!cosh~hz!1Xi~0!sinh~hz!,
~13!

Xi~z!5Xi~0!cosh~hz!1Ys~0!sinh~hz!,

Yi~z!5Yi~0!cosh~hz!1Xs~0!sinh~hz!;

then we obtain the fluctuation of the quadrature components
of phonon mode,

^DXs
2~z!&5^DYs

2~z!&5cosh~2hz!. ~14!

For the idle mode we have the same expression for the
quadrature component^DXi(z)& and^DYi(z)& as in Eq.~14!.
From Eq. ~14!, it is clear that the fluctuations for both
quadrature components are always equal and increase with
distance.

Now we extend the concept of quantum nondemolition
~QND! measurement to the model. We consider the measure-
ment of the amplitude quadratureXs(z) of the phonon mode
by detecting the phase quadratureYi(z) of the idle mode. In
this way we can prepare the phonon mode in a squeezed
state.

The ability of phonon quantum state preparation~QSP!
can be expressed by the conditional variance20

WQSP5^DXs
2~z!&„12C2~Xs~z!,Yi~z!…, ~15!

whereC2
„Xs(z),Yi(z)… is the correlation coefficient between

Xs(z) andYi(z), which can be expressed as

FIG. 1. ~a! The model for generation of hypersonic phonons by laser.~b!
The level diagram of the model.
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C2
„Xs~z!,Yi~z!…5

u^Xs~z!Yi~z!&2^Xs~z!&^Yi~z!&u2

^DXs
2~z!&^DYi

2~z!&
.

~16!

If WQSP50, the system has a perfect state preparation. Ac-
cording to Ref. 20, ifWQSP,1, the system has the ability of
a nonideal quantum state preparation; ifWQSP51, the system
lies in the classical limit of QSP; ifWQSP.1, the system
operates in the classical domain.

From Eqs.~13!–~16!, we obtain

C2
„Xs~z!,Yi~z!…5tanh2~2hz! ~17!

and

WQSP5cosh~2hz!„12tanh2~2hz!…. ~18!

It is shown that, whenhz@1, WQSP→0, which means
the system has a good ability of phonon state preparation. In
this case the phonon mode can be prepared in a eigenstate of
Xs(z) ~which is known as a squeezed state! by detecting the
light mode.

III. PHASE MISMATCH CASE

From Eq.~3! we obtain

As~z!5~ f 11 i f 2!As~0!1~g11 ig2!Ai
1~0!,

~19!
Ai~z!5~ f 11 i f 2!Ai~0!1~g11 ig2!As

1~0!,

where f 1 , f 2 , g1 , g2 are all real functions of the distancez
and are expressed as follows:
whenD,2h,

f 15cosaz cosh~bz!1
a

b
sin az sinh~bz!,

f 25
a

b
cosaz sinh~bz!2sin az cosh~bz!,

~20!

g15
h

b
sin az sinh~bz!,

g25
h

b
cosaz sinh~bz!,

whenD52h,

f 15cosaz1az sin az,

f 25az cosaz2sin az,
~21!

g15hz sin az,

g25hz cosaz,

whenD.2h,

f 15cosaz cos~bz!1
a

b
sin az sin~bz!,

f 25
a

b
cosaz sin~bz!2sin az cos~bz!,

~22!

g15
h

b
sin az sin~bz!,

g25
h

b
cosaz sin~bz!,

where

a5
Dk

2
, b5

Au4h22Dk2u
2

. ~23!

Similar to the analysis in Sec. III, we get the following
expressions:

~1! The mean value and fluctuation of the phonon num-
ber:

^ns~z!&5g1
21g2

2, ~24!

^Dns
2~z!&5~ f 1

21 f 2
2!~g1

21g2
2!. ~25!

~2! The fluctuation of quadrature components:

^DXs
2~z!&5^DYs

2~z!&5 f 1
21 f 2

21g1
21g2

2. ~26!

~3! The correlation coefficient of the quadrature compo-
nentsXs(z) andYi(z):

C2
„Xs~z!,Yi~z!…54~ f 1g21 f 2g1!2/~ f 1

21 f 2
21g1

21g2
2!.
~27!

According to Eqs.~20!–~27!, we make plots and obtain
the following results:

~1! As shown in Fig. 2~a!–~c!, whenDk,2h, the pho-
non fluctuations ^Dns

2(z)&/^ns(z)& and ^DXs
2(z)&

3(^DYs
2(z)&), and mean phonon number^ns(z)& increase

rapidly with interaction distance; whenDk52h, they first
increase and then approach a fixed value.

~2! As shown in Fig. 3~a!–~c!, whenDk.2h, the pho-
non fluctuations and mean value change periodically as the
distance increases, and the phonon field reverts back into the
initial vacuum state periodically.

~3! Figures 4 and 5 are the plots of the conditional vari-
ance whenDk<2h andDk.2h, as functions of the inter-
action distance for different phase mismatch coefficient, re-
spectively. It is shown that for some values of the distance
andDk values, we haveWQSP,1, that is, QSP can be per-
formed. The smallerDk, the easier it is to perform QSP, and
the optimum occurs forDk50, as discussed in Sec. II, i.e.,
hz@1, WQSP→0 , approaching the ideal QSP. However,
when Dk@h, WQSP→1 , namely approaching the classical
limit of QSP. This is because the ability of the phonon QSP
depends on the correlation betweenXs(z) andYt(z), and the
smallerDk, the largerC2

„Xs(z),Yi(z)… and the more easier
for QSP.

IV. LOSSES CASE

In any real material, there exists the scattering of hyper-
sonic waves by defects and nonlinearity in the crystal. The
scattering effects have been discussed in some papers.14,30

Now we consider the phonon loss term, corresponding to the
effect of the scattering and anharmonic interactions. Accord-
ing to the Langevin quantum theory of damping,31,32 when
discussing the quantum effects, we not only introduce the
loss term as was done phenomenologically by Yariv in Sec.
VIII in Ref. 29, but also add the fluctuation term in Eqs.~1!
or ~3!; hence we give the following equation:
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dAs

dz
52gsAs1 ih* exp~2 iDkz!Ai

11Fs ,
~28!

dAi

dz
52g iAi1 ih* exp~2 iDkz!As

11Fi ,

where gs and g i are damping coefficients of the phonon
mode and the idle mode, respectively, andFs and Fi the
noise operators of the two modes.

For simplicity, but not affecting the discussion of the
effects caused by the losses, we assumegs5g i5g andDk
50; then from Eq.~28!, we obtain

As~z!5a1~z!As~0!1 ia2~z!Ai
1~0!1 f s ,

Ai~z!5 ia2~z!As
1~0!1a1~z!Ai~0!1 f s , ~29!

where

a1~z!5exp~2gz!cosh~hz!,
~30!

a2~z!5exp~2gz!sinh~hz!,

f s5E
0

z

dz8@Fs~z8!a1~z2z8!1 ia2~z2z8!Fi~z8!#,

~31!

f i5E
0

z

dz8@Fi~z8!a1~z2z8!1 ia2~z2z8!Fs~z8!#.

FIG. 2. ~a! The fluctuation of phonon-number;~b! the fluctuation of quadra-
ture component; and~c! the mean value of phonon number versus the scaled
distance forDk50, 1.0h, and 2.0h.

FIG. 3. ~a! The fluctuation of phonon number;~b! the fluctuation of quadra-
ture component; and~c! the mean value of phonon number versus the scaled
distance forDk52.5h, 3.0h, 3.5h.
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On the basis of the fluctuation-dissipation theorem31,32

from Eqs.~28!, ~30!, and~31!, we obtain the average values
of f s and f i operators:

^ f s
1 f s&5ns~T!R1~z!1ni~T!R2~z!,

^ f sf s
1&5„11ns~T!…R1~z!1„11ni~T!…R2~z!,

^ f i
1 f i&5ni~T!R1~z!1ns~T!R2~z!,

~32!
^ f i f i

1&5„11ni~T!…R1~z!1„11ns~T!…R2~z!,

^ f s
1 f i&5 i „ns~T!2ni~T!…R3~z!,

^ f sf i
1&52 i „ns~T!2ni~T!…R3~z!,

where

R1~z!5 1
2 @12exp~22gz!#

1
1

4

g

h1g
@12exp„22~h1g!z…#

2
1

4

g

h2g
@12exp„2~h2g!z…#,

R2~z!52 1
2 @12exp~22gz!#

1
1

4

g

h1g
@12exp„22~h1g!z…#

2
1

4

g

h2g
@12exp„2~h2g!z…#, ~33!

R3~z!52
g

h1g
@12exp„22~h1g!z…#

2
g

h2g
@12exp„2~h2g!z…#.

Here ns(T) and ni(T) are the equilibrium numbers of the
two modes at temperatureT of the crystals, and whenT→0,
ns(T), ni(T)!1.

As shown in Sec. II, the following results are obtained:

^ns~z!&5a2
21^ f s

1 f s&, ~34!

^Dns
2~z!&5a1

2a2
21a1

2^ f s
1 f s&1a2

2^ f sf s
1&, ~35!

^DXs
2~z!&5^DYs

2~z!&5a1
21a2

21^ f s
1 f s&1^ f sf s

1&, ~36!

^DXi
2~z!&5^DYi

2~z!&5a1
21a2

21^ f i
1 f i&1^ f i f i

1&, ~37!

C2
„Xs~z!,Yi~z!…5

u2a1a22 i ^ f s
1 f i&1 i ^ f sf i

1&u2

^DXs
2~z!&^DYi

2~z!&
. ~38!

In order to clearly see the effect of losses, we need a
simple form of above expressions. In fact, the crystal sample
is usually at very low temperature, hence we considerT→0
case; in this case, we have approximately,ns(T), ni(T)'0.
Thus from Eq. ~32!, ^ f s

1 f s&5^ f i
1 f i&5^ f s

1 f i&5^ f sf i
1&50,

^ f sf s
1&5^ f i f i

1&5R1(z)1R2(z), then we obtain

^ns~z!&5exp~22gz!sinh2~hz!, ~39!

^Dns
2~z!&

^ns~z!&
5exp~22gz!cosh2~hz!1R1~z!1R2~z!, ~40!

^DXs
2~z!&5^DYs

2~z!&5exp~22gz!cosh~2hz!1R1~z!

1R2~z!, ~41!

C2
„Xs~z!,Yi~z!…

5
exp~24gz!sinh2~2hz!

@exp~22gz!cosh~2hz!1R1~z!1R2~z!#2 . ~42!

Figure 6~a!–~c! shows the phonon fluctuations
^Dns

2(z)&/^ns(z)& and^DXs
2(z)&(^DYs

2(z)&), and mean pho-
non number̂ ns(z)&, versus interaction distancehz, for the
damping coefficientsg50, 0.1h, 0.5h, in the phase-
matching caseDk50. Hereg50 corresponds to the case of
no losses and phase matching discussed in Sec. II. We see
that the losses will decrease the effect of evolution of phonon
in g50.

Figure 7 shows the curves of the conditional variance
WQSPversushz for g50, 0.1h, 0.5h in the caseDk50. It is
shown that the losses will pose serious limitation on the dis-
tance over which the system has the ability of quantum state
preparation.

Similarly for the phase mismatchDkÞ0, we can also
illustrate that the losses will destroy the oscillations and abil-
ity of quantum state preparation mentioned in Sec. III.

FIG. 5. The conditional variance versus the distance forDk52.5h, 3.0h,
3.5h, 4.0h.

FIG. 4. The conditional variance versus the distance forDk50, 0.5h, 1.0h,
1.5h, 2.0h.
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V. SUMMARY AND DISCUSSIONS

According to the quantum theory for interaction of light
and hypersound, we analyze the phonon evolution in the
generation model of a hypersound by laser, including the
noises of the phonon number and the quadrature compo-
nents, and the phonon quantum state preparation ability. It is
shown that, when the phase-mismatch coefficientDk is small
(k,2h), the phonon noises increase as the distance in-
creases; whenDk is large (k.2h), the phonon mode goes
back to the initial vacuum state periodically as the distance.
The more interesting the phonon quantum state preparation
can be performed under certain conditions, and the smaller
theDk, the easier for QSP, and an ideal QSP can be obtained
for perfect phase matching.

It is worthwhile to indicate that the losses caused by the
scattering and anharmonic interaction will limit the distance
of the realization of such phenomena. Moreover, in the crys-
tals for which the phenomena mentioned is relevant, the ma-
terials are significantly anisotropic and the group speed and
phase speed of the traveling waves are usually in different
directions; therefore the incident light beam and the gener-
ated acoustic wave will not overlap over an extended region.
This will limit the efficiency in the phase match situation and
probably ruin the oscillations in the phase-mismatch case.
Moreover, it will limit the ability to create a squeezed pho-
non state. In our analysis, we omit these limitation, hence our
concept will only apply to a very special set of circum-
stances.

In addition, we note that, since the maximum sound fre-
quency which can be generated by parametric amplification
or stimulated Brillouin scattering of acoustic phonons, is
only 1025 that of the laser pump frequency~as explained on
page 35 of Ref. 29!, experiments to test the prediction are not
feasible for high-frequency~i.e., above 100 Ghz! phonons.
For example, for phonons in the 0.2–0.9 terahertz regime,
one would therefore need a laser pump with a wavelength
below 150 Å. On the other hand, since piezoelectric genera-
tion of acoustic phonons in the microwave regime has been
demonstrated, experiments might be attempted there.
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damping of vibrations

Adnan Akay and Zhaoshun Xu
Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

~Received 20 January 1997; revised 5 August 1997; accepted 11 November 1997!

The dynamic behavior of a thin fluid layer between two flat, vibrating surfaces is examined
experimentally. The oscillatory motion of the surfaces is shown to generate a continuous flow of
fluid within the layer in the form of eddies. Damping induced by the presence of the fluid layer is
found to be amplitude-dependent and related to the generation of the steady streams within the layer.
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INTRODUCTION

A thin layer of fluid between two oscillating surfaces has
the capability to both bear load and provide damping, as in
the case of squeeze-film bearings. In cases of extended flex-
ible structures, such as beams and plates, air between two
closely spaced surfaces has been shown to be particularly
effective in dissipating vibration energy at low frequencies;
for example Ref. 1. Although the previous linear analyses
suggest that the damping mechanism is the oscillatory vis-
cous drag of the fluid in the layer@viz., Refs. 1–4#, experi-
ments described below show that the dissipation associated
with the squeeze action on thin fluid films is amplitude de-
pendent. The nonlinear increase of damping with the ampli-
tude of oscillations was the motivation here to examine the
motion of fluid in a thin layer. The sources of nonlinear
damping are traced to the development of a continuous fluid
flow within the fluid layer.

Fluid in a thin layer between two flat, parallel oscillating
surfaces moves in and out through the perimeter of the layer
in an oscillatory manner, following the compression and ex-
pansion the fluid layer undergoes. Experiments described in
this paper show that, in addition to the oscillatory motion of
the fluid, continuous flow streams are also developed in the
layer. Fluid is continuously drawn in from and exhausted to
the ambient medium at different locations along the perim-
eter of the layer. A similar, but more pronounced behavior is
seen in the case of tilted rigid, flat bearings, as discussed
later.

In the regimes where streams occur, at modest ampli-
tudes of vibration, the continuous flow developed between
two parallel surfaces exhibits eddy like patterns in the layer.
The striations are seemingly laminar and follow stationary
paths forming eddies that can be easily visualized. At in-
creased vibration amplitudes, the speed of the continuous
flow increases and the steady streams begin to diffuse, and
with further increase of amplitude they become turbulent de-
stroying the laminar structure of the eddies. Formation of
streams in the layer is accompanied by the development of
jets ~turbulent exhaust! at its perimeter. The strength of the
jets also increases with the vibration amplitude.

Development of eddies in the layer, and jets at the pe-

rimeter, coincides with the transition from a linear to a non-
linear regime of the damping induced in the structure by the
fluid layer. At high vibration amplitudes, where increased
fluid transport is observed, amplitude dependence of damp-
ing is evident. The additional flow through the layer brought
about by the steady flow of fluid is suggested here to be the
cause of the increase in fluid-layer damping with the ampli-
tude of oscillations.

In this paper, development of eddies in a fluid layer is
demonstrated with experiments. The eddies are visualized
and recorded for an air layer between two surfaces. Measure-
ments of structural damping were made to correlate damping
with the changes in the characteristics of the flow in the layer
and the formation of jets at the edges. Experiments described
here suggest that the eddies are formed as a result of the
pressure field generated in a fluid layer between oscillating
surfaces.

I. EXPERIMENTS

Experiments were designed both to visualize flow pat-
terns and to simultaneously measure structural damping re-
sulting from the motion of a thin layer of fluid between two
closely spaced parallel surfaces. Measurements were con-
ducted using pairs of flexible beams and plates as well as
circular and rectangular rigid, flat bearings. In the experi-
ments described here, one in each pair was excited by a
shaker and the other was mounted rigidly to act as a
‘‘damper.’’

Experiments were conducted in air where arrays of
‘‘point’’ smoke sources were placed along the free edges of
the layers. The smoke sources were placed slightly below the
plane of the fluid layer to avoid interference with the free
flow of air in and out of the space between the surfaces. Flow
visualization was realized with the use of a He–Ne laser,
from which a sheet of light was obtained by using a cylin-
drical lens. The sheet of laser light passing through the fluid
layer and its scattering due to the presence of smoke streams
form the basis of visualization. The striations from the
smoke sources were recorded photographically. In the case
of flexible beams, experiments were also conducted in water
using light reflecting particles. In addition, influence of the
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length of the rigidly mounted damper beam on flow forma-
tion between it and a flexible beam was investigated. Damp-
ing values were obtained from the measurements of me-
chanical impedance.

In most studies involving thin fluid layers and squeeze
films, the nondimensionalsqueeze numbers is used as a
parameter to account for the effects of bearing size, oscilla-
tion frequency, and layer thickness. In the present case, the
nonlinear characteristics of damping and formation of eddies
also depend on the amplitude of oscillations. To better de-
scribe the conditions of the experiments in this paper, a
modified version ofs is introduced; a nondimensional quan-
tity, streaming numberS, is defined as a product of the nor-
malized value,e, of the amplitude of oscillations of the layer
thickness and the corresponding squeeze number,s:

S5es,

where e5A/h0 , the nominal thickness of the layer ish0 ,
and amplitude of layer thickness oscillation isA. Squeeze
numbers is a quantity commonly used in lubrication studies
and is defined as:

s512mvB2/p0h0
2,

wherem is the viscosity of the fluid,v is the frequency of
oscillations, andB is a characteristic size of the surfaces. The
ambient pressure isp0 .

A. Flexible beams

In the first set of experiments, a transparent Plexiglas
beam, clamped at both ends, was excited at a point by a
shaker to oscillate it at one of its natural frequencies with the
corresponding mode shape. Below the flexible beam, a
damper beam of the same size was positioned in parallel and
in close proximity. The influence of the length of the damper
beam is considered later in the paper.

At low amplitudes of vibration, flow is entirely oscilla-
tory and behaves as incompressible; air enters and exits in
the normal direction to the edges all along the perimeter. The
flow is largely confined to under the antinode~s! of the beam.
The cycle of entry and exit follows the vibration frequency
with which the layer volume undergoes expansion and com-
pression. The distance of excursion of the fluctuating flow
into the gap increases with the amplitude of vibrations.

As the vibration amplitude is increased, in addition to
the fluctuating flow, a continuous flow pattern begins to de-
velop in the layer. An example of the development of flow
patterns is sketched in Fig. 1 for increasing values of vibra-
tion amplitude of the beam in its first mode. In this case, the
flow pattern is in the form of an eddy in each quadrant of the
layer. The arrows describe the direction of motion of the
fluid and the travel distance of the streams in the layer.
Steady streams of flow enter into the gap between the beams
through both of the free edges at and near the antinode. The
flow entering through each side meets at the longitudinal
centerline of the layer. The combined flow bifurcates to
travel in opposite directions along the centerline and each
new flow again bifurcates to exit near the nodal lines on both
sides, at each end of the beam. Around the core of each eddy,
located in between the nodal and antinodal lines of the beam,
flow enters and exits with a small radius near the free edge of
the layer.

The flow activity is more intense under the antinodes of
the beam than under the nodes. Flow under an antinode in-
cludes a strong fluctuating component that enters and exits
the layer at the frequency of beam oscillation, superimposed
on the continuous laminar streams that enter and travel. As
the amplitude is increased further, the laminar structure of
the steady stream patterns starts to break down; first the
streams diffuse, later they vanish and are replaced by a tur-
bulent flow.

The symmetry of the four quadrants of the streams about
the center lines~in a plane parallel to the surfaces! of the
fluid layer is a result of the symmetry of the boundary con-
ditions at the edges of the fluid layer. When the symmetry of
the edge conditions is altered, for example, by completely
closing one of the free edges of the layer to prevent flow
through it, the streams entering through the remaining free
edge reach the closed edge and circulate to exit, forming
only two eddy cells symmetric about the antinodal line of the
beam.

At higher modes of vibration of the beam the number of
eddies generated at the first mode are increased by the num-
ber of mode order, albeit with correspondingly smaller sizes.
Under a beam of lengthL, vibrating at itsnth mode, there
aren nearly identical sets of eddies, each set with four sym-
metric quadrants, as depicted for the second mode of vibra-
tion in Fig. 2.

FIG. 1. Schematic depiction of the development of stream patterns in a thin
air layer as observed under a beam vibrating in its first mode. The layer
thickness ish051.8 mm, f 529 Hz, excitation point is located atL/6 from
one end of the beam.A is rms value of vibration amplitude at the excitation
point.

FIG. 2. Schematic depiction of the development of stream patterns in a thin
air layer as observed under a beam vibrating in its second mode.h0

51.8 mm, f 571 Hz, the excitation point is atL/6 from one end of the
beam.A is rms value of vibration amplitude at the excitation point.
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Photographic recordings of the flow patterns for the first
three modes of vibration are shown in Fig. 3. The center of
each set of eddies is under one of the antinodal lines of the
beam and the boundaries of each set are under the adjacent
nodal lines.

The oscillatory component of the flow which follows the
frequency of the beam vibrations, accompanies the steady
stream, but is not easily visible. The presence of such fluc-
tuations is visualized as shown in Fig. 4 where a close-up
view of the striae shows jagged patterns corresponding to the
fluctuations in the flow.

Visualization of flow patterns were also made in water
for a limited number of cases. The beams were placed in a
tank containing water. As before, excitation was provided at
a point on the beam by a vibration exciter. Light reflecting
particles were used to visualize the motion of the fluid. Be-
cause of the heavy fluid loading, only the first mode of the
beam was excited. The results showed existence of eddies in
the water layer similar to those observed in the air layer. One
notable difference is the speed with which the streams travel.
In water the speed was much higher than in air.

B. Flexible plates

Flow of air into and out of a layer under a transparent
plate was examined in the same manner as described above
for beams. Stream patterns described in Fig. 5 are obtained
by visually tracing the stream from each smoke source

around the perimeter of the air layer. The plate1 was sup-
ported at four points near its corners and excited by a shaker
off its center.

Stream patterns shown in Fig. 5 correspond to the vibra-
tion response of a rectangular plate simply supported near its
four corners and vibrating at its~0,0! and ~1,0! modes. Air
enters at and near the antinode lines and exits beneath the
nodal lines, as in the case for a beam. In the~0,0! mode, the
antinode of the plate is at its center and the motion of the
plate in this mode exhibits nodal lines near its corners as
shown with dashed lines in Fig. 5. The corresponding antin-
odal lines coincide with the centerlines of the plate, thus each
edge of the plate has an antinode at its center and nodes near
its corners. As indicated by the arrows in Fig. 5, flow enters
through the center of each edge and exits through the nearest
corners. In the case of~1,0! mode, there is a nodal line along
the length of the plate as well as two nodal lines~curves!
near its shorter edges perpendicular to the nodal line along
its length. In this case, again, flow enters through the two
edges where the antinodes are located and exits through the
remaining two edges that are in close proximity of the nodal
lines. General characteristics of flow patterns under flexible
beams and plates are essentially the same.

C. Size effects

Both the flow patterns in a thin layer of fluid and the
resulting damping are influenced by the size and location of
the damper beam~or plate!. Experiments were conducted
using rigid ‘‘damper’’ beams with shorter lengths than the
flexible beam.

When a damper of lengthl>L/2n is positioned between
nodal lines of a vibrating beam, pressure distribution in the
layer is influenced largely by the mode shape of the beam
and the eddies developed have the same characteristics as
those with a full-length damper as described earlier. When
the damper length is small compared to the corresponding
wavelength (l52L) of the beam, i.e.,l<l/4n, eddies still
can develop but with attributes more reminiscent of those
between rigid flat bearings, which will be examined later. In
such cases, pressure distribution in the layer is more or less
similar to that between two rigid surfaces and the mode
shapes of the flexible beam are not influential on the flow
patterns.

D. Rigid bearings

Qualitatively, flow of fluid between a pair of parallel,
rigid rectangular bearings exhibits the same characteristics as

FIG. 3. Visualization of stream patterns using smoke sources and a sheet of
laser light in a fluid layer under a beam vibrating with different mode
shapes. Formation of jets are also apparent at the free edges. Air layer
thickness ish0 , A is the amplitude of vibration at an antinode, andf is the
frequency of vibration.

FIG. 4. Striations under the left half of a beam vibrating in its first mode.
Jagged patterns correspond to the fluctuating component of the flow.
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that between flexible beams and plates. The major difference
is in the spatial distributions of the pressure in the layer: In
the case of rigid bearings, pressure distribution is determined
by the edge conditions alone unlike the case of extended
flexible structures, such as beams or plates, where the spatial
distribution of pressure in the layer may be dominated by the
spatial distribution of vibration of the flexible surface. The
role of edge conditions is also observed in the different flow
patterns between pairs of circular and rectangular rigid bear-
ings.

Additional experiments were conducted to visualize
flow patterns in an air layer between two rigid, parallel bear-
ings with one oscillating in a direction normal to the other.
The qualitative similarities of the streams to those under
flexible beams notwithstanding, fluid in a layer between two
rigid, parallel surfaces exhibits different behavior than be-
tween flexible beams, particularly, as the excitation levels
are increased.

The boundary conditions at the perimeter of a layer
alone determine the spatial distribution of pressure field in a
fluid layer under a rigid bearing. Accordingly, the geometry
of a bearing affects the patterns of striations. In the case of a
pair of rectangular parallel bearings, pressure distribution is
not azimuthally axisymmetric. As in the case of flexible
plates and beams, with increasing vibration amplitude~or

increasing streaming number!, the behavior of the fluid
shows a transition from that of a purely fluctuating motion to
one that has a mix of fluctuating and continuous components.
At very low streaming numbers, both the pressure in the
layer and flow are purely fluctuating; fluid exits and reenters
the layer through its edges as the volume between the sur-
faces decreases and increases, respectively, following the os-
cillation of the bearing. Fluid flow in the layer exhibits a
parabolic profile. As before, the distance of excursion of the
flow into the layer depends on the amplitude of vibration.
Such behavior can be predicted by linear analysis.5

As the streaming number is increased~in the present
experiments by either an increase in oscillation amplitude or
a decrease in layer thickness!, a subambient pressure is de-
veloped in the layer. The striae follow the gradient of the
subambient pressure in the layer with a continuous flow of
air which show characteristics of eddies similar to those gen-
erated by flexible beams described above. The motion of the
oscillatory portion of the smoke is no longer discernible, but
a steady flow develops. As visualized by striations of smoke,
the steady flow also exhibits a parabolic profile and follows
the patterns described earlier; entering the layer at the center
of each edge and exiting near the corners, as shown in Fig. 6.

The motion of these streams is limited in the case of
circular parallel bearings. The present experiments show

FIG. 5. Striations in a thin air layer under a rectangular plate vibrating at
~0,0! mode~top! and~1,0! mode~bottom!. Excitation is provided at the point
marked byd and dashed lines indicate the nodal lines.

FIG. 6. Flow patterns between two rigid rectangular air bearings, tilt angle
is zero,h051.8 mm,A50.5 mm, andf 520 Hz.
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that, in the case of circular bearings, where pressure distri-
bution in the layer is azimuthally axisymmetric, initially,
there is only a hint of residual smoke streams entering and
staying at the center of the gap, without any chance to es-
cape. In such a symmetric geometry streaming does not de-
velop. If the symmetry is altered, for example, by positioning
an obstacle near a part of the perimeter of the layer, the
symmetry of the pressure distribution changes and streams
develop.

The pressure field in the layer can also be altered by
tilting one of the bearings upon which flow patterns become
directional, flowing from the wider part of the gap to the
narrower part. Generation of flow across bearing surfaces at
high squeeze numbers has been identified previously~Tichy
and Modest,6 Murray and Mote7!, however, as shown in Fig.
7, present experiments show this flow to be not entirely uni-
directional; air still enters and exits through the sides of the
layer. As the tilt angle and streaming number are increased,
flow through the sides decreases making it more unidirec-
tional between the leading and trailing edges.

Further increase in streaming number shows another
transition; this time, a superambient pressure field is devel-
oped in the layer. Associated with this development is a
‘‘lift’’ of the oscillating bearing from its nominal position
with an effective increase in the mean thickness of the fluid
layer, a phenomenon well known in bearings which was
originally shown by Taylor and Saffman8 and Salbu.9

The development of flow patterns in the layer between
two parallel surfaces is in a way similar to the case of tilted
bearings. Unlike the case of circular bearings where the pres-
sure field is azimuthally axisymmetric, pressure distribution
between rectangular plates is not uniform. As a result of
fluctuations in the layer, a time-invariant pressure field de-

velops between the rigid bearings with a minimum, subam-
bient pressure at its center. The resulting striations seen here
follow the pressure gradients in the layer.

E. Damping measurements

Damping measurements were made at each stage of de-
velopment of striations in the layer under a flexible beam.
Damping values were obtained from the real part of the im-
pedance measured at the excitation point of the flexible beam
at its resonance frequencies.

For a given nominal layer thickness, damping is found
to be amplitude dependent. The dependence of damping on
vibration amplitude changes from linear to exponential as the
amplitude of beam vibration increases. Transition from lin-
ear to exponential dependence on amplitude coincides with
an increase in the intensity of the eddies in the layer, as
indicated in Fig. 8 where damping values are plotted for
several layer thicknesses. The same data shows a more uni-
versal relationship when plotted as a function of streaming
numberS, to take into account the amplitude of vibrations,
as shown in Fig. 9. Damping values obtained in these experi-
ments are equivalent damping and are due to a combination
of mechanisms. At low streaming numbers viscous losses
through the oscillatory flow dominate exhibiting a relatively
constant value. At higher streaming numbers, losses due to
steady streams in the layer and flow through the edges domi-
nate.

II. DISCUSSION AND CONCLUDING REMARKS

A thin layer of fluid between two rigid or flexible paral-
lel surfaces exhibits a new type of acoustic streaming. The
development of the streams is gradual so that there is not a
critical value above which streaming suddenly appears.
Through flow visualization, it is demonstrated that the ‘‘ac’’
fluctuations of flow into and out of a thin layer lead to the
development of ‘‘dc’’ steady streams. While the eddies gen-
erated are somewhat similar in appearance to those seen at

FIG. 7. Effects of tilt angle on flow patterns under a rigid air bearing.h0

51.8 mm, A50.5 mm, andf 520 Hz. As the tilt angle is increased, flow
becomes more unidirectional.

FIG. 8. Damping induced by the presence of a thin air layer adjacent to a
beam vibrating in its first mode. Each plot corresponds to a different layer
thickness,h0 .
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the onset of instability of a Couette flow in a narrow gap
between rotating cylinders or even to Benard cells, the nature
of the present vortices are different in that their circulations
are not zero. Flow is drawn from and exhausted to the am-
bient surroundings. They are also reminiscent, in appearance
only, of electric field lines of transverse magnetic waves be-
tween plane conductors.

It is known that vortices are generated at surfaces as a
result of viscosity in the fluid and that they are characterized
as a second-order phenomenon, often referred to as acoustic
streaming.10 The early observations of their existence were
made by Dvorak11 in Kundt’s tube which was later analyzed
by Rayleigh and, more recently, by many other investigators
~viz., Refs. 12, 13!. Rayleigh extended the earlier analysis to
explain the mechanism of generation of vortices between
flat, parallel surfaces. These vortices are largely restricted to
the acoustic viscous boundary layer. In the case of two
closely spaced flat surfaces, there are two rows of periodi-
cally spaced vortices about a plane of symmetry between the
surfaces with their axes parallel to the flat surfaces.

The streaming described here is different than those in-
vestigated earlier by Rayleigh and others. The axes of the
two types of eddies are normal to each other, and in the
present case, the eddies are not confined to the viscous
boundary layer. It is possible that simultaneously with the
development eddy cells across the width of a thin layer
shown here, vortices due to second-order effects and viscos-
ity, as described by Rayleigh, may also develop across the
thickness of the layer. However, such vortices were not vis-
ible in the present examples under the conditions considered
here.

The acoustic streaming described by Rayleigh and oth-
ers depends on the presence of viscosity, and vanishes in its
absence. The streaming developed in thin fluid layers be-
tween oscillating flat surfaces depends on the time-
independent pressure distribution rather than the presence of
viscosity.14 The vortices are not closed and, hence, each has
a circulation that is different than zero. The axes of rotation
of these striations are normal to the surfaces on either side of

the layer. The vortex patterns developed follow the gradient
of the static pressure field in the layer. The striations gener-
ated in this manner are solely due to the oscillations of the
parallel surfaces.

Pressure field between two closely spaced surfaces is
influenced by both the boundary conditions of the layer and
by the velocity distribution over the surfaces. In the case of
rigid bearings, boundary conditions dominate whereas in the
case of flexible surfaces, spatial distribution of the vibration
velocity is the determining factor. As a result, flow patterns
in the layer under a flexible beam are very pronounced when
the vibration of, say, one of the surfaces closely represents
one of its own mode shapes. Striations developed between a
flexible beam and a damper beam with length shorter than
L/2n are similar to those between rigid bearings. However,
damper beams of lengthl>L/2n develop eddies characteris-
tic of flexible beams as shown earlier.

An important consequence of the streaming described
here is to increase structural damping due to a fluid layer.
The presence of fluid in a thin layer is a source of structural
damping~viz., Refs. 1–4!, and such damping has been con-
sidered to be linear and due only to the oscillatory motion of
the fluid in the layer. However, the influence of additional
steady motion of the fluid described here has not been con-
sidered. It is also known that vortices generated in a fluid can
dissipate the acoustical modes. In this paper experimental
results show that vortices also extract energy from structural
vibrations. In summary, based on the experimental observa-
tions, there is a strong suggestion that fluid layer damping is
enhanced by the formation of eddies in the layer between
two parallel surfaces. Structural damping may also be en-
hanced by the formation of jets to the extent that they are
inevitable at the speeds of ejection of air from the thin layer.
Such a transport mechanism between fluid in a layer and the
surrounding medium may also be a desirable attribute in lu-
brication problems.
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The quantification and utilization of coupling effects in a prototypical structural acoustic system are
examined in this paper. In typical systems, the coupling mechanisms are manifested in two ways.
The first leads to the transfer of energy from an ambient field to an adjacent structure and is often
responsible for exogenous structural excitation. The second involves the transfer of energy from the
vibrating structure to an adjacent field. This is the source of structure-borne noise and is ultimately
the mechanism through which structural actuators are utilized to attenuate noise. The examples
presented here demonstrate that in fully coupled systems, both mechanisms should be incorporated
to accurately model system dynamics. The examples also illustrate advantages and limitations of
compensators which utilize the accurate modeling of the structural coupling. ©1998 Acoustical
Society of America.@S0001-4966~98!03401-8#
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INTRODUCTION

The control of noise and vibration in structural acoustic
systems has been intensely investigated in applications rang-
ing from aircraft design to transformer construction. The
trademark of all such applications and the mechanism ulti-
mately utilized for control is the inherent coupling between
the structure and adjacent acoustic fields. This mechanism is
manifested in two ways. In the first, energy from a vibrant
field is transmitted to a structure through pressure or force
coupling. This is the mechanism responsible for fuselage vi-
brations due to propeller draft or vibrations in the casing
surrounding a transformer. Unattenuated vibration due to the
acoustic or fluid/structure coupling can lead to structural fa-
tigue. It can also lead to the second mechanism of coupling
in which energy is transmitted from the structure to an
acoustic or compressible fluid field. This is the source of
structure-borne noise and is ultimately the mechanism
through which structural actuators are used to attenuate
noise.

Accurate modeling of the acoustic, structural, and cou-
pling components is a necessary first step for predicting the
dynamics of structural acoustic systems and the design of
model-based controllers. Substantial effort has been directed
toward structural systems, and adequate linear models for
various geometries have been developed. Moreover, as illus-
trated in Ref. 1, model-based controllers employing piezoce-
ramic actuators have been experimentally implemented. The
case for large displacements and hence nonlinear structural
models is less complete.

Similarly, linear wave models have been successfully
utilized for low sound-pressure level acoustic applications.
Like the structural case, appropriate nonlinear models for

large sound-pressure levels are still under investigation. An
important issue when modeling the acoustic field concerns
the relatively low wave speeds at general atmospheric con-
ditions. This leads to delays between the input of a signal to
a structure-mounted actuator and measurement of the corre-
sponding response at an acoustic sensor. If left unmodeled or
uncompensated, this delay can destabilize a controller. This
motivates the use of a dynamic wave model which incorpo-
rates the physical transmission time.

The analysis of coupling mechanisms is less complete
than that of the other components. In the structural acoustic
systems described in Refs. 2–4 and references therein, pres-
sure coupling provided the mechanism for energy transfer
from the field to the structure while velocity coupling yielded
the converse effect. Modal coupling, radiation efficiency and
radiation impedance were employed in Refs. 5–8 where the
problem of attenuating structure-borne noise was considered.
These coupling techniques are concerned with describing the
transfer of energy from the structure to the field to address
the objective of reducing the efficiency of structural radia-
tion. The coupling between a nonlinear acoustic/fluid field
and a structure through pressure balancing was employed in
Refs. 9, 10 while pressure balancing was again used in Ref.
11 for modeling the converse effect of acoustic radiation
from a vibrating panel. In these latter investigations, partial
differential equations~PDE! derived from physical principles
such as force and momentum balancing were used to model
the fluid/acoustic/structural dynamics; however, these
coupled models have not yet been utilized in acoustic control
laws.

In this work, we quantify and utilize the two coupling
effects for compensator design in a prototypical 3-D struc-
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tural acoustic system. This significantly extends the results of
Refs. 2 and 4 due to the higher dimensional complexity and
analysis pertaining to compensator improvements through
utilization of the coupling. It differs from Refs. 5–7 in that
coupled PDE are used to model the system and provide a
basis for the control laws. Modeling the system in this man-
ner helps to provide insight for simulations and the develop-
ment of model-based controllers.

The advantage of accurate quantification of the coupling
mechanisms for the purpose of modeling system dynamics is
obvious. The potential advantages from the perspective of
control design can be indicated through a brief overview of
various aspects concerning a feedback controller utilizing
structural actuators.

In the idealized case of full state feedback control, in-
formation regarding the discretized structural acoustic model
and control operator is used to compute a Riccati solution
and corresponding gain. This gain is then applied to the state
to compute a control signal which is fed back to the struc-
tural actuators. Control of the structure-borne noise is real-
ized due to the natural coupling between structural and
acoustic dynamics. In this case, the model provides the sys-
tem information necessary for attaining an accurate Riccati
solution and hence gain. Note that this case is idealized in
the sense that it requires knowledge of the full structural
~displacement, velocity! and acoustic~potential, pressure!
states which is not possible with current instrumentation.

A more realistic scenario when implementing the con-
troller is one in which a limited number of structural and/or
acoustic measurements are available. In this case, the model
is first used to provide system information for an observer
Riccati equation necessary for estimating or reconstructing
the state. The data for these calculations consists in part of
the structural and/or acoustic measurements. The feedback
gain is then applied to the state estimate to obtain the control
signal. The model plays a dual role in this case since it pro-
vides system information used in calculating both the state
estimate and the feedback gain.

The second source of system information is the data
collected from structural and/or acoustic sensors. In applica-
tions involving an enclosed or interior field~e.g., an aircraft
cabin!, it may be possible to use both structural~e.g., accel-
erometers or piezoceramic patches! and acoustic~e.g., micro-
phones! sensors. To reduce weight and hardware require-
ments, however, it is often advantageous to limit the number
of sensors. This places the impetus for accurate system pre-
dictions on the model. In other applications such as reduction
of exterior noise generated by an underwater vehicle, it is
difficult, and in many cases impossible, to employ acoustic
sensors. In such cases, the acoustic state and feedback gain
must be calculated solely using the coupled model with
structural data as input. For both interior and exterior noise
control applications, the success of the controller is contin-
gent upon the accuracy of the acoustic, coupling, and struc-
tural components of the model.

We consider here various aspects concerning the utiliza-
tion of coupling in a 3-D structural acoustic system. In Sec.
I, we present the model and outline the general feedback
control methodology for the system. Numerical simulations

demonstrating the effects of the two coupling mechanisms
are presented in Sec. II. It is demonstrated that for systems
subjected to the two effects, both coupling mechanisms must
be incorporated in the model to attain the correct system
dynamics and frequencies. Control simulations for a system
having the geometry and dimensions of an experimental de-
vice used in the Acoustics Division, NASA Langley Re-
search Center, are presented in Sec. III. These results dem-
onstrate that even with a limited number of structural and
acoustic sensors, significant attenuation is attained with the
model-based controllers. The dimensions of the acoustic cav-
ity relative to the vibrating surface are significantly increased
in Sec. IV. This illustrates certain controllability issues
which must be addressed when employing structure-mounted
actuators to control large acoustic fields. Section VI contains
a summary of numerical results demonstrating the design of
a purely structural controller. These results show that such a
controller provides adequate attenuation for exogenous fre-
quencies nearisolatedstructural frequencies, but has mini-
mal effect when acousticlike modes are excited. Taken in
concert, these examples demonstrate advantages and limita-
tions of controllers which utilize accurate modeling of the
structural acoustic system.

From these results, the main contributions of this paper
can be summarized as follows. With regard to modeling, the
numerical simulations demonstrate the manner through
which natural frequencies for the fully coupled system are
modified from those of the isolated structural and acoustic
components. The coupling between components also leads to
corresponding modal changes. From a control perspective,
the numerical examples demonstrate that for this geometry,
little control authority is lost by employing a realizable out-
put feedback compensator as compared with an impractical
full state linear quadratic regulator~LQR! theory. It is further
demonstrated that for this system, very adequate attenuation
can be obtained via a compensator which incorporates the
fully coupled model but utilizes only structural sensors.
While the degree of attenuation achieved in this manner is
application dependent, these results illustrate the potential
for reduced hardware through accurate modeling. Finally, the
results illustrate that the reduction of structural vibrations via
isolated structural models is not adequate for controlling
broadband structure-borne noise. The acoustic field and cou-
pling mechanisms must also be incorporated in the model to
attain effective noise reduction.

I. MODEL AND CONTROL FORMULATION

The first step in the development of a model-based con-
trol methodology is the derivation of a system model. This is
illustrated here for a structural acoustic test apparatus used in
the Acoustics Division, NASA Langley Research Center.
This apparatus consists of a concrete cylinder with a thin
aluminum plate mounted at one end as depicted in Fig. 1.
The opposite end is closed so that interior acoustic waves are
reflected back toward the plate. A loudspeaker adjacent to
the plate provides an exterior acoustic source while surface-
mounted piezoceramic patches are used as control elements.
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Note that in this system, both coupling between the plate and
interior field and pressure interactions between the interior/
exterior acoustic field and plate are present.

To specify the geometry, the cylinder is assumed to have
lengthl and radiusR with a thin plate of thicknessh at one
end. The interior acoustic domain is denoted byV while G0

indicates the plate domain. The remaining boundary of the
acoustic cavity is denoted byG and has an outward normal
n̂.

The test apparatus just described is a hybrid system in
several senses. The generation of interior noise is due to
structural acoustic coupling while control via the piezocer-
amic patches is due to electromechanical interactions. Fi-
nally, the system contains several electromagnetic compo-
nents due to the hardware required for sensing and control.
We describe here PDE modeling the structural, acoustic and
structural acoustic coupling components as well as the elec-
tromechanical input from the patches. When spatially dis-
cretized, this provides a vector ordinary differential equation
~ODE! which approximates the dynamics of the acoustic and
mechanical components of the experimental system. Various
uncertainties are then incorporated in the model to account
for model and sensing uncertainties as well as the unmodeled
electromagnetic components. The section concludes with an
H`/MinMax formulation appropriate for ODE system with
uncertainties.

A. System model

1. Interior acoustic field

For the purpose of modeling the interior acoustic field
dynamics, it is assumed that sound-pressure levels are below
120 dB and that acoustic field damping is negligible. These
are reasonable and typical assumptions when considering the
sound-pressure levels and dimensions of the experimental
device or in applications such as control of fuselage noise.
Furthermore, it is assumed that the acoustic cylinder and end
cap are not influenced by the interior acoustic field; that is,
no concrete pipe or end-cap frequencies are found in the
system response. This latter assumption has been verified
through accelerometer tests with the experimental apparatus.

With f and c denoting an acoustic velocity potential
and wave speed, respectively, an appropriate model for the
interior acoustic dynamics is

]2f

]t2
5c2Df, ~r ,u,z!PV, t.0,

~1!

“f•n̂50, ~r ,u,z!PG, t.0

with the Laplacian in cylindrical coordinates given by

Df5
]2f

]r 2
1

1

r

]f

]r
1

1

r 2

]2f

]u2
1

]2f

]z2
.

The linear wave equation provides an adequate approxima-
tion of the acoustic dynamics for the sound-pressure levels
under consideration. This includes the dynamic effects which
account for the time required to propagate information from
the plate to sensors in the cavity. The hardwall boundary
conditions are justified by the inert nature of the concrete
cylinder and end cap with the form of the boundary condi-
tions resulting from the inherent relationship between the
acoustic potential and velocity~i.e.,v52¹f). We note that
the derivative boundary conditions employed in~1! to model
the hardwall conditions are mathematically designated as
Neumann boundary conditions and will be referred to as
such throughout the remaining discussion. We also point out
that the potential is related to the acoustic pressure through
the relationshipp5r f(]f/]t) wherer f denotes the equilib-
rium density of the interior acoustic field.

2. Plate dynamics

In developing dynamic equations for the plate, it is as-
sumed that the displacements are within the range of linear
theory and that rotational effects are negligible. Both of these
assumptions have been validated through parameter estima-
tion for the plate in the experimental setup~see Ref. 12!.
Furthermore, it is assumed thats piezoceramic patch pairs
are bonded to the plate and driven out-of-phase so as to
produce pure bending moments. Finally, it is assumed that
boundary clamps are sufficiently tight to permit the use of
clamped-edge boundary conditions. This latter assumption is
again justified by the experimental results in Ref. 12.

As detailed in Refs. 13 and 14, an appropriate model for
the circular plate derived under the assumption of negligible
air damping is
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]u2
5g~ t,r ,u!,

w~ t,R,u!5
]w

]r
~ t,R,u!50,

wherew is the transverse plate displacement,r is the struc-
tural density, andg is a general surface force input term. The
general moments are given by

Mr5Mr2~Mr !pe ,

Mu5M u2~M u!pe ,

M ru5Mru ,

where Mr ,M u , and Mru are internal plate moments and
(Mr)pe and (M u)pe are the external moments generated by
the patches.

The internal moments for the circular plate withs pairs
of surface-mounted piezoceramic patches have the form

FIG. 1. Cylindrical structural acoustic system with a fixed plate at one end.

874 874J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Banks et al.: Compensator design for structural acoustic systems



Mr5DKr1D̃Ku1cDK̇r1 c̃ DK̇u ,

M u5DKu1D̃Kr1cDK̇u1 c̃ DK̇r , ~2!

Mru5M ur5
D

2
t2

D̃

2
t1

cD

2
ṫ2
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The global flexural rigidity parametersD, D̃, and Kelvin–
Voigt damping parameterscD and c̃ D are given by
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where the Young’s modulus, density coefficient, Poisson ra-
tio, and Kelvin–Voigt damping coefficient for the plate are
denoted byEp , rp , np , andĉDp

, respectively, while similar
parameters for the patches and bonding layer are denoted by
Epe , rpe , npe ,ĉDpe

andEbl , rbl , nbl , ĉDbl
, respectively.

The constants a3bl [(h/21Tbl )32(h/2)3, a3pe[(h/2
1Tbl 1T)32(h/21Tbl )3 arise from integration through the
bonding layerTbl and patch thicknessT while x i(r ,u) de-
notes the characteristic function which has a value of 1 in the
region covered by thei th patch and is 0 elsewhere. Finally,
the mass density also exhibits a piecewise constant nature
due to the presence of the patches and is given by

r~r ,u!5rp1
2

h (
i 51

s

@rbl Tbl 1rpeT#x i~r ,u!.

We point out that if the plate, patches, and bonding lay-
ers have the same Poisson ratios (np5npe5nbl 5n), then
the internal moment expressions reduce to the familiar rela-
tions for a thin plate with variable thickness due to the bond-

ing layers and patches. For example,Mr in this case is given
by
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with D andcD defined in~3!.
The external moments generated by the patches in re-

sponse to an applied voltage~out-of-phase for the patch pair!
are given by

~Mr !pe5~M u!pe52(
i 51

s

K i
Bui~ t !x i~r ,u!, ~4!

whereui(t) is the voltage into thei th patch pair andK i
B is

a parameter which depends on the geometry, piezoceramic
and plate material properties, and piezoelectric strain con-
stant~see Ref. 15 for details!. Note that~4! accounts for the
electromechanical coupling through which an applied volt-
age is converted to mechanical input.

3. Structural acoustic coupling

Two structural acoustic coupling mechanisms are inher-
ent in the system. The first accounts for the influence of the
internal and external acoustic fields on the structure. It yields
the input term

g~ t,r ,u!5 f ~ t,r ,u!2r f

]f

]t
„t,r ,u,w~ t,r ,u!…,

where f is a surface force modeling the exogenous loud-
speaker input andr f(]f/]t)5p is the backpressure force
due to the interior field. The second mechanism is respon-
sible for the transfer of energy from the plate to the interior
field. It is modeled by the continuity of velocity condition

]f

]z
„t,r ,u,w~ t,r ,u!…52

]w

]t
~ t,r ,u!, ~r ,u!PG0 , t.0

~recall that due to the definition of the potentialf,
2]f/]z is the acoustic velocity in thez-direction!. Because
both conditions occur at the moving plate surface, they are
inherently nonlinear. Under the assumptions of small dis-
placements, however, it is reasonable to linearize about the
rest state to obtain

g~ t,r ,u!5 f ~ t,r ,u!2r f

]f

]t
~ t,r ,u,0!,

]f

]z
~ t,r ,u,0!52

]w

]t
~ t,r ,u!

~see Ref. 3 for numerical investigations validating this as-
sumption!.

4. Strong form of system model

Consolidation of components yields the strong form of
the coupled acoustic/structural/ electromechanical model
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It is noted that in this form, moments are differentiated in the
plate component. Because the moments are discontinuous
due to piecewise constant material parameters and control
inputs, this leads to regularity problems associated with the
differentiation of a Dirac delta ‘‘function.’’ To avoid ensuing
difficulties with the differentiation and to reduce smoothness
requirements on approximating bases, it is advantageous to
reformulate the problem in a corresponding weak or varia-
tional form.

5. Weak formulation of system model

To provide classes of functions which are considered
when defining a variational form of the problem, we consider
the state spaceX5 L̄ 2(V)3L2(G0) and space of test func-
tions V5H̄1(V)3H0

2(G0) where H0
2(G0)5$cPH2(G0):

c5]c/]r 50 at r 5R%. Here L̄ 2(V) and H̄1(V) are the
quotient spaces ofL2(V) andH1(V) over the constant func-
tions ~the use of these spaces is due to the fact that the
potentials are determined only up to a constant!.

As detailed in Refs. 13 and 14, an appropriate varia-
tional form of the coupled system model is

E
V

r f

c2

]2f

]t2
j̄ dv1E

V
r f“f •¹j dv1E

G0

rh
]2w

]t2
h̄dg

2E
G0

Mr

]2h

]r 2
dg2E

G0

1

r
M u

]h

]r
dg

2E
G0

1

r 2
Mru

]2h

]u2
dg22E

G0

1

r
Mru

]2h

]r ]u
dg

12E
G0

1

r 2
Mru

]h

]u
dg1E

G0

r f S ]f

]t
h̄2

]w

]t
j̄ Ddg

5E
G0

(
i 51

s

K i
Bui~ t !¹2hx i~r ,u!dg1E

G0

f h̄ dg ~6!

for all test functions (j,h)PV. In this formulation,
dv5rdrdudz anddg5rdrdu while the overbars in~6! de-
note complex conjugates. An abstract formulation for this
model, which leads to well-posedness results, is given in
Refs. 13, 14, and 16.

B. Spatial approximation

To obtain a time-dependent ODE system suitable for
simulations, parameter estimation, and control, a semidis-
cretization of the plate and acoustic states was performed. As
detailed in Ref. 14, appropriate Galerkin approximations of
the displacement and potential are given by

wN ~ t,r ,u!5(
j 51

N

wj
N ~ t !Bj

N ~r ,u!,

fM~ t,r ,u,z!5(
j 51

M

f j
M~ t !Bj

M~r ,u,z!.

The basis$Bj
N (r ,u)% is constructed from modified cubic

splines inr combined with periodic Fourier components inu
while modified Legendre polynomials inr andz were com-
bined with Fourier components inu to obtain$Bj

M(r ,u,z)%.
In all examples which follow, a total ofM599 andN 512
basis functions were employed.

Projection of the system~6! onto the finite dimensional
subspace spanned by the bases yields aP 52(M1N ) di-
mensional ODE system

M P ẋP~ t !5ÃPxP~ t !1B̃Pu~ t !1F̃P~ t !,
~7!

M PxP~0!5 x̃0
P .

The vector xP (t) has the form xP (t)5@w(t),q(t),
ẇ(t),q̇(t)] T, where w(t)5@f1

M(t), . . . ,fM
M(t)# and

q(t)5@w1
N (t), . . . ,wN

N (t)# contain the generalized Fourier
coefficients for the approximate acoustic potential and plate
displacement, respectively. The vectoru(t)5@u1(t),
. . . ,us(t)#T contains thes patch input variables. The system
matrices and vectors have the form

M P 5F KA

KP

MA

M P

G , ~8!
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Ã P 5F KA

KP

2KA 2Ac1

2KP 2Ac2 2CP

G
and

B̃ P 5@0 , 0 , 0,B̂#T, F̃P~ t !5@0 , 0 ,0 ,ĝ~ t !#T.

The vectorx̃0
P contains the projections of the initial values

into the approximating finite dimensional subspaces whileB̂
and ĝ(t) contain the input terms. The component matrices
M P ,KP , andCP are the mass, stiffness, and damping matri-
ces for theisolatedplate whileMA andKA denote the mass
and stiffness matrices which arise when approximating the
uncoupledwave equation with Neumann boundary condi-
tions on a cylindrical domain~see Ref. 14 for details regard-
ing these formulations!. Contributions due to the coupling
are contained in the matrices

@Ac1# i ,l 52E
G0

r fBl
N Bi

Mdg,

@Ac2# l ,i5E
G0

r fBi
MBl

N dg

where the index ranges arei 51,...,M and l 51,...,N .
Multiplication by the inverted system mass matrix then

yields the equivalent Cauchy system

ẋP~ t !5APxP~ t !1BPu~ t !1FP~ t !,
~9!

xP~0!5x0
P .

1. Observed system

In control applications, one typically has available only
a limited number of state observations. Hence for implemen-
tation purpose, a finite dimensional observation operatorCP

yielding approximate state observations

yP~ t !5CPxP~ t ! ~10!

must be developed. It is assumed here that a total ofm mea-
surements are made at the points

Potential:v i f
, i f51,...,Nf

Displacement:g i w
, i w51,...,Nw

Pressure:v i p
, i p51,...,Np

Velocity: g i v
, i v51,...,Nv

6 ⇒m5Nf1Nw

1Np1Nv .

~11!

An appropriate observation operator is then

CP 5FCf 0 0 0

0 Cw 0 0

0 0 Cp 0

0 0 0 Cv

G ,

CfPRNf3M

CwPRNw3N

CpPRNp3M

CvPRNv3N

~12!

where

@Cf# i f ,k5Bk
M~v i f

!5E
V

d~v2v i f
!Bk

M dv,

@Cw# i w ,k5Bk
N ~g i w

!5E
G0

d~g2g i w
!Bk

N dg,

@Cp# i p ,k5Bk
M~v i p

!5E
V

r fd~v2v i p
!Bk

M dv,

@Cv# i v ,k5Bk
N ~g i v

!5E
G0

d~g2g i v
!Bk

N dg.

Note that thei fth observation of the approximate potential is
given by

@y~ t !# i f
5@Cfw~ t !# i f

5fM~ t,v i f
!

with analogous expressions for the observed displacement,
pressure, and velocity.

2. Unmodeled dynamics

The system~9! provides an approximation of the struc-
tural acoustic and electromechanical components of the ex-
perimental system described at the beginning of this section.
It ignores, however, the electrical effects of the necessary
control circuitry ~e.g., amplifiers, filters, A/D and D/A con-
verters! and unmodeled physical contributions which are un-
avoidable in experimental systems. For example, the damp-
ing provided by the patches when the circuit is completed is
not explicitly included in the model.

To incorporate such unmodeled effects, uncertainties in
the form of additive random state perturbations are included
in the model. Witha1(t), . . . ,a4(t) taken as random vari-
ables on@20.1,0.1#, this can be accomplished through the
inclusion of a term

DPhP~ t ![F 0 0

0 0

2KA 2Ac1

2KP 2Ac2 2CP

G F a1w~ t !

a2q~ t !

a3ẇ~ t !

a4q̇~ t !
G

~13!

in the finite dimensional model~7!. Note that this yields the
coupled dynamic ODE system

MAẅ~ t !1KA@11a1~ t !#w~ t !1Ac1@11a4~ t !#q̇~ t !50,

M Pq̈~ t !1CP@11a4~ t !#q̇~ t !1KP@11a2~ t !#q~ t !

~14!

1Ac2@11a3~ t !#ẇ~ t !5B̂u~ t !1ĝ~ t !

which incorporates damping and stiffness uncertainties.
While other choices forDP exist,4,17 this construction incor-
porates uncertainties at the constitutive level. It is further
motivated by experimental results in Ref. 12 which demon-
strate that while damping effects due to completed patch cir-
cuits are unmodeled, the effect is phenomenologically simi-
lar to the Kelvin–Voigt damping. This is exactly the manner
through which damping uncertainties are incorporated in
~13!.
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It is further assumed that errors proportional to the out-
put are found in the observed data. To include these contri-
butions, the observations are taken of the form

yP~ t !5CPxP~ t !1EPh~ t !,

where@EPh(t)# j5â j (t)@CPxP (t)# j , j 51,...,m. Hereâ j (t)
is a random variable on@20.1,0.1#.

To summarize, the observed system with state and mea-
surement uncertainties is given by

ẋP~ t !5APxP~ t !1BPu~ t !1DPh~ t !1FP~ t !,
~15!

yP~ t !5CPxP~ t !1EPh~ t !.

C. Control formulation

We briefly summarize here the methodology for the
H`/MinMax periodic control of the finite dimensional struc-
tural acoustic system~see Ref. 17 for details!. It is assumed
that the only exogenous moments and forces being applied to
the plate are periodic forces having a periodt; hence
F(0)5F(t) in ~15!. Note that in accordance with usual fi-
nite dimensional control convention, we will drop all super-
scripts throughout the remainder of this work. It can be as-
sumed throughout that the system dimension is
P 52(M1N ).

1. Full state feedback

For the case withfull stateinformation, the system to be
controlled is

ẋ~ t !5Ax~ t !1Bu~ t !1Dh~ t !1F~ t !,
~16!

x~0!5x~t!.

The performance outputz(t)PZ is given by

z~ t !5Hx~ t !1Gu~ t !,

whereZ is a performance output space~see Refs. 18 and 19!.
For the finite dimensional approximate system, the problem
of determining a controlling voltage can then be posed as the
problem of finding uPL2(0,t;U) which minimizes the
steady-state disturbance-augmented functional

J~u!5E
0

t

$^Qx~ t !,x~ t !&RP1^Ru~ t !,u~ t !&Rs

2g2uh~ t !uW
2 %dt,

wherex(t) solves~16!, R5GTG is ans3s diagonal matrix
containing weights which penalize overly large voltages to
the patches,20 andW denotes the space in which disturbances
evolve. An appropriate choice for the nonnegative matrix
Q5HTH, which stems from energy considerations, is a di-
agonal matrix multiple of the mass matrix in~7! ~see Ref. 2!.
Here gPR is a fixed positive constant which is a design
parameter to be chosen as small as possible. In this case, the
H` norm of the closed loop disturbance to performance out-
put transfer function fromh(•) to z(•) is bounded above
by g.

Under suitable conditions~see Ref. 21!, optimal control
theory can then be used to show that the optimal controlling
voltage is given by

u~ t !52Kx~ t !1R21BTr ~ t !, ~17!

whereK5R21BTP and P is the unique nonnegative self-
adjoint solution to the algebraic Riccati equation

ATP1PA2PS BR21BT2
1

g2
DDTD P1Q50.

The tracking componentr (t) solves the adjoint equation

ṙ ~ t !52FA2S BR21BT2
1

g2
DDTD PGT

r ~ t !1PF~ t !,

~18!
r ~0!5r ~t!.

2. Output feedback

The feedback law~17! is idealized in the sense that it
requires knowledge of the full state~displacement, velocity,
potential and pressure! which, using current instrumentation,
is not possible. Instead, one typically has available measure-
ments at a discrete number of points@see~10!#. From these
observationsy, the state is reconstructed or estimated by
solving the MinMax state estimator equation

ẋ̂~ t !5FA2FcC2BK1
1

g2
DDTPG x̂~ t !1Fcy~ t !

1F~ t !1S BR21BT2
1

g2
DDTD r ~ t !,

~19!
x̂~0!5 x̂~t!

~see Refs. 4, 17, 20 and 21!. The observer gainFc has a form
similar to that of the feedback gainK and is given by
Fc5@ I 2(1/g2)SP#21SCTN e

21 . HereN e is a design ma-
trix which is related to the effect of noise in the data andS
solves a second algebraic Riccati equation

AS1SAT2SS CTN e
21C2

1

g2
QD S1DDT50. ~20!

In addition to the self adjointness and non-negativity of the
matricesP and S, a supplementary condition is typically
imposed, namely the boundedness of the spectral radius of
SP by g2 ~see Refs. 18–20!. This latter condition can be
expressed as

rsp~SP!,g2.

Once a state estimatex̂(t) is obtained, the controlling
voltage is given by

u~ t !52Kx̂~ t !1R21BTr ~ t !, ~21!

where r (t) is again the uniquet-periodic solution of the
adjoint or tracking equation~18!.

II. OPEN LOOP SIMULATIONS

To illustrate the effects of coupling and the manner
through which the plate and acoustic components contribute
to the coupled system dynamics, we summarize here charac-
teristic open loop dynamics for the system. The dimensions
for the system were chosen to be compatible with those of
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the experimental cylinder at NASA Langley Research Center
which has lengthl 51.067 m~42 in.! and radiusR50.229 m
~9 in.!. The end-mounted plate has thicknessh50.00127 m
~0.05 in.! with a pair of centered piezoceramic patches with
respective thickness and radiushpe50.00018 m~0.007 in.!
andRpe50.019 m~0.75 in.!. These values were then used for
the simulations reported here. The physical parameters for
the simulations are summarized in Table I. As reported in
Ref. 12, these values are also consistent with physical param-
eters for the experimental setup.

Throughout this section, control inputs are excluded
@u(t)50# and impactlike spatial and acoustic inputs are used
to generate transient system responses. A comparison of
natural frequencies is then used to quantify the contributions
of the structural and acoustic components and the two cou-
pling mechanisms modeled by force~pressure! and velocity
balancing.

To provide a baseline for comparison, natural frequen-
cies for theisolatedplate and acoustic field are summarized
in Table II. As detailed in Refs. 13 and 14, where the full set
of frequencies are provided, the plate frequencies were cal-
culated under the assumption of no damping (cD50) while
the acoustic frequencies were calculated under the assump-
tion of fully Neumann boundary conditions.

As discussed in Sec. I, force balancing is used to incor-
porate the acoustic effects on the structure; this leads to a
pressure input term in the modeling acoustic equation. Ve-
locity balancing incorporates the converse coupling mecha-
nism through which energy is transmitted from the structure
to the acoustic field. In terms of the component matrices in
~7!, these coupling components enter as input terms in the
vector equations

MAẅ~ t !1KAw~ t !52Ac1q̇~ t !1FMg~ t !,
~22!

M Pq̈~ t !1CPq̇~ t !1KPq~ t !52Ac2ẇ~ t !1FN f ~ t !

@compare with~14!#.
The vectorsFMg(t) andFN f (t) incorporate the exog-

enous input to the cavity and plate, respectively. For an im-
pact at timet5t0 applied at the plate point (r 0 ,u0), the
components ofFN f (t) are given by

@FN f ~ t !#k5d~ t2t0!E
G0

d~r 2r 0 ,u2u0!Bk
N dg

5d~ t2t0!Bk
N ~r 0 ,u0!

with a similar expression for the acoustic input. Note that
one can considerg(t)[0 if no acoustic input is present as is
the case in the coupled structural acoustic control problem.
In all examples here, plate impacts are at (r ,u)5(0,0) while
cavity impacts are at (r ,u,z)5(0,0,l /3).

By considering various coupling combinations~e.g.,
Ac1[0 eliminates the coupling mechanism through which
energy is transmitted from the plate to the cavity! and force
inputs f (t),g(t), the effects of the two coupling mechanisms
were isolated. The six coupling/input combinations are de-
picted in Fig. 2 and are summarized below.
Case„i…: Coupling from structure to field

To illustrate the case in which coupling from the struc-
ture to the acoustic field is incorporated in the model but
energy transfer from the field to the structure is neglected,
we let Ac2[0 in ~22! and ~8!. This case is depicted in
Fig. 2~a!. Note that the exogenous forceFMg(t) and velocity
coupling provide input to the cavity while the only input to
the plate is provided by the exogenous forceFN f (t).

Consider first the force choicesg(t)50,f (t)5d(t2t0)
which models an impact to the plate with no exogenous force
to the cavity. Because the plate is unaffected by the acoustic
field in this case, natural frequencies measured on the plate
will be close to those summarized in Table II with differ-
ences due only to the Kelvin–Voigt damping. The structure
acts as an input to the cavity with frequencies governed by
the harmonics of the plate. Hence both plate and wave fre-
quencies will be measured in the cavity. The frequencies
obtained via~7! at the plate pointp15(0,0) and cavity point
c25(0,0,0.35) depicted in Fig. 3 are summarized in
Table III. Frequencies calculated at the plate point are indi-
cated in the table byp while c denotes frequencies measured
at c2. It should be noted that to within the sampling resolu-
tion, the frequencies calculated at both points agree with
those for the isolated components which are summarized in
Table II. Furthermore, Table III illustrates the transmission
of plate frequencies into the cavity.

FIG. 2. Coupling combinations with plate and acoustic impulse forces at the
point x; ~a! coupling from structure to field;~b! coupling from field to
structure, and~c! full structural acoustic coupling.

TABLE I. Physical parameters for the structure and acoustic cavity.

Structure Acoustic cavity

Parameter Plate Plate1 Pzt Parameter Cavity

r•Thickness~kg/m2! 3.429 3.489 r f (kg/m3) 1.21
D ~N•m! 13.601 13.901
cD ~N•m•s! 1.150-4 2.250-4
n 0.33 0.32
K B~N/V! 0.027

c ~m/s! 343

TABLE II. Axisymmetric natural frequencies for theisolated and un-
dampedplate and cavity~in hertz!. The cavity mode (m,n,p), correspond-
ing to frequencyf mnp , hasm nodal lines inu, n nodal circles inr and p
nodal linesz ~similarly for plate modes!.

Plate (f mn) Cavity (f mnp)

~0,0! 62.0 ~0,0,1! 160.8 ~0,1,0! 915.0
~0,1! 241.2 ~0,0,2! 321.5 ~0,1,1! 929.0
~0,2! 540.5 ~0,0,3! 482.3 ~0,1,2! 969.9
~0,3! 959.5 ~0,0,4! 643.0

~0,0,5! 803.8
~0,0,6! 964.6
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The conclusion for general structural acoustic systems
will be similar. The incorporation ofonly the velocity cou-
pling in the model will lead to a system response similar to
that of the components with structural frequencies propa-
gated into the acoustic field. This type of model might be
useful if considering far-field acoustics generated by a vibrat-
ing structure~e.g., transformer!. As illustrated in Case~iii !,
however, it may provide inaccurate system frequencies in
applications in which the acoustic oscillations couple back to
the structure.

The second choiceg(t)5d(t2t0), f (t)50 models an
impact in the cavity with no exogenous force to the plate.
The purely cavity frequencies summarized in Table II will be
present at the cavity pointc2. No response will be noted on
the plate since the coupling between the field and plate is
neglected in this case.
Case„ii …: Coupling from field to structure

This case can be quantified by consideringAc1[0 in
~8!. As shown in~22! and depicted in Fig. 2~b!, the model in
this case incorporates the acoustic influence upon the struc-
ture but neglects structural influence upon the field. The dy-
namics can be predicted from those observed in Case~i! with
the opposite mechanism. The acoustic frequencies are propa-
gated to the structure wheng(t)5d(t2t0), f (t)50 with
both sets close to the those of the isolated components~the
only deviation is a slight shift in the structural frequencies
due to the Kelvin–Voigt damping!. This model will be ac-
curateonly for systems in which the field strongly drives the
structure with negligible feedback from the structure to the
field.
Case„iii …: Full coupling between field and structure

The case of primary interest for the system considered
here is that in which both coupling mechanisms are incorpo-
rated in the system model. Hence both the matrixAc1 ~ve-
locity coupling! and matrixAc2 ~pressure coupling! are in-
cluded in the ODE system~8! or ~22!.

System frequencies for this case are summarized in
Table IV. A comparison between these results and corre-

sponding frequencies for the uncoupled plate and acoustic
field ~see Table II! indicates that while the system response
reflects the structural and acoustic components, the system
frequencies are shifted from those of the components due to
the coupling. The three system frequencies corresponding to
the plate component~59.5, 239.5, and 538.2 Hz! are lower
than the corresponding frequencies of the isolated plate.
Thus the coupled acoustic field effectively mass loads the
structure. The remaining system frequencies correspond to
the acoustic component. They are higher than those for the
isolated wave fields which indicates that the coupling of the
plate to the acoustic field provides a stiffening effect to the
field. For the geometry investigated here, we observe fre-
quency shifts of approximately 2.5 Hz ('5%) for lower
frequencies and 3 to 4 Hz ('1% to 2%) for higher frequen-
cies. Hence in many applications, the uncoupled systems will
provide sufficient modal information.

However, for many systems which are closed in the
sense that both acoustic/structure and structure/acoustic in-
teractions are present, both mechanisms may need to be in-
corporated in the model to accurately match dynamics.
Omission of either mechanism will lead to model frequen-
cies which match those of the isolated components but may
not match those of the actual coupled system. Employment
of a model which neglects coupling components in a PDE-
based controller can lead to decreased control authority. If
the neglected coupling is significant, the controller will be
destabilized by the ensuing frequency inaccuracies.

III. CLOSED LOOP SIMULATIONS—SHORT CYLINDER

For compensator design, the spatially discretized model
~15! with full structural acoustic coupling was considered.
The performances of the full stateH`/MinMax feedback
control, output feedback MinMax control, and linear qua-
dratic Gaussian~LQG! feedback control~Kalman filter! were
then compared with open loop system responses for a variety
of sensor configurations and geometries. This provided a
means of evaluating and utilizing the coupling in the model-
based compensator.

To illustrate, two geometries for the structural acoustic
system were considered. For the first, dimensions consistent
with those of the experimental chamber in the Acoustics Di-
vision, NASA Langley Research Center were used~see the
discussion in Sec. II and Table I!. This provided simulation
results which can be used to predict experimental dynamics
and guide experiments involving that setup. The numerical
results for this geometry are reported in this section. The
second geometry involves an acoustic chamber whose length
is significantly longer than the diameter of the vibrating

FIG. 3. The structural acoustic system with evaluation pointsp15(0,0),
c15(0,0.05),c25(0,0,0.35),c45(0,0,1.0), and evaluation lineL1.

TABLE III. System frequencies obtained withAc2[0; p: frequencies ob-
served at the plate pointp15(0,0), c: frequencies observed at the cavity
point c25(0,0,0.35).

Natural system frequencies

p,c 62.0 c 160.8 c 915.4
p,c 241.2 c 321.5 c 928.1
p,c 540.5 c 482.3 c 969.8
p 959.5 c 643.7

c 806.6

TABLE IV. System frequencies obtained with full structural acoustic cou-
pling conditions;p: frequencies observed at the plate pointp15(0,0), c:
frequencies observed at the cavity pointc25(0,0,0.35).

Natural system frequencies

p,c 59.5 p,c 163.4 c 915.6
p,c 239.5 p,c 324.1 p,c 929.3
p,c 538.2 p,c 483.1 p,c 971.0

p,c 645.2
p,c 807.5
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plate. This illustrates the manner through which the acoustic
wave equation describes the effective physical delays due to
relatively slow wave speeds. It also indicates controllability
issues which must be considered when designing controllers
for such systems. Results for this geometry are summarized
in Sec. IV.

The exogenous force to the plate was taken to be

f ~ t,r ,u!528.8@sin~2p170t !1sin~2p330t !

1sin~2p100t !1sin~2p250t !# ~23!

for 0<r<R, 0<u,2p. This models a plane acoustic wave
with an rms sound-pressure level of 126 dB. This excites a
combination of modes since the first two frequencies~170
Hz, 330 Hz! couple readily with cavitylike modes while the
latter two frequencies strongly affect platelike frequencies
~see Tables II and IV!.

Consideration of the control laws outlined in Sec. I C
indicates several design parameters which can be used to
weight input and output values as well as various states and
sensors. The specific design of the model uncertainty matrix
D and output uncertainty matrixE also can be modified ac-
cording to the application. Furthermore, the parameterg
which bounds theH` norm of the transfer function from
disturbance to performance output can be tuned to improve
performance.

Various criteria are considered when choosing these de-
sign parameters. These include overall attenuation levels,
control magnitude~overly large voltages will destroy the
patches!, conditioning of Riccati solutions and spectrum sta-
bility of the closed loop system. Many of these issues are
addressed in Ref. 22 and the reader is referred to that refer-
ence for a general discussion of these design criteria. Refer-
ence 16 contains details regarding the specific choices for
these simulations.

The design criteria involving the state, observation, and
control weights, and MinMax parameterg, arise from the
formulation of the control law rather than the physics of the
problem. The placement and number of sensors and actua-
tors, however, is a design criterion which is directly related
to the physics. As mentioned previously, a pair of circular,
centered piezoceramic patches are employed as actuators in
the experimental system. These actuators are glued to the
plate and are considered as permanent throughout both ex-
periments and simulations. The use of this single pair proved
adequate for this geometry and axisymmetric force~23! but
led to controllability problems in the long cylinder discussed
in the next section.

The sensors are often more portable~unless piezocer-
amic patches or other permanently bonded materials are em-
ployed! and a variety of configurations were considered. Cri-
teria which are considered when determining number and
placement are hardware limitations~restricted number of in-
put channels for data acquisition!, physical constraints~sen-
sors outside a transformer or submarine are unsuitable!, Ric-
cati solution conditioning, etc. The hardware constraints
limit the available number of sensors while physical con-
straints often make it advantageous to limit the types and
placement of sensors. The ideal case is to eliminate the
acoustic sensors entirely and use the model with coupling
along with structural data to reconstruct the acoustic state.

For the simulations presented here, three sensor configu-
rations were considered as summarized in Table V. In all
cases, the number of sensors measuring the potential was
taken to beNf50 in ~11! when constructing the observation
matrix ~12!. This is due to the fact that the potential is not a
readily measured state.

For compensator I, 5 microphone, 5 velocity, and 5 dis-
placement measurements at the observation points

v1p
5~0,0,0.0334!, g1w

5g1v
5~R/3,0!,

v2p
5~R,0,l /2!, g2w

5g2v
5~R/3,p!,

v3p
5~R,p,l /2!, g3w

5g3v
5~2R/3,p/2!,

v4p
5~R,p/2,l !, g4w

5g4v
5~2R/3,7p/6!,

v5p
5~R,3p/2,l !, g5w

5g5v
5~2R/3,11p/6!

were used for state reconstruction~see Fig. 4!. This implies
that Np5Nw5Nv55 in ~12!.

Compensator II differs from compensator I in the man-
ner through which the microphone observation submatrixCp

is employed. For the calculation of the observer gain through
solution of the observer Riccati equation~20!, this submatrix
was retained so that the full observation matrixC had dimen-
sion (Np1Nw1Nv)3(2N 1M). For the calculation of the

FIG. 4. Pressure and plate observation points for the structural acoustic
system.

TABLE V. Full state and output feedback control laws with sensor numbers.

Sensors
Sensor components
for Riccati solution

Sensor components
for control computationMics. Disp. Vel.

Compensator I 5 5 5 Np5Nw5Nv55 Np5Nw5Nv55
Compensator II 5 Virtual 5 5 Np5Nw5Nv55 Np50, Nw5Nv55
Compensator III 5 Virtual 5 Virtual 5 Np5Nw5Nv55 Np5Nw50, Nv55
Kalman filter 5 5 5 Np5Nw5Nv55 Np5Nw5Nv55

H` Control Full state
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state output~15! and the state estimatex̂(t) solving ~19!,
however, only plate measurements were considered so
Np50 which results in a null submatrixCp in ~12!. The
acoustic sensors utilized in this manner are referred to as
virtual microphones.

This second compensator is motivated by the goal of
eliminating the acoustic sensors and utilizing the coupled
model for state reconstruction using solely structural data.
This is what is implemented in the state calculations~19!.
The motivation for including the pressure submatrixCp

when calculating the observer gain is the maintenance of
conditioning for Riccati solutions, lower spectral radii, and
closed loop spectrum bounds. As illustrated in Ref. 16, solu-
tion of the observer Riccati equation~20! with solely struc-
tural observation components leads to unacceptable condi-
tioning and spectral radii when computing observer gains.

Compensator III utilizes both virtual microphones and
virtual displacement sensors so that the only physical data
used when estimating the state are velocity measurements.
This is motivated by physical constraints on structural sen-
sors. Displacement measurements using proximity sensors
are typically difficult to obtain whereas velocity measure-
ments can be obtained using laser vibrometers or integration
of accelerometer data. Nonzero initial conditions for the state
estimator were employed in all three compensators. As de-
tailed in Ref. 16, this permitted additional comparison be-
tween the performance of the three compensators.

The construction of a controller using virtual sensors
provides a great deal of flexibility. In addition to permitting
the design of controllers utilizing certain state measurements,
it provides the capability for developing controllers designed
for a variety of environments. The observation gains are
computed using the full observation matrix in each case. The
observer submatricesCp , Cw , Cv can then be incorporated
or omitted in the state estimator computations depending on
the available data. This allows for some latitude in sensor
location as well as the disabling~in the data collection pro-
cess! of damaged or superfluous sensors. While heuristic in
nature, the dual incorporation of the observation submatrices
to accommodate virtual sensors proves an effective tech-
nique for reducing the number of physical sensors while
maintaining the conditioning of the gain and observer matri-
ces.

The final control laws considered are the full state
H`/MinMax controller ~17! and the Kalman filter which re-
sults withg5`. These two laws provide benchmarks against
which to compare theH`/MinMax output feedback control-
lers.

Trajectories for the uncontrolled system and system con-
trolled via the five control laws were computed over the time
interval@0,0.16# with 0%,5%, and 10% relative noise added
to the model and observations. The rms pressure values at
the cavity pointsc1 , c2 , c3 and the rms displacement at the
plate centerp15(0,0) for the 5% noise case are summarized
in Table VI. Time domain plots of the uncontrolled and con-
trolled pressure atc15(0,0,0.05) are given in Fig. 5 while
the rms sound pressure values along the central axisL1 ~see
Fig. 3! are plotted in Fig. 6.

As expected, the full stateH`/MinMax controller pro-
vides the best performance since it utilizes the most informa-
tion. With 5% noise, it provides a 12.5-dB reduction atc1

with equally significant reductions throughout the length of
the cavity. The Kalman filter yields an 8.5-dB reduction atc1

with performance less than the full state MinMax control due
to the limited number of observations and the lack of robust-
ness in the presence of noise. The three MinMax compensa-
tors yield 7 to 8 dB reductions atc1 with similar perfor-
mances throughout the cavity. In comparing the rms values
and time plots of the three compensators, it is noted that the
performance of compensator I with measurements of pres-
sure, displacement, and velocity is only 1–2 dB better than
that of compensators II and III. Recall from Table V that
compensator III employsonly 5 velocity sensors for the ac-
tual state reconstruction. The pre-computed gains and
coupled model provide the remaining information required
for accurate state estimation and control computation.

The global nature of the noise reduction should also be
noted. Both time and rms plots illustrate that model-based
controllers employing the structure-mounted actuator pro-
vide significant attenuationthroughoutthe cavity.

These results demonstrate the possibility of obtaining
very effective control attenuation using only structural obser-
vations with the coupled model used to estimate the struc-
tural and acoustic states. This is important in many interior
field applications such as the structural acoustic system de-
scribed here and crucial in exterior field applications~e.g.,
transformer or submarine! where acoustic measurements
may be impossible to attain.

IV. CLOSED LOOP SIMULATIONS—LONG CYLINDER

Two physical mechanisms that contribute significantly
to the difficulty in controlling structure-borne noise are the
structural acoustic coupling and the relatively slow wave
speed in the acoustic field. The effects and utilization of the
coupling have been described in previous sections and will

TABLE VI. Sound-pressure levels and displacements~rms! in the presence of 5% noise.

Sound-pressure level~dB! Displacement~m!

c1 c2 c3 p1

Open loop 119.7 113.7 119.7 12.431025

MinMax full state 107.2 103.2 104.1 8.031025

Kalman filter ~I! 111.3 105.9 110.9 8.031025

MinMax compensator~I! 111.3 105.9 110.9 8.031025

MinMax compensator~II ! 112.8 106.9 112.3 8.031025

MinMax compensator~III ! 112.8 106.9 112.3 8.031025
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be readdressed in Sec. V. The efficacy of using the dynamic
wave model to incorporate the wave speed is illustrated here
through consideration of a cylinder whose length is signifi-
cantly larger than the end-mounted vibrating plate@see
Fig. 7~a!#. Specifically, the plate has the same dimensions as
that in previous sections while the length of the cylinder is
now 3.206 m. This yields a cylindrical length to plate diam-

eter ratio of 7 as compared to 2.33 in Sec. III. The forcing
function in ~23! was again used to model a uniform periodic
acoustic field driving the plate.

For these simulations, three patch configurations were
considered as depicted in Fig. 7. Specifically, two pairs were
circular (r 150, r 25R/12 andr 150, r 25R/4) and one was
ringlike (r 15R/3, r 25R/2). The smaller patch dimension

FIG. 5. Time history of sound-pressure level atc15(0,0,0.05) with 5% noise;~a! open loop,~b! full state MinMax controller,~c! MinMax compensator I,
~d! MinMax compensator II,~e! MinMax compensator III, and~f! Kalman filter.
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corresponds to that of the experimental setup used in the
Acoustics Division, NASA Langley Research Center~see
Sec. I!. The MinMax parameter choiceg510 provided an
adequate balance between conditioning and stability.

For the full state feedback law~17!, rms sound-pressure
levels along the axes

A1: ~u50, r 50, 0<z<l !,

A2: ~u50, r 5R/4, 0<z<l !,

A3: ~u50, r 5R/2, 0<z<l !,

A4: ~u50, r 53R/4, 0<z<l !

@see Fig. 7~a!# are plotted in Fig. 8. In each case, it is noted
that the small circular patch pair (r 150, r 25R/12) provides
the least attenuation whereas the patch ring provides up to 30
dB attenuation. It is also noted that negligible attenuation is
attained along the middle 1/3 of the central axis. This illus-
trates a controllability issue which arises when utilizing a
single patch pair in a system whose length is significantly
longer than the driving plate. Hence while significant attenu-

ation is achieved throughout most of the cavity, optimization
issues concerning patch number and orientation should be
investigated to attain global attenuation.

Similar results obtained with compensators I and III de-
scribed in Table V are plotted in Fig. 9. The small patch
having radiusR/12 was employed as an actuator and rms
sound-pressure levels along axis 2 are reported in the figure.
For both cases (0% and 5% noise!, 10–12-dB reductions
were obtained along this axis, even with compensator III
which employs only 5 velocity observations for state recon-
struction. The tendencies along axes 3 and 4 are similar
while the rms pressure along axis 1 still exhibits the central
region with negligible control.

For both the full state feedback controller and the com-
pensator, the information regarding propagation of the
acoustic response is provided by thedynamicwave equation
~1!. Due to the low wave speed~343 m/sec!, the time delay
between the input of voltage to the patch and the acoustic
response at a sensor is significant. If left unmodeled or un-
compensated, this delay will destabilize a controller. This is
one motivation for utilizing wave-based rather than modal-
based controllers in many acoustic applications. For imple-
mentation purposes, the wave dynamics and hence delays
must be discretized. Through the use of the Legendre-based
Galerkin method, however, these approximations can be ob-
tained to any desired accuracy. As illustrated by the results in
Figs. 8 and 9, as well as the previous section, the use of a
dynamicwave model with Legendre-based approximations
very adequately accounts for the delay thus leading to strong
attenuation for this system.

V. CLOSED LOOP SIMULATIONS–PLATE-BASED
CONTROLLER

The fact that structure-borne noise is generated by a vi-
brating structure makes it tempting to reduce the noise solely
by controlling the structure. The example we consider in this

FIG. 6. Sound-pressure level along centralz-axisL1 over the time interval@0,0.16#; ~a! 0% noise,~b! 5% noise. Compensators II and III provide graphically
identical attenuation.

FIG. 7. ~a! The acoustic cavity with observation axes 1,...,4;~b! patch with
radius r 5R/12; ~c! patch with radiusr 5R/4; and ~d! patch ring with
r 15R/4,r 25R/2.
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FIG. 8. Root-mean-square~rms! sound-pressure levels for 0% noise with full state feedback; ——–~open loop!, – – – ~small circular patch!, •••••• ~large
circular patch!, - • - • - • ~patch ring!; ~a! axis 1,~b! axis 2,~c! axis 3, and~d! axis 4.

FIG. 9. rms sound-pressure levels along axis 2 with small patch as actuator; ——–~open loop!, – – – ~full state MinMax control!, •••••• ~MinMax
compensator I!, - • - • - • ~MinMax compensator III!; ~a! 0% noise, and~b! 5% noise.
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section reinforces the tenet held by many acousticians that
this strategy is not effective in general and should be used
only for certain exogenous frequencies~see, for example,
Refs. 6 and 23!. It also illustrates the benefits of utilizing a
compensator for the coupled system which employs only
structural sensors~see compensator III of Table V! rather
than a purely structural controller.

For the structural acoustic system in this work, a purely
structural controller would be designed for the discretized
plate model

FKP 0

0 M P
GF q̇~ t !

q̈~ t !
G5F 0 KP

2KP 2CP
GFq~ t !

q̇~ t !
G1F 0

B̂
Gu~ t !

1F 0

ĝ~ t !
G1D̂h~ t !

where again,q(t) contains the generalized Fourier coeffi-
cients for displacement andM P , KP and CP are the mass,
stiffness, and damping matrices for the plate~see Sec. I!. The
control, exogenous force, and uncertainties are contained in
B̂u(t), ĝ(t), andD̂h(t), respectively. The observation ma-
trix for this case is

y~ t !5FCw 0

0 Cv
GFq~ t !

q̇~ t !
G

with 5 displacement and velocity observations
(Nw5Nv55).

Control results for the forcing functions
f 1(t)5sin(130pt), f 2(t)5sin(330pt) using the plate-based
compensator withNw5Nv55 are reported in Tables VII and
VIII. The first frequency couples effectively with the
59.5-Hz platelike mode whilef 2(t) strongly drives the
163.4-Hz cavitylike mode. For comparison, the attenuation
levels obtained with the plate-basedH`/MinMax full state
control law are also summarized in the tables.

As noted by the rms sound-pressure levels in Table VII,
the plate-based compensator is fairly effective in attenuating
noise generated primarily by a platelike mode. The results in
Table VIII illustrate that this strategy is ineffective~at some
points, sound-pressure levels are actually increased! for ex-
ogenous frequencies driving cavitylike modes~this rein-
forces observations made in Refs. 6 and 23!. While rms dis-
placement levels are reduced by a factor of nearly 4 for the
H` full state controller, sound-pressure levels remain high
due to the effective structural acoustic coupling. To attain an
effective compensator for general frequencies, the coupling
mechanisms and acoustic componentsmustbe incorporated
in the model and control law.

VI. CONCLUSION

The utilization of coupling effects in control design for
structural acoustic systems was considered in this work. One
objective in many such systems is the attenuation of
structure-borne noise through the use of surface-mounted ac-
tuators such as piezoceramic patches. Models for such sys-
tems thus have a structural/actuator component, acoustic
field components, and coupling mechanisms which model
the acoustic/structure interactions. It is through these cou-
pling mechanisms that feedback control of noise through the
structural actuators can be accomplished.

The prototypical experimental setup considered here
consisted of a cylindrical acoustic cavity with a driven cir-
cular plate mounted at one end. Piezoceramic patch pairs
driven out-of-phase to produce pure bending moments were
used as actuators. A PDE system was used to model the
structural, acoustic, and coupling components for this setup.
Galerkin approximations were used to obtain an ODE system
suitable for simulation, parameter estimation and control ap-
plications.

For this modeled system with full coupling~backpres-
sure and velocity! between the structure and adjacent acous-
tic field, numerical simulations demonstrated a 1–5-Hz shift
in system frequencies from those observed for the isolated
components. The backpressure from the field to the plate
produced platelike system frequencies lower than those of
the isolated plate; hence through the coupling, the field acts
as added mass to the plate. The coupling of the plate to the
acoustic field produces an opposite stiffening effect in that
system frequencies of acousticlike modes are higher than iso-
lated acoustic frequencies. For the geometry in these ex-
amples, the frequency shifts were fairly small and one might
obtain reasonable modal information about the system
through consideration of the uncoupled structure and acous-
tic field. In general, however, if coupling mechanisms are not
included in the model, the frequency inaccuracies can nullify
and possibly destabilize the controller.

The utilization of the coupling mechanisms can, on the
other hand, lead to very effective controllers. To illustrate
this, two sets ofH`/MinMax control laws were considered.
Full state information was assumed for the first while the
states were estimated from sensor measurements and then
employed in an output feedback law in the second. In the
latter ~the MinMax compensator!, a variety of sensor ar-
rangements were compared to determine the extent to which
the coupling could be utilized.

For various exogenous inputs, numerical simulations
demonstrated high attenuation with both the full state feed-
back law and the output feedback law with states recon-

TABLE VII. Sound-pressure and displacement levels~rms! for the 65-Hz
exogenous forcef 1(t).

Pressure level~dB! Displacement~m!

c1 c2 c3 p1

Open loop 116.4 105.4 112.4 5.25431024

H` full state 107.7 101.4 105.2 0.46431024

H` compensator 109.5 103.4 109.2 0.95031024

TABLE VIII. Sound-pressure and displacement levels~rms! for the 165-Hz
exogenous forcef 2(t).

Pressure level~dB! Displacement~m!

c1 c2 c3 p1

Open loop 122.5 117.4 122.9 0.41331024

H` full state 124.9 119.8 125.3 0.13331024

H` compensator 125.5 120.4 125.9 0.34231024
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structed using pressure, velocity and displacement measure-
ments. More importantly, the results demonstrated only a 1
to 2-dB loss of control when state measurements used for
feedback were obtainedonly from structural velocity sensors.
This latter case is important since it demonstrates that
through the coupled structural acoustic model, accurate
acoustic state information can be obtainedsolelyfrom veloc-
ity measurements. This has important ramifications in a large
number of structural acoustic systems since it demonstrates
the possibility of eliminating pressure sensors~microphones!
in the field ~microphones in a fuselage can be unwieldy
while microphones outside a submarine are unreasonable!.

Finally, numerical results demonstrating the necessity of
retaining the coupling and acoustic components when de-
signing a general control law for noise attenuation were pre-
sented. These results demonstrate that while a control law
based solely on the structural component can be effective for
exogenous frequencies near platelike frequencies, it is totally
ineffective for applications in which cavitylike modes are
excited. This reinforces the necessity of careful modeling of
the structural, acoustic, and coupling components and the
design of a compensator which utilizes all three components.
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Harmonic Green’s functions of a semi-infinite plate
with clamped or free edges
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Harmonic Green’s functions for a thin semi-infinite plate with clamped or free edges are developed
starting from either simply supported or roller supported solutions and applying corrections to
account for boundary excitation. This is achieved by connecting the solutions in terms of polar
coordinates with the solutions in Cartesian coordinates. The formal solutions in the form of
improper wave-number integrals are numerically evaluated using adaptive Clenshaw–Curtis
integration. Alternate solutions obtained for each boundary condition compare well. Only harmonic
point loads are considered in this article but the methodology may be extended to moment excitation
and distributed loads. The methodology developed here will form the basis for advancing the ray
tracing technique for vibration analysis of finite plates. ©1998 Acoustical Society of America.
@S0001-4966~98!02302-9#

PACS numbers: 43.40.Dx, 43.40.At@CBB#

INTRODUCTION

The Green’s functions for the harmonic response of
semi-infinite plates serve as the basis for a ray tracing
method used to construct solutions in finite domains and for
boundary element models. The ray tracing technique has al-
ready been implemented successfully to predict harmonic re-
sponses in beams and rectangular plates with simply sup-
ported and roller supported boundary conditions.1 New
solutions needed for clamped and free edges are developed
in this article.

A similar problem of interest to seismologists is the
propagation of tremors over the surface of an elastic half-
space due to harmonic line sources on the surface2 or buried
line sources radiating cylindrical3 or conical4 pulses. The
main focus in elastic half-space problems is the wave propa-
gation on the free surface. Other investigators have examined
the acoustic radiation Green’s functions for fluid-filled elas-
tic plates governing the production of aerodynamic sound by
sources near the edges of a semi-infinite plate5 or an infinite
plate with discontinuities.6

To the best of our knowledge, two studies have specifi-
cally addressed the Green’s functions for semi-infinite plates.
Ortner7 uses the semi-infinite clamped beam solution to ob-
tain the dynamic Green’s function for a clamped semi-
infinite plate with a special orthrotropic property. He uses
Laplace–Fourier transform techniques to derive the dynamic
Green’s function in the form of a double integral but it was
not evaluated numerically. Static Green’s function for a
clamped semi-infinite plate on an elastic foundation was ob-
tained by adding clamping terms to the simply supported
solution. Similarly Kerr8 derives the static Green’s functions
for a clamped semi-infinite plate on a Winkler foundation by
formulating an integral equation for an unknown distributed

load on the boundary line and by adding clamping terms to
the roller supported solution.

I. PROBLEM FORMULATION

A. Governing equations

The equation governing the transverse motionw(r ,t) of
an isotropic homogeneous plate of constant thickness (h) is
given by classical thin plate theory9 as

D¹4w~r ,t !1rh
]2

]t2 w~r ,t !5p~r ,t !;rPV, ~1!

whereD5Eh3/12(12n2) is the flexural rigidity of the plate,
E is the Young’s modulus,n is the Poisson’s ratio,¹4 is the
biharmonic operator,r is the mass density,p(r ,t) is the
normal force per unit area,r the position vector, andt is the
time. For harmonic excitation at a constant circular fre-
quency v, p(r ,t)5 p̂(r )exp(2ivt), the response will be
w(r ,t)5ŵ(r )exp(2ivt), allowing us to suppress the time
dependence from Eq.~1! and carry out the analysis in the
frequency domain. Thus Eq.~1! can be rewritten as

~¹42k4!ŵ~r !5
p̂~r !

D
; k45

rhv2

D
, ~2!

where k is the bending wave number. Structural damping
behavior is incorporated in the formulation by substituting
D(12 ih) for D in Eq. ~2!, h being the structural loss factor.
The negative sign inD(12 ih) is chosen to yield behavior
consistent with equivalent viscous damping for the
exp(2ivt) time dependence.

B. Boundary conditions

At a regular point~not a corner! on a continuous bound-
ary ]V, the bending momentMn(w), twisting moment
Mt(w), shear forceQn(w), and Kelvin–Kirchhoff edge re-
actionVn(w) are given by the following expressions:10a!Electronic mail: singh.3@osu.edu
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Mn~w!5
D

2 H 2~11n!¹2w1~12n!F S ]2w

]y2 2
]2w

]x2 D
3cos 2a22

]2w

]x]y
sin 2a G J et, ~3!

Mt~w!5
D~12n!

2 F S ]2w

]y2 2
]2w

]x2 D sin 2a

12
]2w

]x]y
cos 2aGen, ~4!

Qn~w!52D
]

]n
~¹2w!ez, ~5!

Vn~w!5H 2D
]

]n
~¹2w!2

]Mt

]s J ez, ~6!

where cosa5n–ex and sina5n–ey are the direction cosines
of the outward normaln, s is the tangential coordinate con-
sidered positive in the counterclockwise direction,ex,ey,ez
are the unit vectors in the coordinate directions, anden,et are
the unit vectors alongn, ]V, respectively. The four classical
boundary conditions are simple supports, roller supports,
clamped, and free edges, which satisfy the following rela-
tions on]V:

simple supports~S!: w50, Mn~w!50,

roller supports~R!: ]w/]n50, Vn~w!50,
~7!

clamped edge~C!: w50, ]w/]n50,

free edge~F!: Mn~w!50, Vn~w!50.

C. Statement of the problem

Figure 1 illustrates the plate geometry along with the
excitation and boundary conditions. Without loss of general-
ity, the semi-infinite plate is assumed to be oriented such that
its edge coincides with thex axis of the coordinate system.
The plate domainV is given byV5$(x,y)/y>0%. The plate
is excited by a unit harmonic force concentrated at
r s5(0,ys). Hencep̂(r )5d(r2r s), d being the Dirac’s delta
function. On the plate edge (y50), one of the four classical
boundary conditions described by Eq.~7! is applied. In ad-
dition, the Sommerfeld radiation condition must be satisfied
as the observation point approaches infinity in they direction

~as y→`!. We seek to derive analytical harmonic Green’s
functions of Eq.~2! in V for the excitation and boundary
conditions as described above.

D. Infinite plate solution

The Green’s function for an infinite plateG`(r ur s;k)
represents the transverse deflectionŵ(r ) due to a unit con-
centrated harmonic loadp̂(r )5d(r2r s) at r s:

G`~r ur s;k!5C@H0
1~kr !2H0

1~ ikr !#, C5
i

8k2D
, ~8!

where r 5ur2r su is the distance of the observation point
from the source location andH0

1 is the zero order Hankel
function of the first kind. The fundamental solution given by
Eq. ~8! satisfies the Sommerfeld radiation condition at infin-
ity which requires the source to yield only outgoing waves.
This is evident from the asymptotic expansion of the Hankel
functions for large argument.11

In this paper, the Green’s functions for the semi-infinite
plate are obtained by adding correction terms to the infinite
plate fundamental solutionG`(r ur s;k) to account for the
boundary conditions. The representation forG`(r ur s;k)
given by Eq.~8! contains both the argumentsx,y under the
radical as$(x2xs)

21(y2ys)
2%1/2 making it inconvenient

for applying boundary conditions along the edgey50.
Hence it is advantageous to transformG`(r ur s;k) by decom-
posing the Hankel functions into their Cartesian components.
This is accomplished by comparing two representations of
the solutionU to the two-dimensional Helmholtz equation
~wave equation in frequency domain! excited by a unit har-
monic point source at the origin:

¹2U1k2U5d~r !. ~9!

Equation~9! in cylindrical polar coordinates is

]2U

]r 2 1
1

r

]U

]r
1k2U5

d~r !

2pr
. ~10!

The solutionU should in addition satisfy the Sommerfeld
radiation condition. The homogeneous form of Eq.~10! is
the Bessel’s differential equation of order zero. The solution
U is obtained by solving Eq.~10! in its homogeneous form
and adjusting the coefficients to account for the source at the
origin. ThereforeU(r )5AH0

1(kr). Integrating Eq.~10! over
a small circle around the origin and taking the limit as the
radius of the circle approaches zero yieldsA51/4i . There-
fore

U~r !5
1

4i
H0

1~kr !. ~11!

Equation~9! in Cartesian coordinates is

]2U

]x2 1
]2U

]y2 1k2U5d~x!d~y!. ~12!

Applying the spatial Fourier transform in thex direction to
Eq. ~12! yields

FIG. 1. The problem geometry, loading, and boundary conditions.

889 889J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Gunda et al.: Semi-infinite plate Green’s function



2kx
2Ū~kx ,y!1

]2Ū~kx ,y!

]y2 1k2Ū~kx ,y!5
1

A2p
d~y!.

~13!

Let ky
25k22kx

2 . Equation~13! simplifies to

]2Ū~kx ,y!

]y2 1ky
2Ū~kx ,y!5

1

A2p
d~y!. ~14!

Equation~14! is the one-dimensional wave equation in fre-
quency domain whose solution12 is

Ū~kx ,y!5
1

A2p

1

2iky
eikyuyu Im~ky!, Re~ky!>0. ~15!

Taking the inverse spatial Fourier transform of Eq.~15! in
the x direction yields the required solutionU(r ):

U~r !5
1

4p i E2`

` eikxxeikyuyu

ky
dkx

5
1

2p i E0

` coskxxeikyuyu

ky
dkx . ~16!

Comparing Eq.~11! with Eq. ~16!, we get the desired Carte-
sian decomposition of the zero order Hankel function of the
first kind, and a representation of the fundamental solution
suitable for applying boundary conditions along the straight
edge (y50) in terms of a wave-number integral as follows:

H0
1~kr !5

1

p E
2`

` exp~ ikxx!eikyuyu

ky
dkx ,

Im~ky!, Im~k!>0, ~17!

G`~r ur s;k!5
C

p E
2`

`

eikx~x2xs!FeiAk22kx
2uy2ysu

Ak22kx
2

1 i
e2Ak21kx

2uy2ysu

Ak21kx
2 Gdkx . ~18!

II. FORMULATION FOR SEMI-INFINITE PLATE

A. Simply supported and roller supported edges

The solution for a semi-infinite plate with a simply sup-
ported edge excited by a point load atr s5(0,ys) is given by
the method of images1 as

Gs~r ur s;k!5G`~r ur s;k!2G`~r ur i;k!, ~19!

wherer i5(0,2ys) is the location of image ofr s in the plate
edge. This solution satisfies the conditions of vanishing
transverse displacementŵ and the bending momentMn(ŵ)
on the plate edge. The normal slope]ŵ/]n and the edge
reactionVn(ŵ) along the edge (y50) are given by

]ŵ

]n
52

]ŵ

]y
5

2Ci

p E
2`

`

exp~ ikxx!@eiAk22kx
2ys

2e2Ak21kx
2ys#dkx , ~20!

Vn~ŵ!5
2CDi

p E
2`

`

exp~ ikxx!

3@$k21~12n!kx
2%eiAk22kx

2ys

1$k22~12n!kx
2%e2Ak21kx

2ys#dkx . ~21!

Like the simply supported case, the solution for the roller
supported edge is obtained from the method of images as

Gr~r ur s;k!5G`~r ur s;k!1G`~r ur i;k!. ~22!

This solution has zero normal slope]ŵ/]n and zero edge
reactionVn(ŵ) on the plate edge. The transverse deflection
ŵ and the bending momentMn(ŵ) along the edge are given
by

ŵ5
2C

p E
2`

`

exp~ ikxx!

3FeiAk22kx
2ys

Ak22kx
2

1 i
e2Ak21kx

2ys

Ak21kx
2 Gdkx , ~23!

Mn~ŵ!5
2CD

p E
2`

`

exp~ ikxx!

3F $k22~12n!kx
2%

eiAk22kx
2ys

Ak22kx
2

2 i $k21~12n!kx
2%

e2Ak21kx
2ys

Ak21kx
2 Gdkx . ~24!

B. Clamped edge via correction to roller supported
edge

In this section, the Green’s function for a clamped edge
is obtained by adding toGr(r ur s;k) given by Eq.~22!, terms
corresponding to certain waves which travel along the edge
and decay or propagate in the plate interior. However, a sim-
pler problem of a semi-infinite plate subjected to the follow-
ing boundary excitation needs to be solved first:
ŵ5W(kx)exp(ikxx) on y50 and]ŵ/]n50 on y50. A trial
function which satisfies the homogeneous form of governing
Eq. ~2! is

ŵ~r !5exp~ ikxx!@A~kx!e
iAk22kx

2y1B~kx!e
2Ak21kx

2y#.
~25!

The solution given by Eq.~25! is suitable for any type of
boundary excitation since it yields bounded responses
@waves propagating in the interior~first term if kx,k!, and
waves traveling along the edge and decaying in the plate
interior ~second term and first term ifkx.k!#. Imposing the
boundary conditions leads to the following system of equa-
tions for the coefficientsA(kx) andB(kx):

F 1 1

2 iAk22kx
2 Ak21kx

2G HA~kx!

B~kx!
J 5 HW~kx!

0 J . ~26!

The coefficient matrix in Eq.~26! is never singular. Solving
Eq. ~26! gives the solution as
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ŵ~r !5
W~kx!exp~ ikxx!

Ak21kx
21 iAk22kx

2 @Ak21kx
2eiAk22kx

2y

1 iAk22kx
2e2Ak21kx

2y#. ~27!

In a roller supported plate, the transverse deflection along the
edge is given by Eq.~23!. The component of wave number
kx is

W~kx!5
2C

p FeiAk22kx
2ys

Ak22kx
2

1 i
e2Ak21kx

2ys

Ak21kx
2 G . ~28!

The contribution of this edge displacement excitation has to
be subtracted fromGr(r ur s;k) to realize the clamped bound-
ary condition alongy50. Using the principle of superposi-
tion, the correction to the roller supported fundamental solu-
tion Gr(r ur s;k) to obtain the solution to the clamped
boundaryGc(r ur s;k) is

ŵcr~r ur s!5
2C

p E
2`

` exp~ ikxx!

Ak21kx
21 iAk22kx

2 FeiAk22kx
2ys

Ak22kx
2

1 i
e2Ak21kx

2ys

Ak21kx
2 G @Ak21kx

2eiAk22kx
2y

1 iAk22kx
2e2Ak21kx

2y#dkx ~29!

5
2C

p E
2`

` exp~ ikxx!

Dcr
f cr~y! f cr~ys!dkx , ~30!

whereDcr and f cr(y) are given by

Dcr5Ak21kx
2Ak22kx

2$Ak21kx
21 iAk22kx

2%, ~31!

f cr~y!5Ak21kx
2eiAk22kx

2y1 iAk22kx
2e2Ak21kx

2y. ~32!

The fundamental solution for the clamped edgeGc(r ur s;k) is
obtained by subtractingŵcr(r ur s) from Gr(r ur s;k):

Gc~r ur s;k!5Gr~r ur s;k!2ŵcr~r ur s!. ~33!

The Green’s functionGc(r ur s;k) given by Eq.~33! is conve-
nient for calculating the effective shear force per unit length
Vn(ŵ) along the edgey50, since the roller solution
Gr(r ur s;k) does not contribute and the contribution from cor-
rection term2ŵcr(r ur s) alone needs to be calculated. Along
the edge,Vn(ŵ) is given by

Vn~ŵ!uy505
21

2p E
2`

` exp~ ikxx!

Ak21kx
21 iAk22kx

2

3@Ak21kx
2eiAk22kx

2ys

1 iAk22kx
2e2Ak21kx

2ys#dkx . ~34!

In the limiting case whenys approaches zero, from Eq.~34!,
Vn(ŵ)521/2p*2`

` exp(ikxx)dkx which is nothing but
2d(x), as it should be.

C. Clamped edge via correction to simply supported
edge

In this section, the Green’s function for a clamped edge
Gc(r ur s;k) is obtained by modifyingGs(r ur s;k) given by Eq.
~19!. The simpler problem whose solution is used to con-
structGc(r ur s;k) is that of a semi-infinite plate with the fol-
lowing boundary excitation: ŵ50 on y50 and
]ŵ/]n5Wn(kx)exp(ikxx) on y50. Using the trial solution
given by Eq. ~25! and applying the boundary conditions
leads to the following system of equations for the coeffi-
cientsA(kx) andB(kx):

F 1 1

2 iAk22kx
2 Ak21kx

2G HA~kx!

B~kx!
J 5 H 0

Wn~kx!
J . ~35!

Solving Eq.~35! gives

ŵ~r !5
Wn~kx!exp~ ikxx!

Ak21kx
21 iAk22kx

2 @2eiAk22kx
2y1e2Ak21kx

2y#.

~36!

In a simply supported plate, the component of wave number
kx of the normal slope along the edge is given by Eq.~20! as

Wn~kx!5
2Ci

p
@eiAk22kx

2ys2e2Ak21kx
2ys#. ~37!

The contribution of this slope excitation is subtracted from
Gs(r ur s;k) to realize the clamped boundary condition along
y50. From superposition, the correction to the simply sup-
ported fundamental solutionGs(r ur s;k) to obtain the solution
to the clamped boundaryGc(r ur s;k) is

ŵcs~r ur s!5
2Ci

p E
2`

` exp~ ikxx!

Ak21kx
21 iAk22kx

2

3@eiAk22kx
2ys2e2Ak21kx

2ys#

3@2eiAk22kx
2y1e2Ak21kx

2y#dkx ~38!

5
2Ci

p E
2`

` exp~ ikxx!

Dcs
f cs~y! f cs~ys!dkx , ~39!

whereDcs and f cs(y) are given by

Dcs52$Ak21kx
21 iAk22kx

2%, ~40!

f cs~y!5eiAk22kx
2y2e2Ak21kx

2y. ~41!

The fundamental solution for the clamped edgeGc(r ur s;k) is
obtained by subtractingŵcs(r ur s) from Gs(r ur s;k):

Gc~r ur s;k!5Gs~r ur s;k!2ŵcs~r ur s!. ~42!

The Green’s functionGc(r ur s;k) given by Eq.~42! is conve-
nient for calculating the bending moment per unit length
Mn(ŵ) along the edgey50, since the simply supported so-
lution Gs(r ur s;k) does not contribute and the contribution
from correction term2ŵcs(r ur s) alone needs to be calcu-
lated. Along the edge,Mn(ŵ) is given by
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Mn~ŵ!uy505
21

2p E
2`

` exp~ ikxx!

Ak21kx
21 iAk22kx

2

3@eiAk22kx
2ys2e2Ak21kx

2ys#dkx . ~43!

From Eqs.~33!, ~19!, ~22!, and~42!, we have

Gc~r ur s;k!5G`~r ur s;k!2 1
2 @ŵcr~r ur s!1ŵcs~r ur s!#.

~44!

For a clamped edge, both displacement and normal slope
must vanish on the boundary. In the derivation from the
Green’s function of a simply supported edge, the displace-
ment on the boundary is already zero and we need to subtract
only the contribution from the normal slope excitation on the
boundary to getGc(r ur s;k). Conversely, in the derivation
from the roller supported edge, the normal slope along the
edge being zero only the contribution from the displacement
excitation is subtracted to getGc(r ur s;k). In Eq. ~44!, we
have the free space Green’s functionG`(r ur s;k) which will
yield nonzero displacement and normal slope along the line
y50. Hence subtract the contributions from both the bound-
ary excitations to arrive atGc(r ur s;k). The multiplicative
factor 1/2 in Eq.~44! comes from the fact that the boundary
excitations are half that of simply supported and roller
boundary conditions.~The choice of image source annuls the
two required conditions while doubling the other two.!

D. Free edge via correction to roller supported edge

The Green’s function for a free edgeGf(r ur s;k) is ob-
tained by modifyingGr(r ur s;k) as given by Eq.~22!. The
simpler problem whose solution is used to construct
Gf(r ur s;k) is that of a semi-infinite plate with a boundary
moment excitation:Mn5M (kx)exp(ikxx) and Vn50 on
y50. Using the trial solution given by Eq.~25! and applying
the boundary conditions leads to the following system of
equations for the coefficientsA(kx) andB(kx):

DF k22~12n!kx
2 2@k21~12n!kx

2#

2 iAk22kx
2@k21~12n!kx

2# 2Ak21kx
2@k22~12n!kx

2#
G

3 HA~kx!

B~kx!
J 5 H M ~kx!

0 J . ~45!

Solving Eq.~45! gives

ŵ~r !5
M ~kx!exp~ ikxx!

DD
@2Ak21kx

2

3$k22~12n!kx
2%eiAk22kx

2y1 iAk22kx
2

3$k21~12n!kx
2%e2Ak21kx

2y#, ~46!

whereD is the determinant of the coefficient matrix given by

D52Ak21kx
2$k22~12n!kx

2%22 iAk22kx
2

3$k21~12n!kx
2%2. ~47!

The coefficient matrix in Eq.~45! is singular when

kx

k
5A4 2~3n21!12A2n222n11

~12n!2~31n!
. ~48!

For a steel plate with Poisson’s ration50.28, the coefficient
matrix is singular whenkx /k'1.0007. The null space of the
coefficient matrix has dimension 1, which implies thatA(kx)
andB(kx) are nonzero even when there is no boundary ex-
citation. Since we restrictkx to be on the real~Re! line andk
has a small imaginary~Im! part because of the mild dissipa-
tion included in the system, the coefficient matrix is never
singular, but close to singular whenkx'Re(k).

In a roller supported plate, the component of wave num-
berkx of the bending momentMn along the edge is given by
Eq. ~24! as

M ~kx!5
2CD

p F $k22~12n!kx
2%

eiAk22kx
2ys

Ak22kx
2

2 i $k21~12n!kx
2%

e2Ak21kx
2ys

Ak21kx
2 G . ~49!

The contribution of this bending moment excitation is sub-
tracted fromGr(r ur s;k) to realize the free boundary condi-
tion along y50. From superposition, the correction to the
roller supported fundamental solutionGr(r ur s;k) to obtain
the solution to the free boundaryGf(r ur s;k) is

ŵf r~r ur s!5
2C

p E
2`

` exp~ ikxx!

D F $k22~12n!kx
2%

3
eiAk22kx

2ys

Ak22kx
2

2 i $k21~12n!kx
2%

3
e2Ak21kx

2ys

Ak21kx
2 G @2Ak21kx

2

3$k22~12n!kx
2%eiAk22kx

2y1 iAk22kx
2

3$k21~12n!kx
2%e2Ak21kx

2y#dkx ~50!

5
2C

p E
2`

` exp~ ikxx!

D f r
f f r~y! f f r~ys!dkx , ~51!

where f f r(y) andD f r are given by

f f r~y!52Ak21kx
2$k22~12n!kx

2%eiAk22kx
2y

1 iAk22kx
2$k21~12n!kx

2%e2Ak21kx
2y, ~52!

D f r52DAk21kx
2Ak22kx

2. ~53!

The Green’s function for the free edgeGf(r ur s;k) is obtained
by subtractingŵf r(r ur s) from Gr(r ur s;k).

Gf~r ur s;k!5Gr~r ur s;k!2ŵf r~r ur s!. ~54!

E. Free edge via correction to simply supported edge

In this section, the Green’s function for a free edge
Gf(r ur s;k) is obtained by modifyingGs(r ur s;k) given by Eq.
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~19!. The simpler problem whose solution is used to con-
structGf(r ur s;k) is that of a semi-infinite plate with a bound-
ary force excitation: Mn50 on y50 and Vn5V(kx)
3exp(ikxx) on y50. Using the trial solution given by Eq.
~25! and applying the boundary conditions leads to the fol-
lowing system of equations for the coefficientsA(kx) and
B(kx):

DF k22~12n!kx
2 2@k21~12n!kx

2#

2 iAk22kx
2@k21~12n!kx

2# 2Ak21kx
2@k22~12n!kx

2#
G

3 HA~kx!

B~kx!
J 5 H 0

V~kx!
J . ~55!

Solving Eq.~55! gives

ŵ~r !5
V~kx!exp~ ikxx!

DD
@$k21~12n!kx

2%eiAk22kx
2y1$k2

2~12n!kx
2%e2Ak21kx

2y#, ~56!

whereD is the determinant of the coefficient matrix given by
Eq. ~47!. In a simply supported plate, the component of wave
numberkx of the edge reactionVn along the edge is given by
Eq. ~21! as

V~kx!5
2CDi

p
@$k21~12n!kx

2%eiAk22kx
2ys

1$k22~12n!kx
2%e2Ak21kx

2ys#. ~57!

The contribution of this force excitation is subtracted from
Gs(r ur s;k) to realize the free boundary condition alongy50.
From superposition, the correction to the simply supported
fundamental solutionGs(r ur s;k) to obtain the solution to the
free boundaryGf(r ur s;k) is

ŵf s~r ur s!5
2Ci

p E
2`

` exp~ ikxx!

D
@$k21~12n!kx

2%

3eiAk22kx
2ys1$k22~12n!kx

2%e2Ak21kx
2ys#

3@$k21~12n!kx
2%eiAk22kx

2y

1$k22~12n!kx
2%e2Ak21kx

2y#dkx ~58!

5
2Ci

p E
2`

` exp~ ikxx!

D f s
f f s~y! f f s~ys!dkx , ~59!

whereD f s5D and f f s(y) is given by

f f s~y!5$k21~12n!kx
2%eiAk22kx

2y

1$k22~12n!kx
2%e2Ak21kx

2y. ~60!

The Green’s function for the free edgeGf(r ur s;k) is obtained
by subtractingŵf s(r ur s) from Gs(r ur s;k):

Gf~r ur s;k!5Gs~r ur s;k!2ŵf s~r ur s!. ~61!

From Eqs.~54! and ~61! we obtain the following relation
which is similar to the clamped boundary condition solution:

Gc~r ur s;k!5G`~r ur s;k!2 1
2 @ŵf r~r ur s!1ŵf s~r ur s!#.

~62!

III. CLENSHAW–CURTIS INTEGRATION OF
WAVE-NUMBER INTEGRALS OVER FINITE
INTERVALS

The wave-number integrals occurring in the expressions
for the Green’s functions of a semi-infinite plate are in the
form of improper~infinite! integrals as given by Eqs.~29!,
~38!, ~50!, and~58!. For the purpose of numerical quadrature,
these are broken down into many finite integrals. These in-
tegrals typically are of the form*a

bg(x,kx)cos(kxx)dkx and
*a

bg(x,kx)sin(kxx)dkx . Filon13 developed a method in which
integrals of this type are approximately evaluated by fitting a
quadratic polynomial to the functiong(x,kx) over each sub-
interval and integrating each term analytically. This method
is accurate wheng(x,kx) is slowly varying. In the case of
integrals occurring in the Green’s function expressions,
g(x,kx) is often irregular, and sometimes almost singular.
Clenshaw and Curtis14 developed a powerful method that can
handle these irregularities. The functiong(x,kx) is approxi-
mated by a finite series of Chebyshev polynomials of the first
kind Tm(z), followed by an analytical integration of each
term in the series. Xu and Mal15 derived an error estimate for
the eighth order formula using the Clenshaw and Curtis
method. Dravinski and Mossessian16 demonstrated the use of
Xu and Mal’s approach in calculating the Green’s functions
for harmonic line loads in a viscoelastic half-space.

A brief outline of this method, commonly referred to as
the Clenshaw–Curtis integration, is given next. Define, for
later use, the functionsI m(t) andJm(t) along with their re-
cursive expressions as follows:

I m~ t !5E
21

1

Tm~z!eitzdz, ~63!

I 0~ t !5
2 i

t
~eit2e2 i t !,

I 1~ t !5
eit1e2 i t

i t
1

1

t2 ~eit2e2 i t !,
~64!

I 2~ t !5S 4i

t D I 1~ t !2
i

t
~eit2e2 i t !,

I m11~ t !5
2i ~m11!

t
I m~ t !1

m11

m21
I m21~ t !

1
2i

t~m21!
~eit1~21!me2 i t ! for m>2,

Jm~ t !5E
21

1

Tm~z!e2 i tzdz, ~65!
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J0~ t !5
i

t
~e2 i t2eit !,

J1~ t !5
e2 i t1eit

~2 i !t
1

1

t2 ~e2 i t2eit !,
~66!

J2~ t !5
24i

t
J1~ t !1

i

t
~e2 i t2eit !,

Jm11~ t !5
22i

t
~m11!Jm~ t !1

~m11!

~m21!
Jm21~ t !

1
~22i !

t~m21!
~e2 i t1~21!meit ! for m>2.

DefineGm, j and its recursive relations as

Gm, j52E
21

1

Tm~z!zjdz, ~67!

G0,j5
11~21! j

j 11
,

~68!
G1,j5G0,j 11 ,

Gm, j52Gm21,j 112Gm22,j for m>2.

Given a functiong(x,kx) that has to be integrated over the
intervalkxP@a,b#, first normalize the range of integration to
@21,1# by introducing the functionkx5Az1B, where
A5(b2a)/2, B5(b1a)/2. This function is approximated
by a finite Chebyshev series as follows:

g~x,kx!5g~x,Az1B!5 f ~x,z!' (
m50

N

9 Dm~x!Tm~z!.

~69!

The unknown constantsDm(x) are calculated using

Dm~x!5
2

N (
j 50

N

9 f S x,cosS j p

N D D cosS m jp

N D . ~70!

The double prime on the summation symbol denotes summa-
tion over a sequence whose first and last terms are halved:

(
m50

N

9 sm5
s0

2
1s11s21•••1sN211

sN

2
. ~71!

The Clenshaw–Curtis quadrature formula is expressed in
terms of these functions as follows:

FIG. 2. A typical wave-number integrand with a near singularity atkx51.0.

FIG. 3. Comparison of theGc(r ,r s;k) given by Eqs.~33! and ~44! along
x50 for a semi-infinite plate with a clamped edge. Key: ———, Eq.~33!;
s, Eq. ~44!.

TABLE I. Numerical evaluation of the Hankel functionH0
1 using wave-number integral.

u Re@H0
1(exp(iu))# Im@H0

1(exp(iu))# NS Error

1 0.751 678 646 346 771 8 8.059 102 803 424 181 3E-02 714 0.1234E-11
30 0.438 513 077 962 303 7 20.112 818 452 396 018 9 265 0.2121E-10
60 0.204 526 564 082 411 5 20.230 704 377 271 396 3 204 0.3614E-10
90 0.000 000 000 000 000 0 20.268 032 482 033 987 1 170 0.4815E-10
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E
a

b

g~x,kx!e
ikxxdkx

55 AeixB (
m50

N

9 Dm~x!I m~Ax! for uAxu.1

AeixB (
m50

N

9 Dm~x!(
j 50

`

Gm, j

~ iAx! j

j !
for uAxu<1,

~72!

E
a

b

g~x,kx!e
2 ikxxdkx

55 Ae2 ixB (
m50

N

9 Dm~x!Jm~Ax! for uAxu.1

Ae2 ixB (
m50

N

9 Dm~x!(
j 50

`

Gm, j

~2 iAx! j

j !
for uAxu<1.

~73!

When N58, the error in these quadrature formulas is esti-
mated by Xu and Mal15 as

e5max~2.5uD8~x!u,2.0uD7~x!u,1.5uD6~x!u,1.2uD5~x!u!.
~74!

Using the definitions of the trigonometric functions in terms
of the exponential functions,

E
a

b

g~x,kx!cos~kxx!dkx5
1

2 S E
a

b

g~x,kx!e
ikxxdkx

1E
a

b

g~x,kx!e
2 ikxxdkxD ,

~75!

E
a

b

g~x,kx!sin~kxx!dkx5
1

2i S E
a

b

g~x,kx!e
ikxxdkx

2E
a

b

g~x,kx!e
2 ikxxdkxD . ~76!

If the error estimatee for numerically evaluated integrals is
larger than a prescribed tolerance value, then the interval is
subdivided into two halves, and the process is repeated for
each of the subintervals. The interval subdivision is repeated
until the error estimate becomes smaller than the tolerance
value. Hence this method is designated as ‘‘adaptive integra-
tion.’’ More subdivisions are required when the function has
a near singularity in the interval of integration.

IV. EVALUATION OF IMPROPER WAVE-NUMBER
INTEGRALS OCCURRING IN GREEN’S FUNCTION
FORMULAS

The previous section showed how to evaluate wave-
number integrals over a finite interval. Green’s function ex-

FIG. 4. Vibratory responseGc(r ,r s;k) for (x,y)P@25,15#3@0,5# for a
semi-infinite plate with a clamped edge. FIG. 5. Effective shear force distributionVn(ŵ) along thex axis for a

semi-infinite plate with a clamped edge.
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pressions contain improper wave-number integrals of the
form *0

`g(x,kx)cos(kxx)dkx and *0
`g(x,kx)sin(kxx)dkx . This

section shows how these improper integrals are expressed as
a series of finite integrals, and how the sum of the resulting
series is calculated. The integrands in these improper inte-
grals oscillate rapidly. The functiong(x,kx) can have very
sharp peaks at the particular values ofkx corresponding to
the real part of a pole. Also, the functionsg(x,kx) attenuate
very slowly resulting in poor convergence. Because of these
two reasons, conventional numerical integration methods are
not satisfactory.

Figure 2 shows the behavior typical of such wave-
number integrals. LetI be the wave-number integral of in-
terest.

I 5E
0

`

g~x,kx!cos~kxx!dkx , ~77!

wherekx5s0 is the location of the peak in the integrand. Let
s1 be a multiple ofp/x large enough that the irregularities at
kx5s0 have died down beforekx5s1 . Here, s1 is chosen
such that the functiong(x,kx) has no poles or zeroes when
kx.s1 . The integralI is divided into four parts as shown in
Fig. 2:

I 5I 11I II1I III 1I IV , ~78!

I 15E
0

s02«

g~x,kx!cos~kxx!dkx ,

I II5E
s02«

s01«

g~x,kx!cos~kxx!dkx ,

~79!

I III 5E
s01«

s1
g~x,kx!cos~kxx!dkx ,

I IV5E
s1

`

g~x,kx!cos~kxx!dkx .

The first three integrals are evaluated using the adaptive
Clenshaw–Curtis quadrature method that was described in
Sec. III. The integralI II is further subdivided into two equal
subintervals before quadrature if the near singularity at
kx5s0 is very strong. The last part,I IV is an improper inte-
gral with the near singularity removed. The integralI IV can
be expressed as

I IV5E
s1

`

g~x,kx!cos~kxx!dkx5E
s1

s2
~••• !1E

s2

s3
~••• !

1E
s3

s4
~••• !1••• , ~80!

FIG. 6. Bending moment distributionMn(ŵ) along thex axis for a semi-
infinite plate with a clamped edge.

FIG. 7. Comparison ofGc(r ,r s;k) with Gs(r ,r s;k) for ys51, k5510.005i
~top two!, and k51010.01i ~bottom two! along they-axis for a semi-
infinite plate with clamped and simply supported edges respectively. Key:
—h—, Gc(r ,r s;k); ———, Gs(r ,r s;k); dashed line,G`(r ,r s;k).

896 896J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Gunda et al.: Semi-infinite plate Green’s function



wheres2 ,s3 ,s4 ,... are theconsecutive integer multiples of
p/x. This infinite series of subintegrals is an alternating se-
ries, with each term being opposite in sign to its preceding
term. ThereforeI IV can be expressed as

I IV5A12A21A32A41A52••• . ~81!

All of the terms A1 ,A2 ,A3 ,A4 ,A5 ,... have the same sign
and each can be evaluated by the adaptive Clenshaw–Curtis
method. The absolute series is monotonously decreasing.
Longman17 described a method in which slowly converging
alternating series of this kind can be transformed into swiftly
converging series. According to Euler’s transformation de-
fine the forward difference terms:

DAm5Am112Am ,
~82!

D r 11Am5D rAm112D rAm .

Then the series after transformation is

(
m50

`

~21!mAm5
1

2
A02

1

4
DA01

1

8
D2A02

1

16
D3A01••• .

~83!

The remainderRp after p terms is bounded by 22puDpA0u.
Thus the slowly converging series has been converted to a
rapidly converging series. This series summation is carried
out with as many terms as are needed to make this error

smaller than the tolerance value. Shank’s paper18 contains an
extensive treatment of Euler’s transformation and other non-
linear sequence-to-sequence transformations. The effective-
ness of these transforms in accelerating convergence in some
slowly converging series and in inducing convergence in
some diverging series is discussed. Difficulties which some-
times arise in the use of these transforms such as nonuniform
convergence to the wrong answer, irregularity and the ambi-
guity of multivalued functions are also investigated. Dravin-
ski and Mossessian16 have also successfully used Euler’s
transformation to evaluate wave-number integrals.

To demonstrate the accuracy of the adaptive integration
technique described in the Sec. III, the zero order Hankel
function of the first kind given in the wave-number integral
form by Eq. ~17! is compared with the conventional series
summation form. The symbolic computational program
MAPLE19 is used to calculate the Hankel function accurately
to 20 decimal places and it is taken as the exact value with
which the wave-number integral is compared. Figure 2
shows the real part of the integrand. The integral is evaluated
in double precision with the tolerance set ate51.0E211. In
Table I, NS is the number of subintervals required, which is
a measure of the number of function evaluations needed, and
the error is the absolute distance between the exact and cal-
culated values. From the results of Table I, it is clear that the
adaptive integration technique is very accurate.

FIG. 8. Comparison of theGf(r ,r s;k) given by Eqs.~54! and ~61! along
x50 for a semi-infinite plate with a free edge. Key: ———, Eq.~54!; s,
Eq. ~61!.

FIG. 9. Vibratory responseGf(r ,r s;k) for (x,y)P@25,15#3@0,5# for a
semi-infinite plate with a free edge.
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V. RESULTS AND DISCUSSION

For the sake of illustration, the excitation point is lo-
cated at (xs ,ys)5(0,1) and a bending wave number of
k5510.005i is chosen for a semi-infinite plate with a
clamped edge. The observation location in the semi-infinite
plate is restricted to (x,y)P@25,15#3@0,5#. The two rep-
resentations for the Green’s functionGc(r ,r s;k) given by
Eqs.~33! and~42! are compared in Fig. 3 from which it can
be inferred that both solutions are practically identical. The
calculation using Eq.~42! is faster because its integrand does
not have a near singularity in the interval of integration. The
vibratory response is depicted in Fig. 4. The shear force and
bending moment distributions along the plate edge (y50)
are plotted in Figs. 5 and 6, respectively. The solutions with
clamped and simply supported boundary conditions
Gc(r ,r s;k) and Gs(r ,r s;k) are compared in Fig. 7 to study
the influence of the clamping term as the excitation fre-
quency increases. As expected, from Fig. 7 it is seen that the
solutions behave quite differently near the edgey50, but in
the vicinity of the source (ys51) the infinite plate Green’s
functionG`(r ,r s;k) dominates the response. Away from the
source and the edge, all the solutions fall off because of
geometric spreading that is given by the 1/Ar term.

Similarly, for the numerical study of a plate with a free
edge, we choose the same excitation location (xs ,ys)
5(0,1), bending wave number ofk5510.005i , and the

observation domain (x,y)P@25,15#3@0,5#, as in the
clamped case. The two representations for the Green’s func-
tion Gf(r ,r s;k) given by Eqs.~54! and~61! are compared in
Fig. 8 and found to be identical. The vibratory response is
shown in Fig. 9. The solutions with free and roller supported
boundary conditionsGf(r ,r s;k) and Gr(r ,r s;k) are com-
pared in Fig. 10 from which the edge and source effects are
apparent.

It should be noted that Eqs.~30!, ~39!, ~51!, and~59! are
all symmetric with respect tor and r s, since the solution
should remain unchanged when the source and the observa-
tion locations are interchanged, because of reciprocity. It is
well known that the driving point mobility of a infinite plate
Ŷ`(k) is real valued and independent of excitation fre-
quency. This result can be directly obtained fromG`(r ,r s;k)
as

Ŷ`~k!5 lim
r→rs

2 ivG`~r ,r s;k!52 ivC5
1

8ArhD
. ~84!

In Fig. 11, the normalized driving point mobilities
Ŷn(kys)5Ŷ(kys)/Ŷ` are plotted. For all of the classical
boundary conditions considered in this article, the mobility

FIG. 10. Comparison of Gf(r ,r s;k) with Gr(r ,r s;k) for ys51,
k5510.005i ~top two! andk51010.01i ~bottom two! along they-axis for
a semi-infinite plate with free and roller supported edges, respectively. Key:
—h—, Gf(r ,r s;k); ———, Gr(r ,r s;k); dashed line,G`(r ,r s;k). FIG. 11. Normalized driving point mobilityŶn(ky) for a semi-infinite plate

with different edge conditions. Key: ———, clamped edge; ----, free edge;
—s—, simply supported edge; —*—, roller supported edge. Note that

Re(Ŷn)51, Im(Ŷn)50 correspond to the driving point mobility of an infinite
plate.
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curves approach that of a infinite plate asymptotically as
kys@1.

VI. CONCLUSION

New analytical harmonic Green’s functions for a semi-
infinite plate with clamped or free edges are developed. Two
solutions are derived for each boundary condition starting
from either roller or simply supported solutions. The formal
solutions in terms of improper wave-number integrals are
numerically evaluated using eighth order Clenshaw–Curtis
adaptive quadrature. The procedure developed in this paper
may be extended further to derive the Green’s functions of
semi-infinite plates with impedance type boundary condi-
tions. These Green’s functions will be of use to researchers
interested in developing boundary element models for semi-
infinite plates with arbitrary holes or cutouts, and to us in our
continuing effort to build a ray tracing model for finite po-
lygonal plates.
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For the scattering of acoustic waves by an elastic shell, the acoustical background coefficients are
inherent in the scattering coefficients. The background coefficients for elastic empty shells, named
the inherent background, can be obtained from the zero frequency limit of the modal accelerance in
the scattering coefficients for analogous liquid shells. In this work, the concept of obtaining the
inherent background is applied to multilayered elastic cylindrical structures. The inherent
background manifests itself in the sound scattering by the liquid structures. The scattering
S-function and the modal accelerance for the liquid system are determined by considering the
incoming and outgoing waves. The accelerance of liquid layers is generalized so that the scattering
function can be obtained by the recurrence relation for the accelerances of the adjacent liquid layers.
From the zero frequency limit of the generalized accelerance of liquid structures, the constant modal
accelerance is extracted and the general expression for the inherent background coefficients is
obtained. The background coefficients depend on the densities of the layers and ambient fluid
medium, the relative thickness of each layer, and the normal mode number. The acoustical
background coefficients for solid cylinders, empty shells, fluid-filled shells, and double-layered
shells can be obtained by the appropriate limit of the density ratio and the relative thickness of layers
in the generalized inherent background coefficients. The usefulness of the proposed background is
demonstrated for several examples of layered structures. ©1998 Acoustical Society of America.
@S0001-4966~98!03302-5#

PACS numbers: 43.40.Ey, 43.30.Gv, 43.20.Fn, 43.20.Ks@CBB#

INTRODUCTION

The resonance scattering theory~RST!, known as the
resonance formalism of the nuclear reaction theory, has been
applied to acoustic and elastic wave scattering problems.1,2

One of the important contributions of the RST is that each
partial wave contained in the total scattering amplitude can
be decomposed into two components: one is the background
that is smooth and regular, and the other represents the set of
modal resonances of the scatterer. The resonances in the par-
tial waves can be isolated by the subtraction of the back-
ground, unknowna priori. Impenetrable, i.e., rigid or soft,
background coefficients may be adopted as the backgrounds
for certain cases of penetrable targets, but are not applicable
to the extraction of the resonances of shells having interme-
diate thickness. A proper background should possess the
transitional property from soft to rigid background in the
appropriate limits of frequency and shell thickness.3 Al-
though many models for describing the transitional back-
ground have been proposed, they were successful only for
limited ranges of shell thickness and frequency.4–9 An acous-

tical background has been sought that has no limitation on
the composition and thickness of penetrable targets over the
whole frequency range of interest.

Recently, a general approach was proposed allowing an
analytical expression of the exact background for empty
spherical shells, named theinherentbackground.10 The in-
herent background coefficients for cylindrical shells were
also obtained by a similar approach.11 In these works, it was
shown that there are two interacting components contributing
to the modal accelerances. One is the nonresonant constant
component independent of frequency and the other is the
resonant one having narrow singularities near the resonance
frequencies. The resonant components influence the nonreso-
nant component so that the magnitude of the accelerances
changes quickly at and near the resonance frequencies, and
slowly out of the resonance frequencies. Since the interaction
with the resonances occurs in all frequency ranges, the con-
stant component hardly manifests its appearance in elastic
shells. When the shear wave speed is set to be zero, like in
the ‘‘liquid-shell background’’ by Veksler, the constant com-
ponent can be observed. The coefficient of the constant com-
ponent is extracted from the zero frequency limit of the
modal accelerance of the analogous liquid shells. This is be-a!Electronic mail: ihih@sorak.kaist.ac.kr
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cause the resonances interact negligibly with the background
near zero frequency. The concept of this inherent back-
ground seems to have no limitation on its application to con-
centric layered shells and other canonical scatterers.

In most examples of acoustic resonance scattering, non-
layered objects such as cylinders or spheres, either solid or
hollow in structure, have been considered as the target
geometry.12,13 However, practical scattering problems are
concerned with more complicated targets having layered
structures rather than nonlayered objects. The treatment of
wave scattering for multilayered structures finds many poten-
tial applications and a generalized formulation is particularly
important because the scattering problems of multilayered
structures include those of the single layered structures. The
acoustic resonance scattering from the layered shell has not
been thoroughly understood yet, even though some study on
the scattering cross section and absorption effects of shells
coated with elastic14 or viscoelastic15,16 layers have been car-
ried out. Models of the transitional background were pro-
posed only for nonlayered shells with intermediate thickness.
Resonance scattering from the spherical shell covered with
viscoelastic layers17 has been studied using the intermediate
background of Murphyet al.5 Recent works have proved that
the acoustical background for submerged shells is mainly
dependent on fluid loading and the modal mass of shells.10,11

The entire structure of the scatterers should be considered in
the acoustical background because the waves can penetrate
inside the target. The coating layer of layered shells, as well
as the inner fluid in fluid-filled shells, obviously affect the
acoustical background. In acoustic scattering problems, the
transmitted waves in liquid cylinders was investigated using
the Debye series expansion.18 In layered structures, the De-
bye series expansion using the notion of incoming and out-
going waves has been applied to the decomposition of the
scattering process in a series of local interaction.18–21 The
method clearly show the reflections and refractions at each
interface of the scatterer and can also introduce the scattering
S-function directly. This method brings a better physical un-
derstanding for the scattering process in layered structures.

The purpose of this paper is to give the general expres-
sion for the inherent background coefficients of multilayered
cylindrical structures. In order to obtain the background co-
efficients for multilayered solid and/or fluid structures, the
problem of acoustic wave scattering by the analogous liquid
structure is presented. The scattering function and the modal
accelerance of the mutilayered fluid cylindrical structures are
derived and generalized using the concept of incoming and
outgoing waves.

I. SCATTERING FUNCTIONS AND MODAL
ACCELERANCES

In order to extend the idea of the inherent background to
multilayered cylindrical elastic structures, the interaction of a
plane acoustic wave incident on analogous multilayered liq-
uid structures is considered, assuming a harmonic excitation
with a frequencyv. Figure 1 shows the geometry of a mul-
tilayered concentric cylindrical liquid system containingm
11 layers with different compositions. The core fluid is
numbered 0 and the fluid layers are consecutively numbered

1,2,. . . ,m. The subscript of an ambient fluid is omitted. The
radius of the outer boundary of thej th layer isr 5aj . The
total radius of the system will beam and the radius of the
core, a0 . The thickness of thej th layer will be dj5aj

2aj 21 and the relative thickness of thej th layer will behj

5dj /aj . The r j andCj denote the density and the longitu-
dinal wave speed in thej th layer, respectively. Thek
5v/C is the wave number of the incident wave in the am-
bient medium, whilekj5v/Cj is the wave number for the
longitudinal wave in thej th layer. The nondimensional fre-
quencies of the incident and longitudinal waves in the layers
are defined as:

x5kam , yj5kjaj , xj5kjaj 21 ~ j 50,1,. . . ,m!,
~1!

whereyj andxj correspond to the outside and inside bound-
ary of the j th layer, respectively. The nondimensional fre-
quencies are related to each other byyj5xj 11(Cj 11 /Cj )
and xj5yj (12hj ) ( j 50,1,. . . ,m). At the core cylinder (j
50), h051 andx050, which means that there is no bound-
ary inside the core.

A plane acoustic wave of unit amplitude exp@i(kX
2vt)# interacts at normal incidence with a multilayered liq-
uid structure in an ambient infinite fluid medium, as shown
in Fig. 1. The scattered acoustic pressure can be expressed by
the following normal mode series:2

psc5 (
n50

`

«ni nRn
~L !Hn

~1!~kr !cosnu. ~2!

Here, «n51 for n50, «n52 for n>1, the superscript (L)
denotes the liquid media,Hn

(1)(5Jn1 iYn) is the Hankel
function of the first kind, andJn andYn are the Bessel and
Neumann functions of ordern, respectively. The scattering
coefficientRn

(L) can be given by:

Rn
~L !52

xJn8~x!2~Fn
~L !!mJn~x!

xHn
~1!8~x!2~Fn

~L !!mHn
~1!~x!

, ~3!

which should be determined from the boundary conditions.
Here, the subscript ( )m denotes the outermost layer of the

FIG. 1. Plane wave scattering from a multilayered cylindrical liquid struc-
ture.
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scatterer. The function (Fn
(L))m is called a modal accelerance

of the layered structure because (Fn
(L))m has a dimension of

acceleration per force that is equivalent to the modal admit-
tance multiplied by frequency.22

By introducing the scatteringS-function, defined by
Sn

(L)5112Rn
(L)[e2idn, the scattered pressure of Eq.~2! can

be rewritten as:

psc5
1

2 (
n50

`

«ni n~Sn
~L !21!Hn

~1!~kr !cosnu, ~4!

where dn is the scattering phase shift familiar from the
nuclear scattering theory.2 The scattering functionSn

(L)

brings a better physical understanding for the scattering pro-
cess and can be directly obtained using the notion of incom-
ing and outgoing waves in the layered structures.21

A. Fluid cylinder

As a limiting case of the multilayered cylindrical shell, a
homogeneous fluid cylinder lying in the ambient medium
~i.e., m50! is considered here. In the ambient fluid medium,
the total pressure field can be expressed by the sum of the
incident incoming and the scattered outgoing waves as:

p5 (
n50

`

«ni n@Hn
~2!~kr !1Sn

~L !Hn
~1!~kr !#cosnu, ~5!

whereHn
(2)(5Jn2 iYn) is the Hankel function of the second

kind. The pressure field in the liquid core (j 50) should be
finite on the axis (r 50), that it can be expressed only with
the Bessel function:

p05 (
n50

`

«ni n@~Wn
~L !!0Jn~k0r !#cosnu. ~6!

The unknown coefficientsSn
(L) and (Wn

(L))0 can be deter-
mined from the boundary conditions for the fluid–fluid in-
terface, that is the statement of continuities of pressures and
particle velocities:

p5p0 ,
1

r

]p

]r
5

1

r0

]p0

]r
at r 5a0 . ~7!

Substitution of Eqs.~5! and ~6! into Eq. ~7! yields:

F Hn
~1!~x! 2Jn~y0!

xHn
~1!8~x! 2

r

r0
y0Jn8~y0!G H Sn

~L !

~Wn
~L !!0

J 5H 2Hn
~2!~x!

2xHn
~2!8~x!J .

~8!

Then, the scattering functionSn
(L) can be obtained using

Cramer’s rule as:

Sn
~L !52

xHn
~2!8~x!2~Fn

~L !!0Hn
~2!~x!

xHn
~1!8~x!2~Fn

~L !!0Hn
~1!~x!

, ~9!

where the modal accelerance of the liquid cylinder is given
by

~Fn
~L !!05

r

r0
y0

Jn8~y0!

Jn~y0!
. ~10!

Using the relation ofJn(x)5@Hn
(1)(x)1Hn

(2)(x)#/2, the
accelerance (Fn

(L))0 of a cylinder can be decomposed into the
incoming and outgoing waves. For a physical description of
the scattering process in the core, it is useful to use the local
scattering function (Sn

(L))0 in the core fluid. In such a case,
(Sn

(L))0 is unity because there is no boundary inside the core.
This means that the scattering does not occur inside the core.
The accelerance of Eq.~10! can be rewritten as:

~Fn
~L !!05

r

r0
y0

Hn
~1!8~y0!~Sn

~L !!01Hn
~2!8~y0!

Hn
~1!~y0!~Sn

~L !!01Hn
~2!~y0!

. ~11!

Equation~11! implies that (Fn
(L))0 can be determined from

the scattering function (Sn
(L))0 in the cylinder.

B. Double-layered fluid cylinder

As one of the most simple multilayered-structure geom-
etries, a double layered fluid cylinder is considered here. The
pressures in the ambient medium and liquid core (j 50) are
the same as Eq.~5! and Eq.~6!, respectively. The pressure of
the liquid shell (j 51) can be expressed as:

p15 (
n50

`

«ni n@~Tn
~L !!1Hn

~2!~k1r !1~Un
~L !!1Hn

~1!~k1r !#cosnu.

~12!

Substituting Eqs.~5!, ~6! and ~12! into the boundary condi-
tions, one can obtain the following 434 matrix equation:

3
Hn

~1!~x! 2Hn
~2!~y1! Hn

~1!~y1! 0

xHn
~18 !~x! 2

r

r1
y1Hn

~2!8~y1! 2
r

r1
y1Hn

~1!8~y1! 0

0 Hn
~2!~x1! Hn

~1!~x1! 2Jn~y0!

0 x1Hn
~2!8~x1! x1Hn

~1!8~x1! 2
r1

r0
y0Jn8~y0!4 H Sn

~L !

~Tn
~L !!1

~Un
~L !!1

~Wn
~L !!0

J 5H 2Hn
~2!~x!

2xHn
~2!8~x!

0
0

J . ~13!
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The scattering functionSn
(L) and modal accelerance (Fn

(L))1

of the double-layered liquid cylinder are given as follows:

Sn
~L !52

xHn
~2!8~x!2~Fn

~L !!1Hn
~2!~x!

xHn
~1!8~x!2~Fn

~L !!1Hn
~1!~x!

, ~14!

~Fn
~L !!15

r

r1
y1

Hn
~1!8~y1!~Sn

~L !!11Hn
~2!8~y1!

Hn
~1!~y1!~Sn

~L !!11Hn
~2!~y1!

. ~15!

Since the local scattering function (Sn
(L))1 comes from local

interaction at the outer surface of the core, it is identical to
Eq. ~9!, except for replacingx with x1 . The accelerance
(Fn

(L))0 of the core cylinder (j 50) is the same as Eq.~10!,
but r should be replaced byr1 .

C. Multilayered fluid structures

From the foregoing results of the cylinder and the
double-layered cylinder, one can obtain the scattering func-
tion and the accelerance of multilayered liquid cylindrical
structures. The scattering functionSn

(L) of multilayered liquid
structures is the same as Eq.~9!, except for replacing (Fn

(L))0

with (Fn
(L))m . For an arbitrary liquid layer (j 50,1,. . . ,m),

the modal accelerance (Fn
(L)) j of the j th liquid medium can

be determined from the scattering function (Sn
(L)) j of the

layer:

~Fn
~L !! j5

r j 11

r j
y j

Hn
~1!8~yj !~Sn

~L !! j1Hn
~2!8~yj !

Hn
~1!~yj !~Sn

~L !! j1Hn
~2!~yj !

. ~16!

Because the (Fn
(L)) j are related to the outer surface of thej th

layer, they depend onyj explicitly. The local scattering func-
tion (Sn

(L)) j are determined by the accelerance (Fn
(L)) j 21 of

the inner surface in thej th layer as follows:

~Sn
~L !! j52

xjHn
~2!8~xj !2~Fn

~L !! j 21Hn
~2!~xj !

xjHn
~1!8~xj !2~Fn

~L !! j 21Hn
~1!~xj !

. ~17!

The (Sn
(L)) j are related to the inner boundary of thej th layer,

and thus it explicitly depends onxj .
By substituting Eq.~17! into Eq.~16!, one can derive the

following recurrence relation between the accelerances of the
two adjacent layers:

~Fn
~L !! j5

r j 11

r j
y j

@xj$Jn8~yj !Yn8~xj !2Jn8~xj !Yn8~yj !%2~Fn
~L !! j 21$Jn8~yj !Yn~xj !2Jn~xj !Yn8~yj !%#

@xj$Jn~yj !Yn8~xj !2Jn8~xj !Yn~yj !%2~Fn
~L !! j 21$Jn~yj !Yn~xj !2Jn~xj !Yn~yj !%#

. ~18!

The accelerance for any type of layered liquid structure can
be obtained by this recurrence relation. The recurrence starts
from the outer layer of the core~i.e., j 51! and ends at the
system surface (j 5m). In the final stage,rm11 should be
replaced byr.

In the case of a layered cylinder, the core cylinder (j
50) has no inner boundary. Therefore, there is no scattering
interaction and the scattering function in the core has no
phase change, i.e., (Sn

(L))051. The (Fn
(L))0 of the core cylin-

der (j 50) is identical to Eq.~10!, if r is replaced byr1 . The
layered cylinder can be regarded as the empty shell when the
density of the core is zero~i.e., r050!, and then
(Fn

(L))0→`. In this case, the scattering function of inner-
most shell layer (j 51) becomes equal to (Sn

(L)(x1))1

52Hn
(2)(x1)/Hn

(1)(x1)5Sn
(s)(x1). Here,Sn

(s)(x1) denotes the
soft background. From Eq.~16!, the modal accelerance of
the innermost layer can be expressed as:

~Fn
~L !!15

r2

r1
y1

Jn~x1!Yn8~y1!2Jn8~y1!Yn~x1!

Jn~x1!Yn~y1!2Jn~y1!Yn~x1!
. ~19a!

For a rigid core, (Fn
(L))050 and (Sn

(L))152Hn
(2)8(x1)/

Hn
(1)8(x1)5Sn

(r ) , and the modal accelerance of the innermost
shell can be written as:

~Fn
~L !!15

r2

r1
y1

Jn8~x1!Yn8~y1!2Jn8~y1!Yn8~x1!

Jn8~x1!Yn~y1!2Jn~y1!Yn8~x1!
. ~19b!

II. INHERENT BACKGROUND COEFFICIENTS

The constant part of the acceleranceFn of the elastic
structures can be determined from the value (Fn

(L)(01))m

near a zero frequency for an equivalent liquid structure. The
inherent background for the multilayered cylindrical elastic
structure can be described by the following scattering form
functions and scattering coefficients corresponding to (Fn

(L)

3(01))m :11

f n
~b!~u,x!5

2«n

Ap ix
Rn

~b!cosnu, ~20!

Rn
~b!52

xJn
8~x!2~Fn

~L !~01!!mJn~x!

xHn
~1!8~x!2~Fn

~L !~01!!mHn
~1!~x!

. ~21!

Here, the superscript (b) denotes the acoustical background.
For very low frequencies ofx!(Fn

(L)(01))m , the scattering
coefficients will be reduced to the soft background. For very
high frequencies ofx@(Fn

(L)(01))m , the scattering coeffi-
cients will approach the rigid background. Therefore, the in-
herent background undergoes a transition from soft to rigid
background with the increase of frequency. This transition is
characterized by the frequency ofx* 5(Fn

(L)(01))m . The
softer the target, the higher the transition frequency.

A. Multilayered cylindrical structures

The inherent background coefficients for multilayered
elastic structures can be generally derived by substituting the
following approximate expressions of cylinder functions for
x!1 into Eq.~18!:
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Jn~x!5
xn

2nn!
, ~22a!

Yn~x!5
2

p
ln x for n50, ~22b!

Yn~x!52
~n21!!

p S 2

xD n

for n>1. ~22c!

Using the relation of the normalized frequenciesxj5yj (1
2hj ), the constant magnitude of (Fn

(L)) j for each liquid layer
( j 51,2,. . . ,m) can be obtained as:

~F0
~L !~01!! j5

r j 11

r j

~F0
~L !~01!! j 21

@12 ln~12hj !~F0
~L !~01!! j 21#

for n50, ~23a!

~Fn
~L !~01!! j5

r j 11

r j

n21qj~Fn
~L !~01!! j 21

qj1~Fn
~L !~01!! j 21

for n>1,

~23b!

where

qj5n
11~12hj !

2n

12~12hj !
2n . ~24!

For multilayered cylindrical structures, each (Fn
(L)(01)) j can

be determined by utilizing Eqs.~23!. The constant acceler-
ance (Fn

(L)(01))m can be obtained by substituting (Fn
(L)

3(01)) j 21 into (Fn
(L)(01)) j recurrently from j 51 to j

5m. In the case of multilayered cylinders, (Fn
(L)(01))0 for

the core cylinder is given by

~Fn
~L !~01!!05

r1

r0
n. ~25!

In the case of multilayered empty shells, (Fn
(L)(01))1 for the

innermost layer of the shell can be expressed as:

~F0
~L !~01!!152

r2

r1

1

ln~12h1!
for n50, ~26a!

~Fn
~L !~01!!15

r2

r1
n

11~12h1!2n

12~12h1!2n for n>1. ~26b!

In the case of a rigid core cylinder, the following can be
derived:

~Fn
~L !~01!!15

r2

r1
n

12~12h1!2n

11~12h1!2n . ~27!

B. Cylinder

The constant accelerance for the cylinder~i.e., m50
case! can be obtained from Eq.~25! by replacingr1 to r:

~Fn
~L !~01!!05

r

r0
n. ~28!

The constant accelerance is large for a very soft cylinder and
becomes zero by approaching the rigid cylinder. It is obvious
from Eq. ~21! that for (Fn

(L)(01))0→`, the inherent back-
ground approximates the soft background and for (Fn

(L)

3(01))0→0, the rigid background. The inherent back-

ground converges to the rigid or soft background for the
appropriate limit of the density ratio and frequency. The
magnitude (Fn

(L)(01))0 is determined individually for each
partial mode. The acoustic resonance scattering from a fluid
cylinder submerged in another fluid medium was considered
only for the case of a denser fluid loading or a denser cylin-
der because the proper background was not proposed.23,24

However, using the background coefficient of Eq.~28!, any
kind of fluid obstacle in another fluid medium can be dealt
with.

For the zeroth (n50) partial wave, the magnitude
(Fn

(L)(01))0 is always equal to zero. This leads to the obvi-
ous discrepancy that the modal inherent background be-
comes the rigid background regardless of the material prop-
erties of the target. This discrepancy always occurs in the
case of nonempty cylindrical structures. This seems to be
attributed to the fact that the giant monopole resonance is
embedded in the background plot near the zero frequency.2,23

For the zeroth partial wave in nonempty structures, the con-
stant accelerance seldom manifest itself near zero frequency
due to the masking by the monopole resonance in the back-
ground. The constant accelerance cannot be determined from
the zero frequency limit in the case of the zeroth partial wave
of core-filled structures. Therefore, the methodology deter-
mining a constant accelerance should be modified for a ze-
roth partial wave. Fortunately, it is well known that the
monopole resonance does not exist for very thick shells. This
implies that (F0

(L)(01))1 of the shell can be used to obtain
the background coefficient for the cylinder. The numerical
calculation shows that the background amplitude of the ze-
roth order partial wave can be obtained from the inherent
coefficients of the empty shell by approximating the cylinder
with a very thick shell.

C. Empty shell

The modal accelerance of the empty liquid shell can be
derived in Eqs.~26!. The magnitude of the constant acceler-
ance for an empty shell is obtained as follows:

~F0
~L !~01!!152

r

r1

1

ln~12h1!
for n50, ~29a!

~Fn
~L !~01!!15

r

r1
n

11~12h1!2n

12~12h1!2n for n>1. ~29b!

The background coefficients for the empty shell are pre-
sented in Ref. 11. The inherent background coefficients of
the empty cylindrical shell are governed by the density ratio,
the modal number, and the relative thickness. The back-
ground of then50 partial wave for the empty shell is not
zero. When the relative thicknessh1 of the empty shell is
getting close to 1, the empty shell becomes the cylinder. It is
obvious from Eqs.~29! that for h1→1, the inherent back-
ground coefficients for an empty shell approach those for a
cylinder, i.e., (F0

(L)(01))1→0 and (Fn
(L)(01))1→(r/r1)n.

The function (Gn
(L)(01))1 , defined as the normalization

of (Fn
(L)(01))1 by the fluid-loading parameter (V

5r/(r1h1)), is given as Eqs.~4! in Ref. 11. For thin shells
with h1!1, (Gn

(L)(01))1'1 and (Fn
(L)(01))1 reduces to the
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fluid-loading parameterV. For shells with intermediate
thickness, (Gn

(L)(01))1 gives the modal and thickness cor-
rection for the shell by using the fluid-loading parameter of
thin shells. For very thick shells withh1'1, (Gn

(L)(01))1

'n and (Fn
(L)(01))1 reduces to (r/r1)n. For thick targets

and large mode orders, the modal accelerance increases lin-
early with normal mode numbers as (Fn

(L)(01))1}n. As n
increases, lesser part of the target mass is involved in the
calculation of (Fn

(L)(01))1 and the modal accelerance in-
creases.

D. Fluid-filled shell

The constant modal accelerance of the fluid-filled liquid
shell can be obtained by:

~Fn
~L !~01!!15

r

r1

n21q1~Fn
~L !~01!!0

q11~Fn
~L !~01!!0

, ~30!

where

q15n
11~12h1!2n

12~12h1!2n ~31a!

and

~Fn
~L !~01!!05

r1

r0
n. ~31b!

The (Fn
(L)(01))1 is influenced by the density ratio of the

outside fluid and shell, the (Fn
(L)(01))0 of the inner fluid, as

well as the modal number. The (Fn
(L)(01))0 is governed by

the density ratio of the shell and the inner fluid. If the inner
cylinder is vacuum, (Fn

(L)(01))0→` and Eq.~30! reduces to
(Fn

(L)(01))1 of the empty shells in Eqs.~29!. Therefore, it
can be concluded that, for the fluid-filled shell, the density of
the inner fluid must be incorporated in the expression for the
acoustical background.

E. Double-layered empty shell

The constant modal accelerance for the double-layered,
empty shell can be obtained as:

~F0
~L !~01!!25

r

r2

~F0
~L !~01!!1

@12 ln~12h2!~F0
~L !~01!!1#

for n50, ~32a!

~Fn
~L !~01!!25

r

r2

n21q2~Fn
~L !~01!!1

q21~Fn
~L !~01!!1

for n>1,

~32b!

where

~F0
~L !~01!!152

r2

r1

1

ln~12h1!
~33a!

and

~Fn
~L !~01!!15

r2

r1
q1 . ~33b!

It is noted that the inherent background coefficients of the
double-layered shell are functions of the density ratios, the

relative thicknesses of the outer and inner shells, and the
normal mode number. The appropriate limits of the inherent
background coefficients approach those of the empty shells
and the fluid-filled shells: If the thickness or density of the
inner shell is getting close to zero~i.e., h1→0 or r1→0!,
(Fn

(L)(01))1→` and Eqs.~32! converge to Eqs.~29! for
empty shells. If the inner shell becomes a cylinder~i.e.,
h1→1!, Eqs.~32! reduce to Eq.~30! for fluid-filled shells. If
the relative thicknessh2 of the outer shell equals 1, that is, if
the outer shell becomes a solid or fluid cylinder, the inherent
background coefficients for the solid and liquid cylinders can
be obtained. The inherent background coefficients for the
double-layered shell derived here include the coefficients for
solid or liquid cylinders, empty single-layered shells, coated
solid cylinders, fluid-filled shells, and double-layered empty
shells.

III. NUMERICAL EXAMPLES

In order to examine the adequacy of the derived inherent
backgrounds, examples for typical scatterers are dealt with
that manifest pure resonance responses. The selected targets
are solid and fluid cylinders, empty shells, fluid-filled shells,
and coated shells. The pure resonances in the scattering am-
plitudes of thenth normal mode can be isolated by subtract-
ing the inherent backgrounds from the form function as fol-
lows:

u f n
~res!~u,x!u5u f n~u,x!2 f n

~b!~u,x!u

5U 2«n

Ap ix
~Rn2Rn

~b!!cosnuU . ~34!

The scattering coefficientsRn’s for the aforementioned scat-
terers can be determined from the ratio of secular determi-
nants of the scattering matrix:Rn5Bn /Dn .25 The elements
of the determinants for these selected targets can be found in
previous works.2,14,15,25,26The modal form functionf n(u,x)
and inherent backgroundf n

(b)(u,x) are calculated in the di-
rection of the backscattering (u5p). The backscattering
amplitudes of the partial waves (n50;25) are calculated
within the intermediate frequency range ofx50;20. Table
I lists the material properties of the substances used for the
numerical calculations.

TABLE I. Material properties of the substances for numerical calculations.

Density
3103 (kg/m3)

Longitudinal
wave velocity

~m/s!

Transverse
wave velocity

~m/s!

Tungsten carbide 13.8 6860 4185
Aluminum 2.79 6380 3100
Stainless steel 7.9 5780 3090
Glycerin 1.26 1920 -
Hg 13.56 1450 -
Air 0.0012 340 -
Water 1 1480 -
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A. Solid and fluid cylinders

Acoustic resonance scattering has many application ex-
amples to elastic cylinders or spheres as the scatterers for
theoretical and experimental studies. The rigid background
was used for isolating the resonances of elastic cylinders.
The soft background has proved suitable in extracting the
resonances of air cylinders in a fluid. Neither rigid nor soft
backgrounds can be applied to the liquid targets submerged
in a fluid medium, since their densities are of the same order
of magnitude. In cases where the impedance ratio is close to
unity, the proper background behaves intermediately be-
tween the rigid and soft backgrounds. The inherent back-
ground coefficients of the solid and fluid cylinders are deter-
mined uniquely by the density ratios and normal mode
numbers. When the density of a scatterer is low~i.e., gas
cylinder, r/r0@1! and at lower frequencies, the inherent
background converges to the soft background. When a scat-
terer becomes hard~i.e., solid cylinder,r/r0!1!, the inher-
ent background converges to the rigid one. The adequacy of
the inherent background for solid and fluid cylinders can be
investigated by isolating the pure resonances. For this pur-
pose, numerical calculations are performed for air, glycerin,
mercury, aluminum and tungsten carbide cylinders. Figure 2
shows a comparison of a rigid background with the inherent
backgrounds of three (n50,1,2) partial waves for air, glyc-
erin and tungsten carbide~WC! cylinders. Here, the inherent
background amplitude of the zeroth order (n50) partial
wave is calculated from Eq.~29a! for an empty shell with
h150.999 99. It is noted that the inherent background of the
air cylinder approximates the soft background since the den-
sity ratio is very large. The inherent background of the WC
cylinder is nearly the same as the rigid background forka0

.5. The background amplitude of the glycerin cylinder is

between those of the air and solid cylinders because the den-
sity of glycerin has the same order of magnitude as that of
water. In the lower frequency range, the background ampli-
tudes of liquid cylinders make a large difference between the
gas and the solid cylinders. Therefore, the acoustical back-
grounds of the liquid cylinder show the characteristics of the
intermediate background between the soft and rigid ones.
Figures 3–6 show the backscattering responses, the inherent

FIG. 2. Comparison of a rigid background~—! with the inherent back-
grounds of the lowest three (n50,1,2) partial waves for air~••••••!, glycerin
~–––!, and WC~–•–•! cylinders submerged in the water.

FIG. 3. ~a! Comparison of the backscattering form function~—! and inher-
ent background~••••••! of a partial wave (n52) for a WC cylinder in water,
~b! isolated residual response,u f n2 f n

(b)u, by removing the inherent back-
ground from the response curve.

FIG. 4. Same as in Fig. 3, except for the glycerin cylinder.
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backgrounds and the isolated residual responses of the partial
wave (n52) for WC, glycerin, mercury~Hg! and air cylin-
ders, respectively. The partial modes of each cylinder coin-
cide completely with the corresponding partial mode of the
background, excluding the resonance region. One can ob-
serve that the resonances can be isolated very clearly using
the inherent background for cylinders of any substance.

B. Empty shells

The inherent background coefficients for an empty cy-
lindrical shell have been proposed already in previous

work.11 Through an example of stainless steel shells of 2%
and 99% thickness, it was numerically shown that the inher-
ent background describes the background for any cylindrical
shell correctly over all frequencies.

In this study, an aluminum~Al ! and a tungsten carbide
~WC! shell of 2% thickness are adopted as test examples.
Figures 7~a! and 8~a! show the backscattering form function

FIG. 5. Same as in Fig. 3, except for the Hg cylinder.

FIG. 6. Same as in Fig. 3, except for the air cylinder.

FIG. 7. ~a! Comparison of the backscattering form function~——! with the
inherent background~••••••! of a partial wave (n5 2! for a 2% thick, empty,
WC shell in water,~b! residual responseu f n2 f n

(b)u.

FIG. 8. ~a! Comparison of the backscattering form function~——! with the
inherent background~••••••! of a partial wave (n52) for a 2% thick, empty
Al shell in water,~b! residual responseu f n2 f n

(b)u.
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and the inherent background amplitude of the partial mode
(n52) for the 2% thick WC and Al shells, respectively. The
modal backscattering amplitudes coincide with those of the
inherent backgrounds, except in the resonance region. In
Figs. 7~b! and 8~b!, one can find that the resonances are
cleanly isolated by subtracting the inherent background. The
isolated resonance curves show the shape of the simple har-
monic oscillator. On the other hand, Fig. 9 shows the re-
sidual response by the subtraction of a soft and rigid back-
ground for a 2% thick WC shell. Either a rigid or a soft
background strongly distort the form of an isolated reso-
nance curve. Figures 7 and 9 show an unambiguous example
where the inherent background is more useful than the rigid
or soft background for shells having intermediate thickness.
The form function of the inherent backgrounds for the WC
shell is shifted to a higher frequency than that of the Al shell
because the former is more rigid. Also, the transition fre-
quency,x* , for the WC shell is marked lower than that of
the Al shell because the WC shell is harder. The resonances
are due to the circumferential wave corresponding to the
lowest symmetric (S0) Lamb wave. The resonance frequency
of the WC shell is higher than the Al shell. This means that
the S0 circumferential wave in the WC shell has faster phase
speed than that in the Al shell.

C. Fluid-filled shells

The proper background for fluid-filled shells has not
been found, although it is known that the inner fluids sub-
stantially influence the acoustical background. The modal
mass of a fluid-filled shell is related to its acoustical back-
ground. The modal mass of a gas-filled shell is the same as
that of an empty shell. For a shell filled with a relatively

dense liquid such as mercury, petroleum oil, etc., the inner
liquid should be considered in the shell response and acous-
tical background. The inner liquid greatly affects the back-
ground for very thin shells. The inherent background coeffi-
cients of a fluid-filled shell have the analytic form
considering the mass loading effect of the internal fluid.
When a very thick shell containing a very sparse inner fluid
filler ~i.e., gas filler! is considered, the background coeffi-
cients of the fluid-filled shell reduce to those of the empty
shell. For a very thin shell containing a dense fluid filler~i.e.,
liquid filler!, the acoustical background should take into ac-
count the density of the inner fluid. To investigate the char-
acteristics of the inherent background for fluid-filled shells,
the backscattering background amplitudes of the 2% thick
WC and Al shells filled with air, water and mercury are
considered. Figure 10 shows the magnitude of the inherent
background of a partial wave (n52) for Al and WC shells.
The results clearly illustrate the effect of the internal fluids
on the acoustical background. In the low frequency region,
the effect of internal fluid on the background is particularly
large, so the consideration of the inner fluids is essential in
the isolation of the resonances. In the high frequency region,
the loading effect is relatively diminished and, in the case of
a WC shell, the background amplitudes for three inner fluids
are close to each other because the density of the WC shell is
larger than those of the inner fluids.

D. Coated shells

Backscattering amplitudes are calculated for two kinds
of 2% thick Al shells coated with a WC layer: one is the Al
shell (h151.8%) coated with a thin WC layer (h250.2%)
and the other is the Al shell (h151%) with a thick WC layer
(h251%). Forcomparison purposes, the backscattering am-

FIG. 9. ~a! Comparison of the backscattering form function~——! with the
soft background~••••••! and rigid background~–•–•! of a partial wave (n
5 2! for a 2% thick, empty WC shell in water,~b! residual responsesu f n

2 f n
(s)u ~–––! and u f n2 f n

(r )u ~—!.

FIG. 10. Comparison of the inherent background of a partial wave (n5 2!
for a 2% thick~a! Al shell and~b! WC shell filled with air~••••••!, water
~–––!, and Hg~——!.
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plitudes are calculated for the 2% thick Al and WC shells.
Figure 11 shows the shell responses of the 1% thick Al shell
layered with the 1% thick WC layer, and the corresponding
inherent backgrounds for the lowest five partial waves. The
modal amplitudes of the partial waves coincide with those of
the inherent backgrounds, except in the resonance region. Asdepicted in Fig. 12, the extraction of the resonance is clearly

done by subtracting the inherent background. The back-
scattering amplitudes of the partial wave (n52) for the four
cases~i.e., two single-layered shells and two double-layered
shells with Al and WC! are shown in Fig. 13~a!, and one can
find that the elastic responses consist of a smooth back-
ground and a resonance. The difference in the shell responses
implies that the rigidities of four shells are different. The
total rigidity of the shells affect the acoustical background.
The behavior of the elastic responses of the layered shells is
between those of the Al and WC shells: the former is the low
frequency bound and the latter the high frequency bound.
The Al shell is the softest, while the Al shells with a WC
layer have a medium rigidity, and the WC shell is the most
rigid. Figure 13~b! illustrates the inherent backgrounds for
those shells which reflect the different rigidities of the cor-
responding shells. Although the four shells have the same
thickness, the resonances are different in location. The reso-
nances of the four shells, which correspond to the S0 circum-
ferential wave, have different characteristics of propagation
and radiation damping. In layered shells, the composition
and thickness of layers affect the modal background, as well
as the resonances. The coating layers have an influence on
the propagation characteristics of the resonances. The inher-
ent background provides a powerful tool for analyzing the
effect of layers on the characteristics of the resonances for
the layered shells.

FIG. 12. Backscattering amplitudes of isolated resonances,u f n2 f n
(b)u, for

the lowest five (n50–4) partial waves of a 1% thick Al shell layered with
a 1% thick WC outer layer.

FIG. 11. Comparison of the shell response~—! for a 1% thick Al shell
layered with a 1% thick WC outer layer and the corresponding inherent
background~••••••! varying the wave mode numbern.

FIG. 13. ~a! Backscattering amplitudes of the partial wave (n5 2! of a shell
response,~b! the inherent backgrounds, and~c! the isolated resonances for
2% thick shells~•••, Al shell; —, WC shell! and the Al shells coated with
WC outer layer~–––, 1.8% thick Al shell coated with a 0.2% thick WC
layer; –•–•, 1% thick Al shell layered with a 1% thick WC outer layer!.
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IV. CONCLUSIONS

A theory of the acoustical background for layered cylin-
drical structures has been proposed. Inherent background co-
efficients for layered structures are obtained from the modal
accelerance of equivalent liquid systems. The liquid systems
have been analyzed by incorporating the notion of incoming
and outgoing waves and then the scattering function and
modal accelerances of the systems have been obtained. The
scattering functions of the scatterer with fluid–fluid inter-
faces are simply correlated with the modal accelerances due
to no mode conversion at the interfaces. The accelerance of
each liquid layer is recurrently related to that of the adjacent
layer. The scattering functions of the liquid structures can be
obtained by the generalized modal accelerance. The general-
ized expression of the inherent background can be extracted
from the zero frequency limit of the generalized acceler-
ances. The acoustical background coefficients for all kinds of
the layered structures can be derived from the generalized
inherent coefficients, which converge analytically to the
background of cylinders, empty shells, fluid-filled shells and
layered shells in the appropriate limits. The exactness of the
inherent backgrounds is numerically illustrated through ex-
amples of the typical cylindrical scatterers over very wide
ranges of the physical parameters. The inherent background
brings a powerful tool for interpreting the resonance scatter-
ing phenomena of layered shells and shells with internal
structures.
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An analytical model is proposed in this paper for predicting time-averaged energies of boundary
structures and enclosed sound field. The sound field is directly driven by an acoustic source and the
structures are excited through acoustic-structural coupling. The present model is based on the
classical modal coupling method but is developed in such a way to improve the computational
efficiency in estimating the bandlimited response of acoustic-structural coupled systems particularly
in the medium frequency range where a large number of acoustic and/or structural modes is
involved. In this frequency range, one often has to deal with manipulation of large complex matrices
in order to obtain full mathematical solutions to the system response using the classical modal
coupling method. However, this is avoided if the present bandlimited model is used. This paper
describes the mathematical development of the model. Numerical examples for a panel-cavity
system are presented and the proposed model is compared with the classical modal coupling method
in terms of computational efficiency and accuracy in the prediction of the system energies. ©1998
Acoustical Society of America.@S0001-4966~98!03301-3#

PACS numbers: 43.40.Rj, 43.40.Dx@CBB#

INTRODUCTION

The interaction between flexible boundary structures of
an enclosure and the enclosed sound field is an important
practical problem as far as structural vibration and acoustic
response are concerned. Dynamic analysis and design of
acoustic-structural coupled systems require accurate model-
ing of boundary conditions of the systems and the corre-
sponding acoustic-structural interaction/coupling. Numerous
investigations have been done in this area not only to im-
prove physical understanding of the nature of the acoustic-
structural coupling and its effect on the response of such
coupled systems but also to establish models for the response
prediction.

Modal coupling method is one of the well-established
theoretical methods for estimating response characteristics of
acoustic-structural coupled systems. Using this method, the
response of an acoustic-structural coupled system can be ac-
curately evaluated by summing over the response of a finite
number of system modes. Dowellet al.1 and Pan2 have ex-
perimentally validated this method. They have successfully
performed acoustic-structural coupling analyses using this
method on a sound field inside a rectangular parallelepiped
cavity, which is coupled to one of its flexible vibrating
boundary structures. However, it is known that the modal
density of enclosed acoustic volumes increases rapidly as a
quadratic function of frequency.3 Thus beyond the low-
frequency regime, solutions to the coupled system response
using the modal coupling method have to cope with manipu-
lation of large complex matrices if the effect of acoustic-
structural coupling is included in the analysis. Substantial
computational effort is then required for the solution of a
large number of coupled system equations. Computational
effort is also very significant for medium- and high-
frequency analyses of acoustic-structural coupled systems

using well-established deterministic techniques such as the
finite element method~FEM! and the boundary element
method~BEM!. In these frequency ranges, details of bound-
ary conditions are significant and accurate modeling of the
system response requires information of a large number of
system modes. The medium and high frequencies also corre-
spond to shorter vibrational wavelengths. A large number of
elements is then required for resolving the details of the sys-
tem response. Therefore application of these deterministic
techniques is not efficient in terms of computational time and
computer storage requirement.4 These techniques are thus
usually applied for low-frequency analysis.

Prediction of the response of acoustic-structural coupled
systems has recently gained considerable interest. Numerous
investigations have been aimed at establishing computation-
ally efficient analytical, experimental, statistical, or numeri-
cal techniques capable of handling the large number of
modes for analyses beyond the low-frequency range. A sub-
domain decomposition technique has been recently estab-
lished for evaluating eigenproperties and frequency response
of modally dense acoustic cavities.5 A large acoustic cavity
is decomposed into smaller subcavities of lower modal den-
sities and each subcavity is separated from the others by
fictitious interfaces. Eigenproperties of each subcavity sub-
ject to continuity at all interfaces are then obtained numeri-
cally and eigenproperties of the original large cavity are syn-
thesized by using a modal synthesis approach. Acoustical
response of the cavity can then be predicted. A similar sub-
domain decomposition method has also been used by Terao
and Sekine6 but in a later step they used a partial Gauss–
Jordan elimination technique to numerically solve the sound
pressure and particle velocity at the fictitious interfaces.
Computer storage has been shown to be reduced if the sub-
domain decomposition method is used but the computational
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time remains the same as for the prediction of response of
the original large cavity without subdomain decomposition.
This method has only been proposed for rigid5 and locally
reactive boundaries6 of the cavity.

A new numerical method called the coupled wave
method7,8 has also been developed recently for the prediction
of response of acoustic-structural coupled systems. In con-
trast to the classical finite element technique where the struc-
tural and acoustical domains of the coupled system are di-
vided into small elements and the dynamic equations within
each element are solved, the entire subsystems are now de-
scribed by complex structural and acoustical wave propaga-
tion functions. These functions are solutions of the structural
and acoustical wave equations. By applying boundary condi-
tions and using a weighted residual formulation where the
acoustical plane-wave functions are chosen as weighting
functions, a set of algebraic equations can be obtained and
the system response can then be predicted. By comparison to
the finite element method, improvement in calculation time
has been achieved if this coupled wave method were used for
the prediction of response of acoustic-structural coupled sys-
tems. The method has been used for a low-frequency analy-
sis.

Simplified methods based on averaged quantities have
also been developed to reduce computational effort. Analyti-
cal expressions for predicting response of acoustic-structural
coupled systems were derived for statistical energy analysis
~SEA!9,10 and asymptotic modal analysis~AMA !.11 How-
ever, these methods are more adapted to the prediction in the
high-frequency range since the relevant quantities or param-
eters used to describe the system response are averaged over
observation points, frequency, and excitation points. In the
low and medium frequency ranges, applications of these
methods become uncertain when the modal overlap indices
of the system are low and/or the band of analysis contains
few resonance modes.12

Different approaches for modeling the response of
acoustic-structural coupled systems at frequencies where ap-
plication of statistical methods is not reliable, have been de-
veloped. Techniques developed must be computationally ef-
ficient but yet have to be reliable in terms of accuracy of
response prediction. Bonilha and Fahy13 developed a
probabilistic-deterministic technique for an acoustic-
structural coupled system in frequency bands where there is
a large number of structural modes of a wall vibration inter-
acting with a few resonance acoustic modes of the enclosed
sound field. A probabilistic description is employed for the
wall with modal density high enough to justify an SEA
model while a deterministic description is employed for the
sound field with sparsely distributed modes and amenable to
FE modeling. This technique allows for the reduction in
computational effort because the necessary information for
the characterization of the system dynamics has been com-
pressed. Analyses on the response of a master plate loaded
with mass heterogeneities14 and on the response of coupled
beams15 have been performed using a variational method
called modal sampling method. The computational time is
reduced since only a limited number of modes are used to
interpolate the response of the system. Analysis of the band-

limited response of acoustic-structural coupled systems using
this method is also possible although it is mathematically
complicated.

Bandlimited power flow expressions have been derived
by Pope and Wilby16,17 for sound transmission into enclo-
sures about two decades ago. In this paper, an analytical
method is established for predicting bandlimited energies of
subsystems in acoustic-structural coupled systems. The
present method is based on the classical modal coupling
method and it reduces computational effort in summing the
modal contribution of each subsystem mode given the infor-
mation of the modes. It is relatively more computationally
efficient especially for analysis in the medium frequency
range because manipulation of large complex matrices as in
the classical modal coupling method will be avoided. Im-
provement in calculation time can also be achieved with the
present method since calculations of energies at each single
frequency and subsequent frequency integrations for band-
limited energies have been avoided. For a 100-Hz frequency
bandwidth for example, calculations of bandlimited energies
using the classical modal coupling method must be per-
formed 100 times if a 1-Hz step is used~or smaller steps if a
more precise prediction is required! and then integrated over
the frequency range. However, with the present method, the
bandlimited energies can be predicted straight away in one
calculation for each subsystem given the lower and upper
limits of the frequency band.

Crandall and Mark18 have presented an exact solution
for the mean-square response of a single degree-of-freedom
system to bandlimited white noise and this response is pro-
portional to the energy of the system. Based on this, Fang
and Wang19 then derived the solution for multi-degree-of-
freedom systems. Analytical expressions for bandlimited en-
ergies of acoustic-structural coupled systems developed in
this paper have the same general form as the result in Ref. 19
but they are more complicated and dependent on various
modal parameters and properties of the coupled systems. Nu-
merical examples for a panel-cavity system are presented in
this paper and accuracy in predicting bandlimited energies of
subsystems using the present method is discussed by com-
paring the results with those obtained from the classical
modal coupling method. Computational efficiency of the
present method is also demonstrated.

I. ANALYSIS OF ACOUSTIC-STRUCTURAL COUPLED
SYSTEMS

A. Review of the classical modal coupling method

The acoustic-structural coupled system considered in
this analysis consists of an enclosed sound field described by
the sound pressurep(r ,v) and a vibration field in a flexible
boundary structure described by the structural velocity
v(s,v). Using the modal coupling method, the modal cou-
pling equations for the coupled system are expressed as
follows:2
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for the structural vibration.Pi and Vj are, respectively,
the complex pressure and velocity amplitudes of thei th
acoustic mode andj th structural mode. The sound field is
directly excited using a distributed steady-state acoustic
source in the enclosure while the structure is driven through
coupling with the sound field. The quantities in Eqs.~1! and
~2! are
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where Mai , Ms j , vai , vs j , hai , hs j , F i(r ), Sj (s) are
acoustic and structural modal masses, resonance frequencies,
loss factors, and mode shape functions, respectively.Bj ,i is
the modal coupling coefficient between thei th acoustic
mode andj th structural mode,q(r ,v) is the volume velocity
of the sound source per unit volume of the enclosure,r0 is
air density,c0 is speed of sound in air, andAs is surface area
of the structure.r ands are, respectively, the location vec-
tors in the sound field and on the structural surface.

Substituting Eq.~2! into ~1! and eliminating the struc-
tural velocity matrix, the complex amplitude of each acoustic
mode can be obtained as
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Since the modal density of the enclosed sound field increases
relatively fast with respect to excitation frequency compared
to that of the structure, one would deal with an inverse of a
very large complex matrix shown in Eq.~7! at medium or
high frequencies. Therefore substantial computational effort
is required even though modal information of the coupled
system is available. To avoid the inverse of such a large
matrix, one can first solve for the velocity vector and then
the sound-pressure vector. Substituting Eq.~1! into ~2! and
eliminating the sound-pressure vector, it can be shown that
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In this case, one would deal with an inverse of a matrix
which is smaller than before since the size of this matrix is
dependent only on the number of structural modes. The
sound-pressure vector can then be obtained from Eq.~1!
once the velocity vector is solved. However, if sound-
pressure calculation is only required, this alternative way has
a disadvantage that it requires two sets of calculation using
both Eqs.~1! and ~8!. The time- and space-averaged mean-
square sound-field pressure and structural velocity can be
obtained once the sound pressure and velocity vectors are
solved and are given by

^ p̄2&5
1

2r0V0
(
i 51

N

Pi Pi* Mai , ~9!

^v̄2&5
1

2ms
(
j 51

M

VjVj* Ms j . ~10!

The asterisk denotes complex conjugate of the quantity,V0 is
the volume of the enclosure, andms is the mass of the struc-
ture. ^ p̄2& and ^v̄2& are, respectively, related to the acoustic
energy of the sound field and vibration energy of the struc-
ture. Equations~9! and ~10! provide a way to evaluate the
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coupled system responses at single frequencies. If frequency
bandlimited responses are required then calculations are
done at each single frequency and the results are averaged
over the frequency bandDv using numerical integrations.

B. Mathematical formulation for bandlimited response

In practice, a frequency bandlimited averaged energy
level in each subsystem of an acoustic-structural coupled
system often provides sufficient information for the analysis
and design of such a system. It is therefore necessary to
search for analytical expressions with computational effi-
ciency and accuracy for prediction of energies in the sub-
systems. To formulate these expressions, a number of ap-
proximations will be used. Detailed derivations of the
analytical expressions will be presented here whereas justifi-
cations of all the approximations will be provided in Sec. III.

1. Sound-field response

From Eqs.~1!, ~2!, and~5!, it can be shown that
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Substituting Eq.~12! into ~11! results in
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The first term on the right-hand side of Eq.~15! accounts for
direct excitation of thei th acoustic mode through the sound
source while the second term accounts for its indirect exci-
tation by other acoustic modes through coupling with various
structural modes. The second term was often interpreted as
cross coupling of the acoustic mode. Neglecting the acoustic
cross-coupling term, a simplified expression for the pressure
amplitude of thei th acoustic mode is obtained as
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Equation~16! is equivalent to setting all nondiagonal terms
in the pressure transfer matrix in Eq.~7! ~i.e., the matrix
which is to be inverted! to zero. Using Eqs.~13! and~14! for
Hai andHs j to expand Eq.~16!, it can be shown that
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c !22v2#

1 j hai
c vai

2 %!, ~17!

where

~vai
c !25vai

2 2
~Asr0c0!2v

Mai
(
j 51

M Bj ,i
2

Dvs j
3dBMs j

F es j

es j
2 11G ,

~18!

hai
c 5hai1

~Asr0c0!2v

Maivai
2 (

j 51

M Bj ,i
2

Dvs j
3dBMs j

F 1

es j
2 11G . ~19!

In the above,Dvs j
3dB5hs jvs j is the half-power bandwidth of

the uncoupledj th structural mode.vai
c andhai

c are, respec-
tively, the coupled or effective resonance frequency and ef-
fective loss factor of thei th acoustic mode due to coupling.
The ratio of difference between resonance and excitation fre-
quencies to damping of thej th structural mode is

es j5~vs j
2 2v2!/hs jvs j

2 . ~20!

Equation~18! describes the shift invai when the coupling
effect is present. However, effect of resonance frequency
shifts on the sound-field response is insignificant for analysis
beyond the low-frequency range and it will be assumed that
vai

c 'vai•hai
c in Eq. ~19! incorporates both the internal loss

due to other enclosure boundaries and the loss due to cou-
pling with the structure. The contribution of thej th structural
mode tohai

c through es j is only significant if the mode is
excited to a sufficient degree such that

uvs j2vu, 1
2Dvs j

3dB. ~21!

Equation~21! is actually a condition for proximate excitation
of the j th structural mode. Considering this condition for the
assumption thatvs j'v, it can be shown that Eq.~20! can be
mathematically approximated as

es j'2~vs j2v!/Dvs j
3dB. ~22!

Close to the first acoustic mode~0,0,0! with a natural fre-
quency of 0 Hz, the sound-field response is controlled by air
leakage and this mode is modeled as a Helmholtz
resonator.20 Therefore in Eqs.~18! and~19!, vai andhai for
this mode should be, respectively, replaced by the Helmholtz
resonance frequency and its loss factor.

The bandlimited time- and space-averaged mean-square
sound-field pressure can be obtained by averaging the sound
pressure over a frequency band. Thus Eq.~9! becomes

^ p̄2&Dv5
r0

3c0
4

2V0Dv (
i 51

N @*V0
qF i dV#@*V0

q* F i dV#

Mai

3E
Dv

v2

~vai
2 2v2!21~ h̄ai

c vai
2 !2 dv, ~23!

where

h̄ai
c 5h̄ai1

~Asr0c0!2v0

Maivai
2 (

j 51

M Bj ,i
2

Dvs j
3dBMs j

F 1

ēs j
2 11G ,

~24!

ēs j52~vs j2v0!/Dvs j
3dB. ~25!
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h̄ai and h̄ai
c are, respectively, the band-averaged uncoupled

and effective loss factors of thei th acoustic mode. The defi-
nition of h̄ai

c where it is evaluated at the band center fre-
quencyv0 , is also one of the approximations made in the
formulation of the present method. The analytical solution to
the integral in Eq.~23! can be obtained as

E
Dv

5I ~vU ,vai ,h̄ai
c !2I ~vL ,vai ,h̄ai

c !, ~26!

where

I ~v,vai ,h̄ai
c !5

~caiAai1daiBai!

2~Aai
2 1Bai

2 !
lnF ~v1Aai!

21Bai
2

~v2Aai!
21Bai

2 G
1

~caiBai2daiAai!

2~Aai
2 1Bai

2 !

3tan21F 4Baiv~v22Aai
2 2Bai

2 !

~v22Aai
2 2Bai

2 !22~2Baiv!2G ,
~27!

Aai5vai
A~11A11h̄ai

c2!/2 ~28a!

'vai if h̄ai
c !1, ~28b!

Bai5vai
A~A11h̄ai

c221!/2 ~29a!

'h̄ai
c vai/2 if h̄ai

c !1, ~29b!

cai520.5, ~30!

dai50.5/h̄ai
c . ~31!

Here,vU andvL are, respectively, the upper and lower lim-
its of the frequency band under consideration. The value of
the inverse tangent term in Eq.~27! varies from 0 to 2p.

2. Structural vibration response

Mathematical formulation of an analytical expression
for prediction of structural vibration response is similar to
that for the sound-field response and all approximations used
are analogous. Substituting Eq.~11! into ~12!, it can be
shown that

VjF11Hs jAs(
i 51

N

HaiBj ,i
2 G5Hs j(

i 51

N

Bj ,iHaiE
V0

qF i dV

2Hs jAs(
kÞ j

M

Vk(
i 51

N

HaiBj ,iBk,i .

~32!

The first term on the right-hand side of Eq.~32! accounts for
excitation of thej th structural mode through direct couplings
with acoustic modes. The second term accounts for its exci-
tation by other structural modes through coupling with vari-
ous acoustic modes. The second term was also interpreted as
cross coupling of the structural mode. Neglecting the struc-

tural cross-coupling term, a simplified expression for the ve-
locity amplitude of thej th structural mode is obtained as

Vj'Hs j(
i 51

N

Bj ,iHaiE
V0

qF i dVY S 11Hs jAs(
i 51

N

HaiBj ,i
2 D .

~33!

Equation~33! is equivalent to setting all nondiagonal terms
in the velocity transfer matrix in Eq.~8! ~i.e., the matrix
which is to be inverted! to zero. Using Eqs.~13! and~14! for
Hai andHs j to expand Eq.~33!, it can be shown that

Vj'2
~vr0c0!2As

Ms j$@~vs j
c !22v2#1 j hs j

c vs j
2 %

3(
i 51

N Bj ,i*V0
qF i dV

Mai@~vai
2 2v2!1 j haivai

2 #
, ~34!

where

~vs j
c !25vs j

2 2
~Asr0c0!2v

Ms j
(
i 51

N Bj ,i
2

Dvai
3dBMai

F eai

eai
2 11G ,

~35!

hs j
c 5hs j1

~Asr0c0!2v

Ms jvs j
2 (

i 51

N Bj ,i
2

Dvai
3dBMai

F 1

eai
2 11G . ~36!

Dvai
3dB5haivai is the half-power bandwidth of the un-

coupled i th acoustic mode.vs j
c is the coupled or effective

resonance frequency andhs j
c is the effective loss factor of the

j th structural mode. If thei th acoustic mode is proximately
excited such that

uvai2vu, 1
2 Dvai

3dB, ~37!

then it can be shown that the ratio of difference between
resonance and excitation frequencies to damping of thei th
acoustic mode in Eqs.~35! and ~36! is

eai'2~vai2v!/Dvai
3dB. ~38!

A similar explanation as for the proximate excitation of
structural modes in the sound field response section holds for
Eqs.~37! and~38!. It will also be assumed thatvs j

c 'vs j for
medium- and high-frequency analyses where the effect of
structural modal resonance frequency shifts on the structural
vibration response is insignificant. Using this approximation
in Eq. ~34!, Eq. ~10! can be written as

^v̄2&5
~r0c0!4~vAs!

2

2ms

3(
j 51

M F j
D~v!1F j

C~v!

Ms j@~vs j
2 2v2!21~hs j

c vs j
2 !2#

, ~39!

where the direct modal excitation function for thej th struc-
tural mode is

F j
D~v!5(

i 51

N @Bj ,iv#2@*V0
qF idV#@*V0

q* F idV#

Mai
2 @~vai

2 2v2!21~haivai
2 !2#

~40!

and the cross-modal excitation function for thej th structural
mode is
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F j
C~v!52 (

i 51

N21

(
k5 i 11

N Bj ,iBj ,k@*V0
qF i dV#@*V0

q* Fk dV#

MaiMak

v2@~vai
2 2v2!~vak

2 2v2!1~haihakvai
2 vak

2 !#

@~vai
2 2v2!21~haivai

2 !2#@~vak
2 2v2!21~hakvak

2 !2#
. ~41!

Neglecting onlyF j
C in Eq. ~39! and averaging the structural velocity over a frequency band, the bandlimited time- and

space-averaged mean-square structural velocity is

^v̄2&Dv5
~r0c0!4As

2

2msDv (
j 51

M
1

Ms j
(
i 51

N Bj ,i
2 @*V0

qF i dV#@*V0
q* F i dV#

Mai
2

3E
Dv

v4

@~vs j
2 2v2!21~ h̄s j

c vs j
2 !2#@~vai

2 2v2!21~haivai
2 !2#

dv, ~42!

where

h̄s j
c 5h̄s j1

~Asr0c0!2v0

Ms jvs j
2 (

i 51

N Bj ,i
2

Dvai
3dBMai

F 1

ēai
2 11G ,

~43!

ēai52~vai2v0!/Dvai
3dB. ~44!

h̄s j and h̄s j
c are, respectively, the band-averaged uncoupled

and effective loss factors of thej th structural mode. In the
above,hs j

c is defined to be evaluated at the band center fre-
quencyv0 . Analytical solution to the integral in Eq.~42!
can be obtained as

E
Dv

5I 1~vU ,vai ,vs j ,hai ,h̄s j
c !

2I 1~vL ,vai ,vs j ,hai ,h̄s j
c !

1I 2~vU ,vai ,vs j ,hai ,h̄s j
c !

2I 2~vL ,vai ,vs j ,hai ,h̄s j
c !, ~45!

where

I 1~v,vai ,vs j ,hai ,h̄s j
c !

5
~cj ,iAs j1dj ,iBs j!

2~As j
2 1Bs j

2 !
lnF ~v1As j!

21Bs j
2

~v2As j!
21Bs j

2 G
1

~cj ,iBs j2dj ,iAs j!

2~As j
2 1Bs j

2 !

3tan21F 4Bs jv~v22As j
2 2Bs j

2 !

~v22As j
2 2Bs j

2 !22~2Bs jv!2G , ~46!

I 2~v,vai ,vs j ,hai ,h̄s j
c !

5
~ej ,iCai1 f j ,iDai!

2~Cai
2 1Dai

2 !
lnF ~v1Cai!

21Dai
2

~v2Cai!
21Dai

2 G
1

~ej ,iDai2 f j ,iCai!

2~Cai
2 1Dai

2 !

3tan21F 4Daiv~v22Cai
2 2Dai

2 !

~v22Cai
2 2Dai

2 !22~2Daiv!2G , ~47!

As j5vs j
A~11A11h̄s j

c2!/2 ~48a!

'vs j if h̄s j
c !1, ~48b!

Bs j5vs j
A~A11h̄s j

c221!/2 ~49a!

'h̄s j
c vs j/2 if h̄s j

c !1, ~49b!

Cai5vai
A~11A11hai

2 !/2 ~50a!

'vai if hai!1, ~50b!

Dai5vai
A~A11hai

2 21!/2 ~51a!

'haivai/2 if hai!1, ~51b!

cj ,i522haih̄s j
c vai

2 vs j
2 @vai

2 ~11hai
2 !

2vs j
2 ~11h̄s j

c2!#/Gj ,i , ~52!

dj ,i5
haivs j

2 $vs j
4 ~11h̄s j

c2!21vai
2 @vai

2 ~11hai
2 !~12h̄s j

c2!22vs j
2 ~11h̄s j

c2!#%

Gj ,i
, ~53!

ej ,i52cj ,i , ~54!

f j ,i5
h̄s j

c vai
2 $vai

4 ~11hai
2 !21vs j

2 @vs j
2 ~12hai

2 !~11h̄s j
c2!22vai

2 ~11hai
2 !#%

Gj ,i
, ~55!
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Gj ,i52haih̄s j
c $vai

8 ~11hai
2 !21vs j

8 ~11h̄s j
c2!2

22vai
2 vs j

2 @2~vai
2 2vs j

2 !212~hai
2 vai

4 1h̄s j
c2vs j

4 !

1vai
2 vs j

2 ~12hai
2 !~12h̄s j

c2!#% ~56a!

'2haih̄s j
c vs j

8 ~hai
2 2h̄s j

c2!2 if vai'vs j . ~56b!

Values of inverse tangent terms in Eqs.~46! and ~47! also
vary from 0 to 2p.

II. NUMERICAL RESULTS AND DISCUSSION

Some numerical examples for a panel-cavity system
used in Ref. 2 are presented in this section to validate the
present model. The system consists of a rectangular simply
supported aluminum panel backed by a rectangular parallel-
epiped acoustic cavity of dimensions~0.868, 1.150, 1.000! m
with slightly absorptive walls. The panel is located atz
51.000 m and a monopole sound source located at the origin
of the coordinates, (x,y,z)5(0,0,0)m is used to drive the
sound field inside the cavity. This acoustic-structural coupled
system is used because of the convenience in obtaining the
in-vacuopanel modal details and the rigid wall~uncoupled!
cavity modal details theoretically. However, the use of the
derived analytical expressions for bandlimited response is
not restricted to this kind of system with simple geometry.
For structure and cavity with complicated shapes, numerical
techniques can be used to first obtain the respectivein-vacuo
and rigid wall modal information21 and then the present ap-
proach can be used to include the coupling effect into the
analysis of the system response.

Theoretical expressions for uncoupled modal resonance
frequencies, loss factors, and mode shapes of the panel and
cavity used here are provided in Ref. 22. For a steady-state
harmonic monopole source,

q5Qpd~r2r0!ej ~vt1g!, ~57!

whereQp is the peak source strength.g is the initial phase,
d(r2r0) is a dirac delta function, andr0 is the location
vector of the source inside the cavity. Substituting Eq.~57!
into ~23! and ~42!, we obtained

^ p̄2&Dv5
^s̄&Dvr0

3c0
4

2V0
(
i 51

N
F i

2~r0!

Mai
@ I ~vU ,vai ,h̄ai

c !

2I ~vL ,vai ,h̄ai
c !#, ~58!

^v̄2&Dv5
^s̄&Dv~r0c0!4As

2

2ms
(
j 51

M
1

Ms j
(
i 51

N FBj ,iF i~r0!

Mai
G2

3@ I 1~vU ,vai ,vs j ,hai ,h̄s j
c !

2I 1~vL ,vai ,vs j ,hai ,h̄s j
c !

1I 2~vU ,vai ,vs j ,hai ,h̄s j
c !

2I 2~vL ,vai ,vs j ,hai ,h̄s j
c !#. ~59!

^s̄&Dv5Qp
2/Dv is the power spectral density of bandlimited

noise emitted by the source.
Bandlimited sound-pressure level in the cavity and ve-

locity level of the panel vibration predicted from Eqs.~58!

and~59! are shown in Fig. 1. The system response evaluated
from the classical modal coupling method where full math-
ematical solutions are used, is also included for comparison.
Sufficient acoustic and panel modes have been used in all
calculations to avoid modal truncation errors. Analysis is
done for narrow frequency bandwidths of 9 Hz. A panel with
low modal density of 0.057 88 Hz21 ~or panel thickness,h
55.8 mm! is used and averaged modal decay times of the
acoustic and panel modes are, respectively,Ta51.0 s and
Tp50.4 s. For the narrow-band excitation, acoustic modal
decay time, and cavity dimensions used here, the Schroeder
frequency23 which indicates the starting of the high-
frequency range of the uncoupled sound field is approxi-
mately 2000 Hz. Also, the starting of the medium frequency
range of the sound field is defined at the frequency where
acoustic modes start to overlap.24 For this cavity, overlap-
ping of two or more acoustic modes on average is observable
in the uncoupled sound-field frequency response at about
800 Hz. This will correspond to the starting of the medium
frequency range of the uncoupled sound field. For the panel
modal density and modal decay time used here, the medium
frequency range of the uncoupled panel starts at about 200
Hz.24 In Fig. 1, two subfigures are used to cover the system
response in the low–medium frequency range and the
medium–high frequency range. The figures show fairly good
agreements between the results predicted from the present
method and the classical modal coupling method at medium
frequencies. Figure 1~c! shows results in 1/3-oct bands. For
the panel response, a good agreement is achieved in the
200-Hz frequency band and above while for the sound-field

FIG. 1. System response forTa51.0 s, Tp50.4 s, h55.8 mm, andDv
5932p rad/s in~a! low–medium frequency regime,~b! medium–high fre-
quency regime, and~c! 1/3-oct bands.
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response, a good agreement is achieved in almost all fre-
quency bands.

In the second example, a panel with a high modal den-
sity of 0.336 Hz21 (h51.0 mm) and a modal decay time of
1.0 s is used. The system response evaluated using both the
present method and the classical modal coupling method is
shown in Fig. 2. There is now a larger number of panel mode
distributed closer to the first few acoustic modes and the
effect of coupling on the resonance frequency shift of both
panel and acoustic modes becomes significant. In Fig. 2~a!,
there are distinguishable shifts in the resonance frequency of
the first panel and acoustic modes in the system response
obtained by the classical modal coupling method. However,
these shifts have not been taken into account in the deriva-
tions of the present method and therefore are not shown in
the predicted response. At frequencies away from the low-
frequency range, the effect of resonance frequency shifts on
the system response is insignificant as one deals with higher-
order modes and thus the results agree well. Good agree-
ments at medium and high frequencies between the results in
Fig. 2 also indicate that the present method has a fairly good
predictability with respect to variations in the modal densi-
ties of the panel as well as the cavity. The pronounced dis-
crepancies between the panel responses obtained from both
methods particularly at low frequencies~e.g., below 150 Hz!
as observed in Figs. 1 and 2 are attributed to the negligence
of cross-modal excitation of each structural mode@Eq. ~41!#
in the present method. On the other hand, the limited dis-
crepancies observed in the 500-Hz frequency band and above
in the 1/3-oct analysis are mainly attributed to the approxi-

mation using band center frequencies to evaluate acoustic
and panel effective loss factors@Eqs.~24! and ~43!#.

By using the present method, sound-pressure level pre-
diction is distinguishably more accurate than velocity level
prediction as can be seen in Figs. 1 and 2. The sound-field
response is contributed by both the sound source and
acoustic-panel coupling whereas the panel vibration directly
obtains all its energy through coupling. However, in the pre-
vious section, all approximations were made towards the
coupling effects for the convenience of mathematical formu-
lation of the present method. Therefore any errors generated
by the approximations will be shown directly in the velocity
response while the errors may not be clearly shown in the
pressure response because the contribution from the sound
source is generally larger than that from the coupling. Fur-
thermore, the number of approximations used in the deriva-
tion of the analytical solution to the bandlimited sound-
pressure level is less than that for the velocity level.

The actual computational time for evaluating the
coupled system response using the classical modal coupling
method at 1-Hz steps has been recorded. Computational time
using the present method has also been recorded. All calcu-
lations were performed on a DEC Alpha 3000 300X work-
station. Figure 3~a! presents the percentage of actual calcu-
lation time used if the present method is used for prediction
of bandlimited system response. The frequency bandwidth
for averaging is 9 Hz and results are presented as a function
of panel modal density for three different frequency bands.
The computational time using the present method has been
found to significantly improve when the panel modal density
is increased because one has to deal with inversion of large
complex matrices in Eqs.~7! and ~8! if full mathematical

FIG. 2. System response forTa51.0 s, Tp51.0 s, h51.0 mm, andDv
5932p rad/s in~a! low–medium frequency regime,~b! medium–high fre-
quency regime, and~c! 1/3-oct bands.

FIG. 3. Ratio of calculation time using the bandlimited model to calculation
time using the classical modal coupling method for three frequency bands as
~a! a function of panel modal density for 9-Hz frequency bandwidth and~b!
a function of averaging frequency bandwidth forh53.0 mm.
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solutions of the classical modal coupling method are used.
Figure 3~b! presents the results for three frequency bands as
a function of the frequency bandwidth for averaging. In this
example,h53.0 mm. The computational efficiency using
the present method is also improved significantly as the fre-
quency bandwidth for averaging increases because calcula-
tions at each single frequency at 1-Hz step and subsequent
frequency averaging for bandlimited response as used in the
classical modal coupling method have been avoided. For ex-
ample, 100 calculations are originally required in a 100-Hz
band but only four calculations are required if analysis is
performed in a bandwidth of 25 Hz or only one calculation if
analysis is now performed in a bandwidth of 100 Hz. There-
fore the computational time using the present method is
shorter for broadband analysis than for narrow-band analysis.

III. JUSTIFICATIONS OF APPROXIMATIONS

In Sec. I B several approximations have been applied in
the formulations of analytical expressions for bandlimited
responses of acoustic-structural coupled systems without any
justifications. For the enclosed sound field, the approxima-
tions are

~1! negligence of acoustic modal cross-coupling terms,
~2! negligence of shift in acoustic resonance frequency due

to the coupling, i.e.,vai
c 'vai ,

~3! es j5(vs j
2 2v2)/hs jvs j

2 is approximated as 2(vs j

2v)/Dvs j
3dB if the following condition is satisfied:

uvs j2vu, 1
2Dvs j

3dB,
~4! h̄ai

c is approximately evaluated at the band center fre-
quency.

For the structure, the approximations are

~1! negligence of structural modal cross-coupling terms,
~2! negligible of shift in structural resonance frequency due

to coupling, i.e.,vs j
c 'vs j ,

~3! eai5(vai
2 2v2)/haivai

2 is approximated as 2(vai

2v)/Dvai
3dB if the following condition is satisfied:

uvai2vu, 1
2Dvai

3dB,
~4! h̄s j

c is approximately evaluated at the band center fre-
quency,

~5! negligence of cross-modal excitation of each structural
mode.

Although some of the approximations used here are not new,
it is still necessary to justify all approximations in order to
obtain the significance of each approximation to the accuracy
of response prediction using the present method. This is be-
cause any errors generated by the approximations may vary
and in some cases, these errors are not attributed to all but
only to a particular approximation depending on modal prop-
erties of the coupled system. The significance of each of the
above approximation can be independently investigated by
sequentially applying each approximation to exact solutions
to the coupled system response from the classical modal cou-
pling method.

A. Effect of acoustic and structural modal cross
couplings

For enclosed sound-field response, it has been shown
that cross coupling between various acoustic modes over lo-
cally reactive boundaries of an enclosure can be ignored if
the equivalent specific acoustic impedance which represents
the overall sound absorption property of all boundaries is in
the order of 20.20,25 For the case of a modally reactive
boundary as concerned here, acoustic and structural modal
cross couplings are, respectively, insignificant to the sound
field and structural response at medium frequencies or away
from the first few low-order acoustic and structural modes.26

This is because the cross couplings are strongly dependent
on mode shape matching between acoustic and structural
modes@see Eqs.~15! and~32!# and it can be shown that this
matching which is measured by the modal coupling coeffi-
cient Bj ,i is only strong and significant for the first few sys-
tem modes. Therefore the cross couplings can be reasonably
neglected in the development of the present method for the
medium frequency range. This approximation is well-
adapted for the case of light fluid coupling.27

B. Effect of shift in acoustic and structural resonance
frequencies

The effect of acoustic-structural coupling on shift of
resonance frequencies of acoustic modes has been studied by
Pan and Bies.22 It has been shown that the effect of coupling
on the shift is most significant for the first few acoustic
modes. For the case of the structural response, change of
structural resonance frequencies due to coupling has been
found to be insignificant except for the first few volume-
displacing structural modes which are well-coupled with the
fundamental acoustic mode in terms of mode shape
matching.28 Therefore the effect of assumingvai

c 'vai and
vs j

c 'vs j on the system response is insignificant at frequen-
cies away from these modes.

C. Effect of approximation in eai and esj

The application of the approximation which concerns
eai andes j was aimed to provide a useful physical descrip-
tion on the effect of excitation frequency on modal resonance
frequency and loss factor of acoustic and structural modes.
This approximation has been shown to have an insignificant
effect on prediction accuracy at frequencies beyond the first
few system modes.26

D. Effect of adopting h̄ai
c and h̄sj

c

The effect of adoptingh̄ai
c and h̄s j

c on the prediction
accuracy of the present method is directly related to the pre-
diction accuracy in the effective loss factors. Figure 4 shows
an example of variation of effective loss factors of cavity
mode ~2,4,9! and panel mode~5,11! with frequency in a
medium frequency band for the coupled system which was
used in Sec. II. In contrast to the low-frequency range, there
is a lot of panel-cavity modal coupling pair at medium fre-
quencies and therefore variation of the panel and cavity ef-
fective loss factors with frequency becomes very irregular. It
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can be shown that other system modes at medium or high
frequencies also exhibit such a feature. However, when the
modal decay time of either the panel or cavity or both de-
crease, modal overlapping of the system increases and effec-
tive loss factors will vary more uniformly with frequency
~e.g., see Fig. 4!. In this case, approximated values of the
effective loss factors can be reasonably evaluated at center
frequencies and the use of these approximated values will
produce smaller errors in the predicted system response than
the case of highly fluctuating effective loss factors. Since the
modal density of the cavity increases very fast with fre-
quency, variation of effective loss factors of cavity modes
with frequency is less irregular compared to variation of
panel effective loss factors~e.g., see Fig. 4!. This is because
there is a large number of cavity mode dominating to the
panel effective loss factors. Therefore the use of effective
loss factors of cavity modes evaluated at center frequencies
only produces small errors in the predicted sound field re-
sponse whereas the use of panel effective loss factors evalu-
ated at center frequencies can produce more distinguishable
errors in the predicted panel response.

The system response is also analyzed as a function of
Dv. Results have shown that discrepancies observed for
broadbands such as that observed in the panel response in the
500-Hz 1/3-oct band and above in Figs. 1 and 2 are mainly
associated with the approximation of evaluating panel effec-
tive loss factors at center frequencies. At medium frequen-
cies, a broadband@for example, 100 Hz in Fig. 4~b!# covers a
larger irregularity in variation of the effective loss factors
than for the case of a narrow band~for example 10 Hz!.
Hence approximated values of the effective loss factors
evaluated at the center frequency of the broadband can pro-
duce more distinguishable errors in the prediction of the sys-
tem response than approximated values of the effective loss
factors evaluated at the center frequency of the narrow band.

E. Effect of cross-modal excitation of structural
modes

The approximation of neglecting cross-modal excitation
of structural modes is only applicable in the development of
bandlimited structural velocity. Unlike the case for the sound
field, the structure is only driven through modal coupling.
Thus each structural mode is excited both directly through
direct interaction with acoustic modes@described by Eq.
~40!# and indirectly through the effect of mutual interaction
between various acoustic modes@described by Eq.~41!#. The
two forcing functions of thej th structural mode in Eqs.~40!
and~41! ~i.e.,F j

D andF j
C! have the same general form as the

frequency response function of a general structure excited
either mechanically or by a random pressure field29,30as well
as of the enclosed sound field. Contribution of structural
modal cross-products of the structural frequency response
considered in Refs. 29 and 30 is negligibly small compared
to the direct structural terms if the structure is lightly damped
and/or natural frequencies of the structural modes are well-
separated. This is actually analogous to ignoring acoustic
cross products~i.e., the cross-modal excitation function,F j

C!
in our present case when acoustic modes of the enclosed
sound field do not overlap. However, for analysis in the me-
dium frequency range which is of interest here, acoustic
modes start to overlap. Also discussions in Refs. 29 and 30
dealt with cross products in the structural frequency response
function whereas in the present case, we deal with cross
products in the forcing function of our structure. Thus some
justifications are essential in order to explain the extent of
significance of the cross-modal excitation to the predicted
structural response.

The relative importance of the cross-modal excitation
can be compared to the direct modal excitation. If the abso-
lute ratio ofF j

C to F j
D for any panel mode is approximately

one or greater, then the cross-modal excitation of the panel
mode is considered important. Figure 5 shows an example of
the absolute ratio ofF j

C to F j
D for panel mode~6,10!. The

corresponding variations of the excitation functions of the
mode with frequency are presented in Fig. 6. SinceF j

C and
F j

D have the same general form as the frequency response
function of the sound field@see Eqs.~40! and ~41!#, their
variations with frequency are actually similar to the fre-
quency response of the sound field. If the sound field is
lightly damped then the ratio ofF j

C to F j
D is highly fluctuat-

ing with frequency and the cross-modal excitation of the
panel mode is only important within particular narrow band-

FIG. 4. Effective loss factor of mode~a! ~2,4,9! and~b! ~5,11! as a function
of frequency forh55.8 mm and a number of different averaged panel and
cavity modal decay times.

FIG. 5. Absolute ratio of a cross-modal to direct modal excitation function
as a function of frequency for mode~6,10! for h55.8 mm and a number of
different averaged cavity modal decay times.
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widths~e.g.,Ta51 s orTa55 s in Fig. 5!. If the damping in
the sound field is now increased~e.g.,Ta50.1 s!, overlap-
ping of cavity modes increases and the ratio ofF j

C to F j
D

varies smoothly with frequency. The cross-modal excitation
of the panel mode is also now becoming important over a
broad frequency range. It can be shown that other panel
modes also exhibit such a feature and thus the effect of ne-
glecting the cross-modal excitation of each of those panel
modes tends to easily superimpose. Therefore there is large
error in the predicted panel velocity level over consecutive
narrow medium frequency bands~e.g., see Fig. 8!.

IV. CORRECTION TERMS

In the previous section, the fourth and fifth approxima-
tions have been identified to be the most significant to the
prediction accuracy of system response using the present
method. In this section, correction terms based on the above
justifications are proposed in order to improve the prediction
accuracy in the medium frequency range.

It has been shown that for cases where the structure
and/or enclosed sound field is too lightly damped,hai

c and
hs j

c are highly fluctuating with frequency. Thus instead of
evaluatingh̄ai

c and h̄s j
c at the center frequencyv0 , a band-

averaged value ofhai
c andhs j

c is defined by integrating Eqs.
~19! and ~36! over the bandwidthDv. It can be shown that

h̄ai
c 5h̄ai1

~Asr0c0!2

Maivai
2 Dv (

j 51

M Bj ,i
2

Ms j

3E
Dv

v2

~vs j
2 2v2!21~hs jvs j

2 !2 dv, ~60!

E
Dv

5I ~vU ,vs j ,hs j!2I ~vL ,vs j ,hs j! ~61!

and

h̄s j
c 5h̄s j1

~Asr0c0!2

Ms jvs j
2 Dv (

i 51

N Bj ,i
2

Mai

3E
Dv

v2

~vai
2 2v2!21~haivai

2 !2 dv, ~62!

E
Dv

5I ~vU ,vai ,hai!2I ~vL ,vai ,hai!. ~63!

The function I in Eqs. ~61! and ~63! can be, respectively,
obtained from Eqs.~27! with all the corresponding coeffi-
cients evaluated from Eqs.~28! to ~31! for vs j , hs j andvai ,
hai .

Figure 7 shows the system response for the panel-cavity
system as used before forTa51.0 s, Tp51.0 s, andh
55.8 mm. Narrow-band results show that prediction errors
in the system response are reduced when correctedh̄s j

c and
h̄ai

c are used particularly at some peaks in the panel response
at medium and high frequencies@Fig. 7~b!#. In the low-
frequency range of the sound field, there are only a few
cavity modes dominating toh̄s j

c and thus the variation irregu-
larity of effective loss factors of low-order panel modes is
low. In this case, correction terms are not required because
these can give no significant reduction in the prediction er-
rors. For the case of 1/3-oct band analysis in Fig. 7~c!, re-
duction in prediction errors in the panel response is shown to
be achieved for the 500-Hz band and above where the broad
frequency bandwidth covers a large variation irregularity of
effective loss factor of higher-order panel modes@e.g., see
Fig. 4~b!#. In all other bands where the irregularity for low-
order panel modes is low, no significant improvements have
been achieved and the correction terms are not required.

The fifth approximation has been shown to be significant
if the modal overlap of the sound field is high. Because of
the smooth variation of the cross-modal and direct modal
excitation functions with frequency for high modal overlap
of the sound field~e.g., see Fig. 6!, these functions can be
approximately evaluated at the band center frequency, i.e.,

FIG. 6. Variation of cross-modal and direct modal excitation functions with
frequency for mode~6,10! for h55.8 mm and two different averaged cavity
modal decay times.

FIG. 7. System response with and without the fourth approximation and
with correction term to the fourth approximation forTa51.0 s, Tp
51.0 s, h55.8 mm, andDv5932p rad/s in~a! low–medium frequency
regime,~b! medium–high frequency regime, and~c! 1/3-oct bands.
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F j
C(v0) andF j

D(v0). Combining these functions with some
algebraic manipulation, Eq.~39! becomes

^v̄2&5
~r0c0!4~vAs!

2

2ms

3(
j 51

M K j~v0!K j* ~v0!

Ms j@~vs j
2 2v2!21~hs j

c vs j
2 !2#

, ~64!

where

K j~v0!5(
i 51

N Bj ,iv0*V0
qF i dV

Mai@~vai
2 2v0

2!1 j haivai
2 #

~65!

is a smooth function of frequency if the modal overlap of the
sound field is high. The corrected bandlimited time- and
space-averaged mean-square structural velocity can then be
obtained by integrating Eq.~64! over the frequency band-
width Dv:

^v̄2&Dv5
As

2~r0c0!4

2ms
(
j 51

M K j~v0!K j* ~v0!

Ms j

3E
Dv

v2

~vs j
2 2v2!21~ h̄s j

c vs j
2 !2 dv, ~66!

E
Dv

5I ~vU ,vs j ,h̄s j
c !2I ~vL ,vs j ,h̄s j

c !. ~67!

I can be obtained from Eq.~27! with all the corresponding
coefficients evaluated from Eqs.~28! to ~31! for vs j andh̄s j

c .
The panel response forTa50.1 s, Tp51.0 s, and h
55.8 mm is shown in Fig. 8. In the 1/3-oct analysis, the
corrected panel velocity reduces prediction errors for fre-
quency bands above 630 Hz@Fig. 8~c!# since both the direct
and cross-modal excitation functions vary smoothly with fre-
quency when the modal overlap of the sound field is high
~e.g., see Fig. 6!. For the bands below 160 Hz, the corrected
panel velocity also improves the prediction accuracy due to
smooth variation of those functions as there are no resonance
cavity modes to couple with the dominant panel modes. In
other bands, either no significant improvements in the pre-
diction accuracy have been achieved or prediction errors be-
come even larger. This is because either the direct or cross-
modal excitation function or both cannot be evaluated at the
center frequency when their variation is highly fluctuating
with frequency due to low modal overlap of the sound field.
In this case, correction terms are not required. Improved pre-
diction accuracy can also be achieved for the case of narrow-
band analysis@Fig. 8~a! and~b!# where variation irregularity
of the functions is small within each narrow band.

V. CONCLUSIONS

An analytical method has been proposed in this paper
for modeling the bandlimited response of acoustic-structural
coupled systems without substantial computational effort.
Manipulation of large complex matrices particularly at me-
dium frequencies has been avoided and only a small fraction
of the actual calculation time using the classical modal cou-
pling method has been used. The present method can also be
useful for the case of narrow-band excitations where there

are insufficient or even no resonance modes in the band for
reliable estimates using statistical methods. Correction terms
have been derived to improve prediction accuracy when pre-
diction errors are either associated with the fourth approxi-
mation~evaluating acoustic and structural effective loss fac-
tors at band center frequencies! or the fifth approximation
~negligence of structural cross-modal excitation in the mod-
eling of structural response! or both. As a general criterion,
correction terms are recommended for the medium frequency
range as far as the fourth approximation is concerned if ei-
ther the structure and/or enclosed sound field is too lightly
damped and the averaged decay time of their modes is in the
order of a second or higher. For the case of the fifth approxi-
mation, correction terms are recommended if the sound field
modal overlap is high and is of that of the medium frequency
range24 or high-frequency range.

The case where the sound field is directly driven by an
acoustic source and the structure is excited through acoustic-
structural modal coupling has only been considered in this
paper. Results for the case where the structure is directly
excited by some external forces and the sound field is driven
through coupling will be separately reported. Consideration
will be given to problems of structure-borne sound where the
sound field is subject to coupling with various vibrating
structures. The analytical method proposed here can be fur-
ther developed as a potential tool for medium frequency
analysis and design of practical acoustic-structural coupled
systems.

FIG. 8. System response with and without the fifth approximation and with
correction term to the fifth approximation forTa50.1 s, Tp51.0 s, h
55.8 mm, andDv5932p rad/s in~a! low–medium frequency regime,~b!
medium–high frequency regime, and~c! 1/3-oct bands.
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A study on feedback control of the vibration of a clamped elastic plate in the audio frequency range
is presented in this paper. The study is specified by a discretization method based on an inverse
modal analysis approach, through which a new lumped parameter system can be established to
represent the dynamics of the low-order modes of the actual structure. With the discrete model the
standard linear quadratic optimal control theory can be formulated in physical state space to design
a controller, that will be later implemented in experiments to control the real structure. As an
illustration, a lumped parameter model with 9DOFs has been created for the clamped plate. It is
demonstrated by experiments under both impulse excitation and stationary random excitation that
the corresponding nine vibration modes of the plate are quite well controlled with a collocation of
two electromagnetic actuators and five sensors. ©1998 Acoustical Society of America.
@S0001-4966~98!01102-3#

PACS numbers: 43.40.Vn, 43.40.Dx@PJR#

INTRODUCTION

In recent years, active structure control has come to real
application in some fields such as civil engineering where the
active means of protective design of tall structures such as
buildings and bridge towers against adverse environmental
loads has prevailed.1 However, the research of active vibra-
tion control for the purpose of reducing mechanical noise has
not yet seen so many successful applications. The main ob-
stacle perhaps is that the mechanical noise and vibration are
often in fairly high frequency, which may present some dif-
ficulties, in viewing the capacity of the current control hard-
ware and software. Nevertheless, the research and develop-
ment of this active vibration control technique, also known
as active structural acoustic control~ASAC!,2 has been ex-
periencing concrete progress owing to the fast development
of microprocessors and control algorithms.

Perhaps due to the fact that the initial motive of ASAC
lies in abating aircraft interior noise3 or noise radiation from
submarine hull, in which the information of primary excita-
tion of the system can be obtained somehow, the feedfor-
ward control based on adaptive signal processing technique4

has been widely accepted and successfully used in structural
acoustic control, as in the case of active noise control
~ANC!.5 On the other hand, it is only recently that the feed-
back control strategy, such as the modern control theory, that
is well developed for control of dynamic systems has com-
paratively received more attention in active noise and struc-
tural acoustic control.6–10 In many practical cases structures
are under broadband or random excitation, the modal radia-
tion of mechanical system plays the main role in total noise
radiation, which is in general proportional to the vibration
level. Therefore, control of the vibration modes with high

radiation efficiency will almost certainly result in reduction
in noise level. The modes with high radiation can be deter-
mined numerically or experimentally. Under this condition,
the structural acoustic control problem can be simplified to a
problem of vibration mode control. It seems appropriate to
construct the modal control schemes by making use of the
modern control theories based on the state-space
approach.7–10 Unlike the adaptive feedforward control,
which involves little knowledge of the dynamics of struc-
tures, the feedback methods using modern control theories,
such as the linear quadratic optimal controller~LQ control!,
require the modeling of structure dynamics.

The feedback structure control has been well studied in
theory,11 while its implementation on the distributed systems
often presents some difficulties. Most of the work in the
literature pertaining to controlling the continuous structures
is designed in modal space for obtaining a simple system
matrix, such as the well-known independent modal-space
control ~IMSC!.11 The state variables are in modal space and
not directly measurable, ‘‘mode analyzer’’ and ‘‘mode
synthesizer’’2 or ‘‘mode filter’’ and ‘‘inverse mode filter’’10

are therefore required to transform between the modal space
and the physical space. It is not easy to estimate the state
quantities in modal space accurately if more controlled
modes are concerned, unless large number of sensors or dis-
tributed sensors are used.2,10 In a theoretical study,9 Wu et al.
introduced a feedback control for duct acoustic system in
physical state space, where the states were physically mea-
surable quantities. The method was based on a finite differ-
ence discretization of the system, which was possible in the
case in which the system~one-dimensional acoustic wave in
duct! was analytically describable. In other cases such as
elastic structures, however, it would face various difficulties.
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In this paper, another approach is therefore considered.
It is aimed at developing a more practical method that can be
applied conveniently to actual control experiments, hence,
the directly measurable state variables are preferred. For this
purpose, a modeling method via a so-called inverse modal
analysis approach has been established, through which one
can create a lumped parameter model, to represent the dy-
namics of the low-order vibration modes of real mechanical
system at the designed modeling points. As will be demon-
strated in the following section, this lumped parameter model
is not simply a modal truncation of the original system with
distributed parameters, as often used;8,10,11 it is a ‘‘new’’
system with physical, lumped parameters. With this discrete
model, the standard linear quadratic control law can be easily
formulated in physical state space with the state variables
being directly measurable, thus making it dispensable to use
‘‘mode analyzer’’ and ‘‘mode synthesizer’’ or the like as
required by the modal-space approach.2,10,11 The controller
designed on the discrete model will be implemented in actual
system to control the real structure. This method is demon-
strated in the present paper on a study of active structure-
borne noise control of a clamped flexible steel plate, a fun-
damental subject that can find application in wide noise and
vibration problems encountered in practice. A lumped physi-
cal parameter system with 9DOFs is created to represent the
dynamics of 9 of the first 12 vibration modes of the plate.
The suboptimal control,12 rather than the standard LQ theory,
is employed to design the control system, in order to reduce
the number of sensors. With a collocation of five displace-
ment sensors and two electromagnetic actuators, successful
control results, irrespective of impulsive excitation or sta-
tionary random excitation, have been achieved in experi-
ments that 9 of the first 12 vibration modes of the plate are
quite well controlled. In viewing that the experimental inves-
tigations in this area are rather thin on the ground, as pointed
out by Fulleret al.,2 it is intended that this paper could also
supply some helpful materials in this aspect.

I. MODELING

A. The principle

For a thin-plate structure, the harmonic bending vibra-
tion is governed by the following motion equation:13

L@x~r !#2rsv
2x~r !5p~r !, ~1!

wherex(r ) is the normal surface displacement,L is the op-
erator governing the elastic forces in the structure,rs is the
surface density~mass per unit area!, and p(r ) is mechani-
cally applied force per unit area. Solving the corresponding
eigenvalue problem of Eq.~1!, one can obtain the eigen fre-
quency,vn , and the eigenfunction,cn(r ), which satisfy the
following eigen equation

L@cn~r !#2rsvn
2cn~r !50, ~2!

and the orthogonality condition

E
s
rscn~r !cm~r !dS50, mÞn. ~3!

The vibration displacement at any position on the structure
surface can be obtained through the modal superposition
method, namely,

x~r !5 (
n51

`

Xncn~r !, ~4!

where,Xn is called the modal participation factor.
From the above equations and with some manipulations,

the frequency response function of the plate, exciting at point
q and monitoring the response at pointr , is obtained as

Hc~v!5
x~r !

f ~q!
5 (

n51

`
cn~r !cn~q!

~vn
22v2!Ln

, ~5!

where

Ln5E
s
rscn

2~r !dS ~6!

is the modal-generalized mass. This equation describes the
dynamics of the undamped continuous system. Rewrite Eq.
~5! as

Hc~v!5 (
n51

N
cn~r !cn~q!

~vn
22v2!Ln

1 (
n5N11

`
cn~r !cn~q!

~vn
22v2!Ln

5H low~v!1H res~v!, ~7!

it is then clear that as far as the low frequency is concerned,
say,v!vN11 , the second termH res(v) is very small com-
pared withH low(v), therefore

Hc~v!'H low~v!5 (
n51

N
cn~r !cn~q!

~vn
22v2!Ln

. ~8!

This fact makes it possible to represent the low-frequency
dynamics of the structure by itsN modes in the concerned
frequency range. Actually, all the current work concerning
modal control of continuous systems with the state-space
approach8,10 is based on this approximation, that is, the
modal truncation. It should be noted here that the coordinates
r andq refer to any position on the structure surface.

On the other hand, for a discrete system withN degree
of freedoms, the free vibration with no damping can be for-
mulated in a general form as

miẍi1S ki01(
j 51
j Þ i

N

ki j D xi2(
j 51
j Þ i

N

ki j xj50, i 51;N, ~9!

or, written more compactly,

Mẍ1Kx50. ~10!

Here,xi refers to the displacement of massi , mi is the i th
mass,ki0 is the stiffness of the spring connecting thei th
mass and the ground, andki j refers to the spring constant
between thei th mass and thej th mass.M is the physical
mass matrix andK is the physical stiffness matrix. It is not
difficult to show that the frequency response function~com-
pliance! from massj to massi takes the form

Hd~v!5 (
n51

N
fn~ i !fn~ j !

~vn
22v2!mn

, ~11!
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wherefn is thenth modal vector of the system, which sat-
isfies the following orthogonality equation:

fn
TMfm5 H0, mÞn,

mn m5n ~12!

or, in matrix form,

FTMF5m, ~13!

wheremn is the nth modal mass,m is the diagonal modal
mass matrix andF is the modal matrix of the discrete sys-
tem.

Equation ~8! and Eq.~11! are in similar form, except
that the spatial coordinates are different: The modal shape of
the former is a smooth and continuous function over the
whole structure surface, while that of the latter is a vector
containing information only atN mass points. If one can
chooseN typical discrete points on the surface of the struc-
ture as modeling points, and assume proper lumped masses
and stiffnesses at these points in such a way that the motion
of these points can approximate the dynamics of the continu-
ous structure, then one can make a lumped parameter model
for the distributed dynamic system. It is evident that in
choosing the modeling points, which is something like a spa-
tial sampling, the following principles should be observed:

~1! The modeling points should be located, as long as pos-
sible, at maximum deformation positions of the con-
cerned modes. In other words, they should not be placed
at nodes of these modes.

~2! The least number of modeling points along one dimen-
sion of the structure should be the maximum number of
the node lines of the concerned modes along this dimen-
sion, pluses one. Otherwise, the spatial information of
the structural modes cannot be reflected in the model.

~3! It is better to coincide the modeling points with the
nodes of the unconsidered high modes, that is, the modes
N11 and the higher in Eq.~7!. This will benefit model-
ing accuracy and control design based on the lumped
model.

SupposeN points on the structure have been chosen,
following the above guidelines, to form aN DOF system by
assumingN lumped masses at the modeling points, one
spring between each two masses, and an elastic connection
between each mass and the ground, the motion of the system
can then be described by Eq.~9!. Now the question is how to
determine the physical parameters involved, that is, the
masses and the spring constants.

Manipulating Eq.~13! yields

M5~Fm21FT!215~F̄ F̄T!21, ~14!

whereF̄ is the normalized modal matrix. This relationship
indicates that ifF̄ is known, thenM is determined. Compar-
ing Eq. ~8! and Eq.~11!, it is reasonable to assign the nor-
malized mode shape values of the real structure at the loca-
tions of modeling points, which can be obtained through
numerical or experimental modal analysis, to that of the
lumped system, that is

f̄n~ i !5c̄n~r i !5cn~r i !/ALn; ~15!

here,r i refers to the position of thei th modeling point on the
structure. However, thus formed the matrixF̄ is not guaran-
teed to satisfy Eq.~14! where both sides should be diagonal.
Usually some nonzero values, although small, exist in the
off-diagonal positions of the matrixF̄ F̄T. This problem can
be solved by modifying the initial matrixF̄ through a sen-
sitivity analysis procedure in order to satisfy Eq.~14!.

Suppose an initial modal matrix for the lumped system
has been obtained, from Eq.~15!, as F̄, and assume that
there arep different nonzero components in the off-diagonal
positions of the matrixF̄ F̄T, an error vector can be defined
here that consists of thesep components, namely,

«5$«1 «2 «3 ••• «p%
T, ~16!

in which each error« i is a function of some modal shape
components of the matrixF̄. Suppose there are, in total,q
independent modal shape components involved in Eq.~16!,
then it is reasonable to write

« i5 f i~f1 ,f2 ,...,fq!5 f i~f!, ~17!

wheref is a newly defined (q31) vector consisting off j

( j 51 –q; here the subscriptj is only a sequence number and
has nothing to do with the mode order or the position label!.
The purpose is to modify these modal shape componentsf j

in order that the errors« i approach zero. It should be pointed
out here that in constituting the initial modal matrixF̄, if use
has been made of the symmetry feature of the mode shapes,
the number ofp andq can be greatly reduced.

Define the modification off asdf, which is assumed to
change the error vector from its initial value« to 0, then the
following equation stands:

F ]«

]fGdf502«52«, ~18!

where]«/]f is a p3q matrix called the sensitivity matrix
whose elements are partial differentiation of the errors,« i

( i 51 –p), with respect to the mode shape components,f j

( j 51 –q), namely

F ]«

]fG53
]«1

]f1

]«1

]f2
...

]«1

]fq

]«2

]f1

]«2

]f2
...

]«2

]fq

A A ... A

]«p

]f1

]«p

]f2
...

]«p

]fq

4
p3q

.

The modification vector can be obtained from Eq.~18! as

df5F ]«

]fGTS F ]«

]fGF ]«

]fGTD 21

~2«!, ~19!

and the new vector is calculated by

f←f1df. ~20!

Usually an iterative calculation is necessary in this pro-
cedure in order that« converges to 0. Substituting the newly
obtainedf into Eq. ~17! yields a new error vector, and this
new « can be substituted into Eq.~19! to generate a new
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modification vector. After a certain iteration that a preset
accuracy has been reached, a final modified modal matrix
can be obtained that will satisfy the diagonal condition of Eq.
~14!. Consequently,M can be obtained, and the stiffness
matrix K can also be determined

K5~F̄T!21VF̄21, ~21!

whereV is a diagonal matrix whose nonzero elements are
square of the natural frequencies of the concerned modes of
the real structure.

The above procedure, that is, determining the physical
parameters of the lumped parameter system from the avail-
able modal data of the distributed parameter system@Eqs.
~14! and~21!#, is termed an inverse modal analysis approach
in this paper. The established lumped parameter model
should be regarded as a new system, that is supposed to
represent the low-order dynamics of the structure at the de-
signed modeling points.

It should be mentioned that in Ref. 14 Ewins has ex-
plored the feasibility of constructing a spatial model from the
modal model based on the inverted orthogonality equations
~14! and~21!. Aiming at a model with full structure dynam-
ics, he pointed out that it is usually impractical to deduce the
mass and stiffness matrixes directly from these equations,
since it is much more usual to have an incomplete modal
model in which the eigenvector matrix is rectangular and, as
such, noninvertible. But in the method presented in the
above, there would be no such rank deficiency problem, be-
cause this method does not aim at a complete model of the
structure dynamics, only the finite low modes of the structure
are of interest. For example, if one is dealing withN modes,
then one can accordingly chooseN modeling points, so that
the modal matrix of the lumped parameter model is always
square and, thus, invertible. Usually, the order of the lumped
parameter model is much lower than that of the modal model
of the structure from experimental or numerical modal analy-
sis.

It also should be pointed out that structural damping has
been neglected in the above derivation. One reason is that the
main purpose of the discrete spatial model is to represent the
eigenvalues and the eigenfunctions of the corresponding
modes, which are more crucial for control design. Another
reason is due to the difficulties in identifying the damping
matrix in this approach, except for the assumption of propor-
tional damping, which is more an academic solution than a
practical method. Nevertheless, the damping effect can be
considered somehow in control system design as described
in Sec. II.

B. Discrete model of the plate

The above modeling method suggests that the first step
for making a lumped parameter model is to obtain the modal
shapes of the real structure by modal analysis methods. The
clamped plate under study in this paper is covered onto a
rectangular box for the convenience of studying the noise
transmission problem, as shown in Fig. 1. Therefore, the
plate is backed by an air cavity. Experimental modal analysis
is carried out to obtain the mode shapes. By examining the

modal shapes of the plate and following the guidelines for
determining modeling points described in the previous sec-
tion, it is decided that nine points on the plate surface are
selected as modeling points, as shown in Fig. 2.~The mesh
lines in this figure show the measurement points in experi-
mental modal analysis. The peculiar numbering way results
from an initial consideration that the first modeling point
corresponds to the maximum deformation position of the
first mode, the second point to the second mode, etc. It has
no real meaning, and can be numbered in other ways.! The
positions of these modeling points are clearly shown with
small circles in Fig. 3, where node lines are used to roughly
illustrate the first 12 mode shapes of the plate.

It should be mentioned that determination of the number
and the position of the modeling points largely depends on
how many and which modes are to be controlled. As stated
in the introduction, ASAC can be simplified to an active
vibration control ~AVC! problem when only controlling
those modes strongly coupled to the radiation field. The
modeling points can be chosen in such a way that the modes
with high radiation efficiencies are focused.~However, in the
present paper we are concerned to control the vibration
modes as many as possible.! In addition, it is presumed that
the sensors and the actuators will be placed at these chosen
modeling points; therefore, use of unobservability or uncon-

FIG. 1. The clamped plate and the supporting box.

FIG. 2. The modeling points on the plate.
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trollability for getting rid of influences of certain modes,
preferably the omitted high modes, could also be considered
at this stage.

Obviously, with this pattern of the modeling points, the
sixth and the ninth modes are completely unobservable from
the modeling points~this is not deliberately designed!. Fur-
thermore, the eleventh mode is not fully reflected as well.
Nevertheless, nine other modes can be represented, that is,
the first, second, third, fourth, fifth, seventh, eighth, tenth,
and the twelfth mode, reaching to over 250 Hz. Given the
number and location of the modeling points being deter-
mined, the physical parameters involved in setting up the
lumped parameter model can be calculated following the in-
verse modal analysis approach described in the preceding
section. This approach has been implemented into a piece of
MATLAB ~The WathWork, Inc., MA! program. The lumped
parameter system with 9DOFs is shown, intuitively, in Fig.
4. The lines in this figure refer to the springs, connecting
each two masses, and each mass and the ground. The physi-
cal parameters~mass and spring constant! determined are not
listed here for brevity.

II. CONTROL SYSTEM DESIGN

A. Optimal control in physical state space

Now that the lumped parameter model with nine DOFs
has been established, which represents the dynamics of the
nine modes of the plate of the concern; it is quite convenient
to design a state feedback control system using the LQ
theory on the basis of this discrete model, for the purpose of
controlling the vibration of the real structure. In order to

control all nine modes, two actuators are employed, that are
supposed to be located at the mass points 1 and 3, respec-
tively.

The motion equations of the 9DOF system with two
electromagnetic actuators are as follows

m1ẍ11cẋ11S k101(
j 51

9

k1 j D x12(
j 52

9

k1 j xj5l fu1 ,

~22a!

m2ẍ21S k201(
j 51
j Þ2

9

k2 j D x22(
j 51
j Þ2

9

k2 j xj50, ~22b!

m3ẍ31S k301(
j 51
j Þ3

9

k3 j D x32(
j 51
j Þ3

9

k3 j xj5l fu3 , ~22c!

miẍi1S ki01(
j 51
j Þ i

9

ki j D xi2(
j 51
j Þ i

9

ki j xj50, i 54 – 9,

~22d!

whereu1 andu3 are the control signals of the two actuators,
respectively, andl f is the voltage-force coefficient of the
electromagnetic actuators. In deriving the lumped parameter
model in the above section, the damping effect has been
ignored. However, in the present study, the clamped plate is
backed by an air cavity, which is found to have strong damp-
ing effect on the first mode of the plate. In addition, the
electromagnetic actuators also exert passive damping to the
plate. These damping effects, that mainly influence the first
vibration mode of the plate, have been approximately ac-
counted for by the measured damping coefficientc in Eq.
~22a!.

Define a state vector as

X5@ ẋ1 ẋ2 ••• ẋ9 x1 x2 ••• x9#T, ~23!

FIG. 3. The first 12 mode shapes illustrated by node lines. The circles and
numbers refer to modeling points.

FIG. 4. The lumped parameter model with nine DOFs.
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which consists of the physically measurable displacements
and velocities at the modeling points of the real structure, the
above motion equations can be denoted by the following
state equation

Ẋ5AX1BU. ~24!

Here, the state matrixA is given as

A5F2M21C
I

2M21K
0 G , ~25!

whereI is a (939) unit matrix,0 is a (939) null matrix,M
and K are the physical mass matrix and stiffness matrix of
the lumped parameter system, andC is the damping matrix

C5diag@c 0 0 0 0 0 0 0 0#.

The state matrixB is

B5l fF 1

m1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0
1

m3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

G T

. ~26!

The control signal matrix is

U5@u1 u3#T. ~27!

Based on the LQ control theory, this system can be optimally controlled as long as the quadratic performance indexJ
reaches minimum

J5E
0

`

~XTQX1UTRU!dt, ~28!

in which Q is the state weighting matrix andR is the control weighting matrix, both are diagonal matrixes. The corresponding
control value is obtained as

U52R21BTPX52GX, ~29!

whereG is the feedback gain matrix andP is the solution of the Riccati equation:

PA1ATP2PBR21BTP1Q50. ~30!

In order to reduce the sensor number required by the LQ control, the suboptimal control theory12 is adopted here.
Examining the modal shapes of the plate~see Fig. 3!, it is possible to suppose only the state variables at five mass points~1,
3, 5, 6, and 7! being monitored for the feedback control. SetZ being a substate vector representing those measured state
variables inX, then the following transformation stands:

Z5SX, ~31!

S53
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

4 . ~32!

The control value thus can be expressed as

U52GSZ, ~33!

in which the suboptimal feedback gainGs can be determined
by the minimum norm method12 as follows:

GS5GST~SST!21S. ~34!

It can be seen that with the use of the lumped parameter
model, the controller design is very concise; no ‘‘mode ana-
lyzer’’ or ‘‘modal filter’’ 2,11 is required, making it quite con-
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venient to manipulate in implementing a real control system.
The damping effect of the mechanical system can also be
considered somehow in this approach. The discrete system is
designed to represent the dynamics of the low-order modes
of the continuous system at the modeling points; the control-
ler on the lumped parameter model is therefore capable of
controlling the real system at these points. It goes without
saying that in mode vibration, if a local point is controlled,
global suppression can be achieved for the whole mode.

B. Numerical simulations

The numerical simulations of the discrete model are per-
formed using MATLAB Control System Toolbox routines.
In these simulations the values of the components that
weight velocity terms inQ are all taken as unity, while the
components weighting displacements are taken as zero, since
it has been examined by various simulations and experiments
not mentioned in this paper that the weighting velocity terms
seem more effective than weighting displacement terms or
the both. The feedback gains are changed by adjusting the
weighting matrixR. The proper gains examined in simula-
tion will be used in the experiments. Therefore, simulation is

not only a test of the model but also an indispensable proce-
dure to prepare the feedback gains for the experiments. The
values ofR used in this paper are 0.005.

In Fig. 5 are shown the calculated transfer functions
~compliance! in the occasions when assuming an excitation
at mass point 3 and picking up at the same point, and excit-

FIG. 5. The simulation results. Dotted line: without control; dashed line:
with optimal control; solid line: with suboptimal control.~a! Excite and
observe at mass point 3;~b! excite at mass point 1 and observe at mass point
3.

FIG. 6. The simulation results. Dotted line: without control; dashed line:
with optimal control; solid line: with suboptimal control.~a! Excite at mass
point 2 and observe at mass point 1;~b! excite and observe at mass point 1.

FIG. 7. The experimental setup.
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ing at mass point 1 and picking up at mass point 3. In Fig. 6
are shown the occasions when exciting at mass point 2 and
picking up at mass point 1, and exciting and picking up both
at mass point 1. In these figures the dotted line refers to the
system response without control~open loop!; the dashed line

refers to that with LQ control and the solid line with subop-
timal control ~closed loop!. Encouragingly, very good con-
trol results have been obtained, for all nine modes, by both
the LQ control and the suboptimal control, as shown in these
figures.

III. EXPERIMENTS

Experiments on the real structure are carried out to
verify the discrete model and the control design. Five dis-
placement sensors~at the modeling points 1, 3, 5, 6, and 7!
and two electromagnetic actuators~fixed at the modeling
points 1 and 3! are employed. By this collocation of sensors
and actuators, 9 of the first 12 vibration modes of the plate,
as depicted in Fig. 3, are expected to be controlled with the
suboptimal control design. The velocities are not directly
measured but estimated through the approximation differen-
tial of the displacements. A DSP device~TMS320C40! is
used as the controller, and the sampling rate of A/D boards is
set to be 0.01 ms~the reason for using such a high sampling
rate, 100 KHz, can be found in Ref. 15!. The feedback gains
obtained on the discrete model in the numerical simulation
are used to generate the control forces in the experiments
@see Eq.~33!#. The experimental setup is illustrated in Fig. 7,

FIG. 8. The structure of the electromagnetic actuator.

FIG. 9. The experimental results. Dotted line: without control; solid line:
with control.~a! Excite near and pick up at modeling point 3;~b! excite near
modeling point 1 and pick up at modeling point 3.

FIG. 10. The experimental results. Dotted line: without control; solid line:
with control.~a! Excite near modeling point 2 and pick up at modeling point
1; ~b! excite near and pick up at modeling point 1.
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and the structure of the electromagnetic actuator, through
which both the passive damping and the active control force
are applied to the plate, is depicted in Fig. 8.~The passive
damping is always present no matter control on or off.! It
should be mentioned here that in the control design of Sec.
II, the physical system have been treated as an ideal one with
no time delay. But, in practice, phase lag problems in the
physical control system, particularly in the actuator, have
detrimental influence on the control performance and robust-
ness, as examined by Renet al.15 Therefore, in the present
study, a phase lead compensation network has been em-
ployed in experiments to improve the control performance.
Readers are referred to Ref. 15 for details about this problem.

The vibration control effects are first evaluated by mea-
suring the compliance of the plate under impulse excitation
by hammer. In Fig. 9 are shown the occasions when exciting
near modeling point 3 and picking up at modeling point 3,
and exciting near modeling point 1 and picking up at mod-
eling point 3. In Fig. 10 are shown the occasions when ex-
citing at modeling point 2 and picking up at modeling point
1, and exciting near modeling point 1 and picking up at
modeling point 1. As anticipated in the simulations, these
experiments demonstrate very good control effects over all

the nine concerned modes. It is interesting to notice that the
eleventh mode~228 Hz! and some other high modes, which
are not incorporated in the lumped parameter model, are also
suppressed. This is probably due to the collocation effect. At
nonmodeling points on the plate, such as the randomly cho-
sen pointsa, b, c, andd ~see Fig. 7!, the same good control
results have been observed, as shown by two occasions given
in Fig. 11, demonstrating that global vibration control effects
can be achieved with the methods presented in this paper.
Since the actuators are very close to, if not exactly on, the
nodes of the sixth mode~about 154 Hz!, this mode is not
controlled, as shown in these figures.

Another way for examining the control effect is exciting
the plate, from inside the box, with a loudspeaker driven
with 0–400 Hz white noise, and measuring the vibration re-
sponse spectra. In Fig. 12 are shown the displacement power
spectra measured at two points: the modeling point 1 and the
modeling point 3. Evidently, the resonant peaks correspond-
ing to the controlled modes below 300 Hz are well sup-
pressed. This fact suggests that considerable control effects
should also be achieved for noise transmission/radiation of
the plate. However, this kind of experiments are not con-

FIG. 11. The experimental results. Dotted line: without control; solid line:
with control.~a! Excite at pointa and pick up at pointb; ~b! excite at point
c and pick up at pointd. FIG. 12. The experimental results of random excitation by loudspeaker.

Dotted line: without control; solid line: with control.~a! Displacement mea-
sured at modeling point 3;~b! displacement measured at modeling point 1.
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ducted in this paper, and will be investigated later.
In these experiments, no spillover16 due to the unmod-

eled high modes of the structure is observed. This partially
benefits from the collocation of two actuators with two sen-
sors, partially benefits from the fact that at high frequencies,
the output powers of the actuators are limited. It has been
examined when very large control forces~large gains! are
employed, some modes above 400 Hz do go unstable. There-
fore, spillover problem remains to be a problem in this sense.

One may doubt that the feedback gains used in the ex-
periments are determined beforehand on the basis of the dis-
crete model; the control performance might be very sensitive
to the change of the condition. It is sure that if the condition
of the real structure alters greatly after the discrete model has
been created, it is quite necessary to modify the parameters
of the discrete model. But it is observed in this paper that
slight change of the dynamics of the structure has little in-
fluence on the control performance and robustness. As an
example of illustration, the experiment when the plate is not
placed onto the box~so that it is not backed by the air cavity!
is conducted, and the same controller as the case with the air
cavity is used in this condition. As shown in Fig. 13, the
transfer function of the plate with no control force on it dis-

plays sharp peak at the first mode, the natural frequency is
also slightly shifted. Nevertheless, the control performance is
not degraded. Usually, the dynamics of a structure does not
change so much in ordinary condition that the mode shapes
are completely different, it is considered that the controller
designed on the discrete model of the structure would dem-
onstrate fairly good robustness.

IV. CONCLUSIONS

By establishing a lumped parameter model to represent
the dynamics of low-order modes of the continuous me-
chanical system, the well-developed linear quadratic optimal
control theory can be easily formulated in physical state
space, where state variables are directly measurable quanti-
ties. The feedback gains can be determined on the physical
discrete system, and then be applied in experiment to gener-
ate active forces to control the real structure. This approach
essentially gets rid of the problems involved in the widely
used modal-space control method, when discrete sensors are
used in the systems with distributed parameters. The discreti-
zation method based on an inverse modal analysis approach
introduced in this paper, that is, to determine the physical
parameters of the discrete model from the available modal
data of the continuous system, is generally applicable to elas-
tic structures. Since the modal data of a control object~struc-
ture! can be obtained either by experiment or by numerical
methods in advance, the modeling method described in this
paper is quite practical and easy to manipulate. The damping
effects can also be considered somehow. This consideration
has been examined in this paper by a study on active vibra-
tion control of a clamped elastic thin plate. By creating a
lumped parameter model with 9DOFs for the clamped plate
backed by an air cavity, and designing a state feedback con-
troller using the suboptimal control theory, it has been con-
firmed by simulation and experiment that nine vibration
modes of the plate, ranging from low frequency to fairly high
frequency, are quite well controlled with a collocation of two
electromagnetic actuators and five sensors. It has also been
demonstrated that the suboptimal control design is an effec-
tive way to reduce the number of the sensors required by the
LQ control theory.
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Acoustic wave propagation and attenuation in catalytic converters are investigated in the present
study. The relationships for wave propagation in a catalytic monolith are derived first and then
coupled to the wave propagation in tapered ducts which are commonly placed at either end of the
monolith. Analytical and finite element approaches are used to solve the resulting coupled system
of equations. Theoretical predictions are then compared with the experimental results for two
different ~one circular and the other oval! catalyst configurations. The attenuation characteristics of
the catalyst with and without the monolith are also investigated. ©1998 Acoustical Society of
America.@S0001-4966~98!03801-6#
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LIST OF SYMBOLS

A area
c sound speed
cp specific heat at constant pressure
d diameter
f frequency
Gc as defined by Eq.~11!
i imaginary unit,A21
Jn Bessel function of the first kind of ordern
k wave number
K as defined by Eq.~31!
l length
M mean flow Mach number
n area normal
N shape function
p acoustic pressure
P pressure
Pr Prandtl number
r radius
R flow resistance
R as defined by Eq.~10!
Re Reynolds number
s as defined by Eq.~12!
t time
T temperature; transfer matrix
TL transmission loss
u acoustic particle velocity vector
ū meanu

U mean flow velocity
Greek symbols
a shape factor
g ratio of specific heats
G boundary
k thermal conductivity
m dynamic viscosity
f diameter; open-area ratio or porosity
F equivalence ratio
r density
u semi-cone angle
t transmission coefficient
v angular frequency, 2p f
V volume or area domain
Superscripts

1 forward moving wave
2 reflected wave
ˆ nodal values
Subscripts
0 mean quantity
1 fluid domain
2 catalytic converter element
i inlet
int interface boundary
m catalytic converter element
o outlet

INTRODUCTION

Following the 1970 Clean Air Act, the need to comply
with the emission standards has resulted in significant devel-
opments in the catalyst technology. The efforts that started

by retarding the ignition, the use of thermal reactors and the
oxidation catalyst have led to the discovery of three-way
catalysts in late 1970’s~Gandhiet al.,1 Heywood,2 Stone3!.
Three-way catalysts are now an integral part of the exhaust
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system of spark-ignition engines due to their ability to con-
vert all three pollutants~NOx , CO, and HC! simultaneously
by accelerating the associated kinetics reactions. The cata-
lytically active coat, which may be composed of precious
metals such as platinum, palladium, and rhodium, is applied
to the washcoat~typically alumina, Al2O3! with a large sur-
face area to enhance the oxygen storage capacity and key
reactions. The washcoat is applied to either a ceramic or a
metal substrate which is mounted in a metal housing by us-
ing a thin layer of swelling mat or wire mesh. A typical
conversion efficiency near stoichiometric combustion and
the associated narrow conversion window, for 80% conver-
sion, for example, for a three-way catalyst is shown in Fig. 1.
On the fuel rich side NOx is reduced usually to N2 by excess
unburnt hydrocarbons, and by CO which is formed due to
lack of sufficient oxygen, whereas on the fuel lean side, ex-
cess oxygen oxidizes hydrocarbons and CO. Thus the win-
dow width for conversion is determined by the NO conver-
sion on the lean side, and by CO or HC conversion on the
rich side. The details of some representative reactions are
given in the literature~see, for example, Scha¨fer and van
Basshuysen,4 and Oh and Cavendish5!. The compression-
ignition engines, on the other hand, use primarily oxidizing
catalysts because of the lean operation.

The pollutant conversion behavior of catalysts has been
studied in detail, for example, by Oh and his co-workers.5,6

Their earlier work is a one-dimensional model of simulta-
neous heat and mass transfer, and the chemical reactions.
The effect of step increase in the feed stream temperature is
examined on the lightoff behavior as a function of catalyst
design and operating conditions. The later work involves a
three-dimensional model facilitating the prediction of more
realistic temperature gradients in both radial and axial direc-
tions, which have significant implications in terms of heat
losses and structural durability, particularly for important

transients such as converter warm-up, sustained heavy load,
and engine misfiring. They also included realistic kinetics to
some extent~with the exception of NOx! for the Pt-catalyzed
oxidation reactions of hydrocarbons, CO, and H2. A compre-
hensive review of catalysts for pollutant emission control is
given by Kummer.7 Also, recent technologies for emission
control have been discussed by numerous researchers.8

The emission control has clearly been the primary ob-
jective of the catalytic converters~CC! on the exhaust system
of internal combustion engines, as just described. This chal-
lenging task naturally led to extensive research toward un-
derstanding the pollutant conversion behavior of CCs. The
same element, however, is also effective in reflecting and
dissipating the noise to a considerable extent, therefore act-
ing as a reactive/dissipative silencer. Thus far, the wave at-
tenuation behavior of CCs has received relatively little atten-
tion, and will be the focus of the present study. The
monoliths have a large number of parallel tubes~or cells!.
The density of these cells vary, for example, from 300 to 600
per square inch~cpi! in a ceramic monolith. Thus the analy-
sis of sound attenuation in a CC requires the knowledge of
wave propagation in the tube bundles~or capillaries! and
their interaction with the connecting ducts. Kirchhoff9 and
Rayleigh10 investigated the sound propagation in narrow
tubes containing a viscous, heat-conducting fluid. Exact so-
lutions of their equations for circular tubes under simplifying
conditions were given by Zwikker and Kosten.11

Tijdeman12 later obtained numerical solutions of Kirch-
hoff’s equations and discussed the limitations of the work of
Zwikker and Kosten. The idea of using a ‘‘shape factor’’ to
account for noncircular tubes was introduced by Biot.13

Craggs and Hilderbrandt14,15 studied the wave propagation
through noncircular capillaries via the finite element method,
but neglected the thermal boundary layer in their modeling.
Analytical solution in the form of a series solution was ob-
tained by Rohet al.16 for viscous and thermal perturbation
fields in rectangular tubes. Stinson and Champoux17 derived
an exact solution for an equilateral triangular capillary. Re-
cently, Cummings18 demonstrated the use of a variational
method to study the wave propagation and attenuation in
capillaries of arbitrary cross section.

The foregoing studies, i.e., Refs. 9–18, examined the
wave propagation in capillaries when the medium is quies-
cent. Glavet al.19 described a simple model to study the
wave propagation through the catalytic converter element.
Their model was based on the heuristic work of Ingard and
Singhal20 and showed good agreement with the experimental
results at low frequencies. At higher frequencies, however,
their predictions deviated from the experimental results as
their model was based on the low-frequency approximations
for the visco-thermal boundary layer attenuation in circular
capillaries. Recently, Peat21 studied the effect of flow on cir-
cular capillaries using the variational method. This work was
followed up by Astley and Cummings22 who used the finite
element method to study the attenuation and propagation in
capillaries of arbitrary cross section in the presence of flow.
Ih et al.23 and Jeong and Ih24 later developed analytical so-
lutions for circular capillaries in the presence of small mean
flow in terms of confluent hypergeometric functions.

FIG. 1. Conversion efficiency for NO, CO, and HC for a three-way catalyst
as a function of exhaust gas air/fuel ratio, modified from Kummer~Ref. 7!.
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References 9–24 dealt with the wave propagation in
capillaries. The monolith consists of a large number of these
capillaries and has a cross-sectional area considerably larger
than the main exhaust duct. Utilization of the full cross-
sectional area and therefore all the available actively coated
surface is highly desirable.25 Thus particularly on the up-
stream side, the duct is connected to the housing of the
monolith via a diffuser with the hope that flow will expand to
the full monolith surface relatively uniformly. This tapered
section upstream is repeated to a degree at the downstream
location primarily to reduce the flow losses, therefore reduc-
ing the back pressure to the engine and improving the engine
performance through decreased pumping loop work. A typi-
cal configuration is shown in Fig. 2 which also represents
one of the two configurations considered in this study.

In addition to investigating the wave propagation in the
monolith, the objective of the present study is to combine the
wave field in the monolith to the tapered ducts~diffuser and
reducer! and the main duct. Unlike Oh and his co-workers,5,6

this work neglects the heat/mass transfer and chemical reac-
tions aspects, and deals primarily with the acoustic wave
propagation and attenuation. While a recently presented pre-
liminary attempt26 investigated a circular monolith only, the
present study~i! considers two blank~without washcoat! ce-
ramic monoliths: circular and oval, for both analytical and
experimental work, the latter being more realistic because of
the under-body space constraints;~ii ! introduces a finite ele-
ment treatment of the CC to provide an assessment of multi-
dimensional versus one-dimensional wave propagation be-
havior; and~iii ! uses a CFD approach to evaluate the validity
of analytical relationships given for the flow resistance in
capillaries, which is employed in the present attenuation
model.

Following the Introduction, the theory underlying the
wave propagation in the catalyst is described in Sec. I. Sec-
tion II illustrates the analytical and finite element method to
obtain the transmission loss characteristics, and Sec. III the
different methods to determine the flow resistance. Section
IV discusses the results of the present study, which is con-
cluded in Sec. V with some final remarks.

I. THEORY

The treatment of the wave propagation in a system con-
taining a catalytic converter~CC! element essentially re-
quires the solution of a coupled system of equations: one for
the wave propagation in the connecting tapered ducts, and

the other for the wave propagation in the CC element. The
wave propagation in the connecting ducts is given by the
well-known wave equation,

¹2p5
1

c0
2

]2p

]t2 , ~1!

wherep is the acoustic pressure andc0 is the speed of sound
in the connecting duct. The equation for wave propagation in
the tube bundles of the CC element is, however, rather in-
volved, and requires a few simplifying assumptions. The
capillary tube walls are assumed to be impervious in the
present investigation. For some combination of the ceramic
monolith and the washcoat, the tube walls can exhibit mi-
croporosity. Such an effect can readily be included via a
locally reacting wall impedance, and an effective open-area
ratio as shown by Arnottet al.27 On a macroscopic scale, the
problem of wave propagation in the CC element is analogous
to the problem of wave propagation in an equivalent fluid
which has an effective density and an effective compressibil-
ity, both of which can be complex. These effective properties
are derived as shown in the following.

The linearized version of the continuity, momentum and
the energy equations for acoustic wave propagation are
given, in the absence of flow, by28

]rm

]t
1r0“–um50, ~2!

“pm1r0

]um

]t
2mF“2um1

1

3
“~“–um!G50, ~3!

and

]Tm

]t
2

1

r0cp

]pm

]t
5

k

r0cp
¹2Tm , ~4!

respectively, whererm is the density,pm is the acoustic pres-
sure,um is the acoustic particle velocity vector,Tm is the
temperature,m is the kinematic viscosity of the fluid,k is the
thermal conductivity of the fluid andcp is the specific heat of
the fluid at constant pressure. The subscript ‘‘m’’ is used
here to denote the catalytic converter.

At low frequencies, or when the cross-sectional dimen-
sions of the capillary are very small compared to the wave-
length, acoustic laminar conditions exist in the capillaries.14

Even when the flow is present the Reynolds number~based
on the capillary width! is small enough for the conditions
within the tube to be laminar.22 Further, if the length of the
capillary is large compared to the cross-sectional dimen-
sions, the flow in the capillary can be assumed to be fully
developed.22 Under such conditions, the momentum equation
can be re-written in terms of the space-averaged mean veloc-
ity ūm as follows:

“pm1r0

]ūm

]t
1R ūm50, ~5!

whereR depends on the frequency and the cross-sectional
shape of the capillary. In view of a harmonic time depen-
dency, Eq.~5! may be reduced to

FIG. 2. Circular ceramic monolith and the housing~length is in@cm#!.
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“pm1rm

]ūm

]t
50, ~6!

where

rm5r01
R

iv
, ~7!

which defines the equivalent densityrm . While viscous ef-
fects play a role in determining the effective density@through
R in Eq. ~7!#, thermal effects become important in obtaining
the equivalent sound speed as described in the following. In
terms of the linearized equation of state for an ideal gas,

pm

P0
5

rm

r0
1

Tm

T0
. ~8!

The speed of sound is then given by

cm
2 [

pm

rm
5

1

@r0 /P02r0Tm /pmT0#
. ~9!

For isothermal conditions,Tm50. Then, in view of Eq.~9!,
cm5AP0 /r0 , which is purely real. Craggs and
Hilderbrandt14 assumed isothermal conditions and used the
finite element method to predict the equivalent density for a
capillary of arbitrary cross section. However, when the ther-
mal boundary layer is accounted for, the solution of Eq.~4!
yieldsT in terms ofp. Because of the thermal diffusion term
on the right side of Eq.~4!, the variablespm andTm will be
out-of-phase in their oscillations. Thus the equivalent sound
speed defined by Eq.~9! would be complex. Stinson29 ob-
tained closed form solutions to Eqs.~2!–~4! for circular cap-
illaries and for rectangular slits. Allard30 has worked exten-
sively on the modeling of porous materials and has
developed simple relationships for the equivalent density and
sound speed in porous materials of arbitrary cross section by
expressing the parameterR in Eqs.~5! and ~7! as

R5RfGc~s!, ~10!

whereR is the flow resistance,f is the open-area ratio, i.e.,
ratio of the cross-sectional area of the pores and the total
cross-sectional area,

Gc~s!5

2
s

4
A2 i

J1~sA2 i !

J0~sA2 i !

12
2

sA2 i

J1~sA2 i !

J0~sA2 i !

~11!

with

s5aA8vr0

Rf
, ~12!

J0 and J1 are the Bessel functions of order zero and unity,
respectively, anda is a factor which depends on the shape of
the cross section of the capillary.30 The factora is used here

to account for noncircular cross section of the capillary, and
should be distinguished from the tortuosity factor used else-
where in the literature30 to account for the randomness in the
distribution of pores. For a given pore geometry, the viscos-
ity m and the flow resistanceR are directly related if the
boundary layer is assumed to be fully developed, as illus-
trated later in Sec. III.

The equivalent sound speed is given by30

cm5
c0

AF11
fR

ivr0

Gc~s!GFg2
g21

11~fR/ ir0v Pr!Gc~sAPr!
G

,

~13!

where

Pr5
mcp

k
~14!

is the Prandtl number~the ratio of momentum to thermal
diffusivity!. The wave propagation in the catalytic monolith
is hence characterized by

¹2pm5
1

cm
2

]2pm

]t2 . ~15!

Analysis of the wave propagation in a catalyst then involves
the coupled solution of Eqs.~15! and ~1!.

II. TRANSMISSION LOSS „TL…

Transmission loss is proportional to the ratio of sound
power incident on an acoustic filter and the sound power
transmitted downstream into an anechoic termination. As it
allows for the evaluation of the acoustic performance of a
silencer independent of the acoustic source and termination,
this desirable quantity is used in the present analysis to char-
acterize the acoustic behavior of the catalyst. Two different
theoretical approaches,~a! analytical, and~b! finite element
method, are used to predict the transmission loss when the
medium in the catalyst is quiescent.

A. Analytical method

A transfer matrix method is used to evaluate the TL
characteristics analytically. Using pressure and volume ve-
locity as the state variables, the transfer matrix for the uni-
form duct segment of the catalyst is given by28

Tcatalyst monolith5F coskml i
rmcm

A
sin kml

iA

rmcm
sin kml coskml

G ,

~16!

where km5v/cm , A is the cross-sectional area of the CC
element,cm is given by Eq.~13!, andrm is given by Eqs.~7!
and~10!. The transfer matrix expression for a conical duct is
given by31
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Tconical duct5F r 2

r 1
cos~k0l !2

tan u

k0r 1
sin~k0l ! ir0c0

r 2

r 1
sin~k0l !

2 i
l tan2 u

k0r 1
2

cos~k0l !

r0c0
1 i S r 2

r 1
1

tan2 u

k0
2r 1

2 D sin~k0l !

r0c0

r 2

r 1
cos~k0l !1

tan u

k0r 1
sin~k0l !

G , ~17!

whereu is the semi cone angle,l is the length, andr 1 andr 2

are the radii at the inlet and outlet of the conical duct section
of the catalyst. The overall transfer matrix is then

Tcatalyst5@Tdiverging duct#F1 0

0 fG @Tcatalyst monolith#F 1 0

0
1

f
G

3@Tconverging duct#. ~18!

Transmission loss is evaluated using the following expres-
sion:

TL520 log10F1

2
AAi

Ao
UT111

Ao

r0c0
T121

r0c0

Ai
T21

1
Ao

Ai
T22UG , ~19!

whereAi andAo are the cross-sectional areas of the inlet and
outlet ducts, respectively, whereTi j ’s correspond to those of
the matrixTcatalyst. Note that Eq.~19! is more general than
the applications considered in the present study by allowing
for different Ai and Ao . In the following section, a finite
element approach to evaluate the TL characteristics is illus-
trated.

B. Finite element method

The wave propagation in the catalyst are characterized
by Eqs.~1! and ~15!, or equivalently by

~¹21k0
2!p50 ... in V1 , ~20!

and

~¹21km
2 !pm50 ... in V2 , ~21!

where domainsV1 and V2 denote, respectively, the fluid
domain and the CC element. In the Galerkin finite element
method trial functions of the form,

p5(
i

Ni p̂i , and pm5(
i

Ni~ p̂m! i , ~22!

are chosen to approximate the solution of Eqs.~20! and~21!.
Here, p̂i and (p̂m) i are the nodal pressure values, andNi ’s
are the trial functions or the shape functions. The residues
obtained by substituting Eq.~22! in Eqs. ~20! and ~21! are
then weighted by the shape functions, and the residual error
minimized over the entire domain. Thus

E
V1

N~“

21k0
2!p dV50 ~23!

and

E
V2

N~“

21km
2 !pm dV50. ~24!

Using Gauss’ divergence theorem, Eqs.~23! and ~24! are
expressed in the following form:

E
V1

~“N–“p2k0
2Np!dV5E

G1

N
]p

]n
dG ~25!

and

E
V2

~“N–“pm2km
2 Npm!dV5E

G2

N
]pm

]n
dG, ~26!

whereG1 andG2 are the boundaries of domainsV1 andV2 ,
respectively, andn is the area normal. The following bound-
ary conditions apply along the interfaceG int of domainsV1

andV2 :

p5pm , and u5fum . ~27!

By virtue of the continuity, Eq.~2!, and the corresponding
equation for the fluid domain, the velocity boundary condi-
tion at the interface can be rewritten as

“p–n

r0
5f

“pm–n

rm
. ~28!

Multiplying Eq. ~26! by fr0 /rm and then adding it to Eq.
~25!, yields

E
V1

~“N–“p2k0
2Np!dV1

fr0

rm
E

V2

~“N–“pm

2km
2 Npm)dV5E

G i

N
]p

]n
dG1E

G0

N
]p

]n
dG, ~29!

whereG i andG0 denote the inlet and outlet boundaries. The
contribution due to the interface boundary integral drops out
as a result of Eq.~28!. Boundary integral at other boundaries
vanish due to rigid wall conditions.

Assuming plane waves to be incident on the boundary
G i and the boundaryG0 to be terminated anechoically, the
solution of Eq. ~29! can be obtained for a given incident
pressure field. The ratio of the transmitted and incident pres-
sures would then yield the transmission coefficientt. In
terms oft, TL is then given by,

TL520 log10u1/tu. ~30!

Equation~30! is used to evaluate the transmission loss, nu-
merically, by the finite element method. These results are
then used to corroborate the analytical treatment of the pre-
ceding Sec. II A based on a simple one-dimensional ap-
proach.
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III. FLOW RESISTANCE

In order to evaluate the TL characteristics of the cata-
lyst, the geometry of the pore, the properties of the fluid
filling the pores of the catalytic monolith and the flow resis-
tanceR, need to be known explicitly. The pore geometry and
the properties of air which fills the pore are generally known
a priori, leaving only the flow resistance to be determined.
The flow resistance can either be measured directly or esti-
mated theoretically. Various models32–34 exist in the litera-
ture for predicting the pressure drop along the length of the
duct. While the theoretical model of Shapiroet al.34 is lim-
ited to the region in the immediate vicinity of the flow en-
trance in the duct or tube, the model of Fargieet al.32 is valid
over a small region along the length of the duct. The model
of Sparrow and Lin,33 however, is more elegant. The pres-
sure drop in a tube of lengthl and of diameterd according to
their model is given by

DP0

1
2r0U2

5
64l /d

Re
1K~ l !, ~31!

whereP0 is the mean pressure,U is the mean velocity, Re
5r0Ud/m is the Reynolds number, andK( l ) is a function
which depends on the length of the duct.

The first term on the right side of Eq.~31! corresponds
to a fully developed flow, and the second term, the entrance
region where the flow is developing. The value ofK has
been shown to increase from zero at the inlet to a constant
value of 1.24 at a distance far from the entrance region where
the flow is fully developed to the well-known Poiseuille
profile.33 Their analytical results were found to be in excel-
lent agreement with the computational predictions obtained
here from a commercial software,STAR-CD,35 which solves
the full Navier–Stokes equations for the fluid flow. The ob-
served degree of agreement eliminated the need for a de-
tailed comparison between the two approaches. Thus no fur-
ther discussion on the computational approach is provided
here. Equation~31! is then related to the flow resistance of
the catalytic monolith as described next.

For a catalytic monolith at very low frequencies,s!1
@refer to Eq.~12!#. In this limit,

Gc~s!'1, ~32!

and at these low frequencies Eq.~6! reduces to

Rūm'2“pm , ~33!

or, in terms of Eq.~10! to

RfGc~s!ūm'2“pm . ~34!

Substituting the value ofGc(s) for the low-frequency limit,
i.e., Eq.~32! in Eq. ~34!, yields

R5 lim
v→0

2“pm

fūm
[

DP0 / l

Ui
, ~35!

which defines the static flow resistance. Here,

Ui5fU, ~36!

whereUi is the free-stream velocity of the fluid outside the
catalytic monolith. Substituting Eq.~31! for pressure loss in
Eq. ~35! would yield

R5
DP0 / l

fU
5

32m

fd2 1
rK~ l !

2lf2 Ui , ~37!

whered is the diameter of the capillary tube. Equation~37!
would provide a good estimate ofR in actual steady flow
measurements. However, the second term in this expression
accounts for developing boundary layer, which is not incor-
porated in a conventional formulation such as that of Sec. I.
Thus to retain consistency, only the first term on the right
side of Eq.~37! is effectively used in the analytical expres-
sions here by determining the limit when velocity tends to
zero, as described in the following section. This first term
also matches Eq.~4.77! in Allard.30

IV. RESULTS

One circular and one oval blank~uncoated! ceramic
monoliths are used in the present study. The circular con-
figuration consists of a 350 cpi~cells per square inch! cata-
lytic monolith connected to constant-diameter ducts on both
sides with tapered sections~see Fig. 2!. The circular mono-
lith is made up of square capillaries and has an open area
ratio of f50.8 ~equivalent to a square pore of 1.214 mm
length!. The flow resistance across the monolith was deter-
mined experimentally in a flow bench. The predicted@Eq.
~37!# and the measured flow resistances are compared in Fig.
3. The flow resistance depends on the flow velocity, as ex-
pected. As the flow resistance is defined by Eq.~37!, the
value of R corresponding to the case where the velocity
tends to zero, i.e.,R5500 Pa s is used in the theoretical pre-
dictions. For the square capillaries, the value of parametera
@see Eq.~12!# is 1.07~Ref. 30, Table 4.1!.

The TL characteristics obtained experimentally~through
impedance tube measurements, see for example, Selamet
et al.36 for the details of the experimental setup!, analyti-
cally, and by finite element method are depicted in Fig. 4,
which incorporates,c05343 m/s,r051.2 kg/m3, andg51.4
for the ambient air. Theoretical predictions compare well

FIG. 3. Variation of flow resistance with inlet velocity.
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with the experimental results. The difference between the
one-dimensional analytical and the three-dimensional finite
element results is nearly negligible, suggesting that one-
dimensional treatment would be sufficiently accurate for
these type of configurations. The discrepancy between the
theoretical and the experimental results may be attributed to
~i! the variation in the flow resistance,~ii ! the variation in the
open-area ratio from the manufacturer’s specifications, and
~iii ! the finite porosity of the capillary walls. The effect of
variation of the flow resistance and the open-area ratio on TL
are illustrated in Figs. 5 and 6, respectively. As expected,
increase in the flow resistance increases the transmission loss
~since the dissipation of acoustic energy is higher!. Increase
in the open-area ratio exposes more of the pore fluid to vis-
cous attenuation and this explains the observed increase in
transmission loss with an increase in the open-area ratio. For
the effect of finite wall porosity, Arnottet al.27 may be re-
ferred to.

A comparison of the TL obtained with and without the
catalytic monolith is shown in Fig. 7. The behavior of the
tapered housing alone~without monolith! is depicted by
dashed lines, which is based on purely reactive wave reflec-
tions. The difference between the dashed line and the solid

line ~with monolith! is due to the viscous dissipation in the
catalytic monolith. Thus the introduction of the monolith in-
creases the transmission loss at higher frequencies, away
from the first peak. Also, for this particular configuration, the
transmission loss remains fairly constant in the frequency
range of interest in automotive applications. Therefore, in
addition to increasing the reaction rates for the transforma-
tion of the pollutants to less hazardous substances, the cata-
lyst also helps in reducing the sound transmission down-
stream of the catalyst. Note that in Figs. 4–7, as the
frequency tends to zero, the transmission loss of catalyst
housing coupled with the monolith does not reduce to zero.
This is due to the dissipative nature of the catalyst@refer to
Eqs.~7!, ~10!, ~11!, and~32!#.

Figure 8 shows the oval catalytic monolith connected to
the same circular ducts of Fig. 2 at both ends through two
tapered transitions. Figure 9 provides a comparison of the
3-D finite element analysis, the one-dimensional analytical
solution, and the experimental data for the configuration of
Fig. 8 with the housing alone~catalytic monolith removed!.
For the analytical solution the oval section is replaced by a
circular duct of equal cross-sectional area. The TL behavior
indicates that the higher order modes are not cut-on in the
frequency range of interest, and the waves are predominantly
one-dimensional along the oval section. Figure 10 shows the
corresponding results for the oval catalyst of Fig. 8 in the
presence of the catalytic monolith. While the theoretical pre-
dictions in general compare well with the experimental re-
sults, the sources of the deviations~as indicated earlier for
the case of circular configuration! in Figs. 9 and 10 are cur-
rently being investigated. These two figures for the oval cata-
lyst also reveal a minimal increase in the accuracy of predic-
tions when employing a 3-D finite element method instead of
a simple one-dimensional analytical solution. When multi-
dimensional wave propagation becomes more significant at
higher frequencies the need for finite element method would
become obvious. However, the frequency range considered
here at ambient conditions needs to be stretched proportional
to the square root of the temperature in the hot exhaust sys-
tem. A multiplying factor of 1.5 or slightly higher is not
atypical. Therefore, for the symmetric configurations studied

FIG. 4. Circular catalyst of Fig. 2 with the monolith~350 cpi, f50.8!—
Transmission loss.

FIG. 5. Effect of the variation of flow resistance.

FIG. 6. Effect of the variation of open-area ratio.
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here and for the dimensions considered, there is very little to
be gained from a detailed finite element method relative to a
simplistic one-dimensional analytical approach.

A 3-D finite element approach could prove to be useful
for larger diameters and asymmetric CCs with offset or
angled inlet and outlets. The effect of higher order modes
might then be important at higher frequencies, particularly in
the connecting ducts. Using finite elements to model the con-
necting ducts while retaining a simple one-dimensional
model for the catalytic monolith might be a suitable ap-
proach for such a case.

The examination of Figs. 7, 9, and 10 also reveals that
the first attenuation dome is dictated by the reactive effects
based simply on the wave reflections due to cross-sectional
area changes. The insertion of the monolith in the housing
has a two-fold impact on the attenuation:~i! for the pure
wave reflection, the expansion ratio of the housing alone is
somewhat reduced because of the monolith walls. Depending

on the configuration, this may result in some reduction in TL
of the first dome; and~ii ! beyond the first dome, the wave
dissipation inside the capillaries of the monolith becomes
significant. The fact that the behavior of the first dome is
dictated primarily by wave reflections based on the available
expansion ratio could prove to be useful for a number of
different applications, particularly in view of frequency
stretching due to high exhaust temperatures. Also note that
the monoliths used in this study did not have a coating. With
the application of the coating, the flow resistance is expected
to increase somewhat, resulting in more dissipation.

V. CONCLUDING REMARKS

The present study determines the wave attenuation in
catalytic converters by combining the wave field in the
monolith to the the tapered ducts and the main circular duct.
Two different catalyst configurations, one circular and the
other oval, are investigated both analytically and with the
finite element method. The theoretical predictions presented
in this study for these two configurations are shown, in gen-
eral, to compare well with the experimental data. Compari-

FIG. 7. Circular catalyst—transmission loss with and without the monolith.

FIG. 8. Oval ceramic monolith and the housing~length is in@cm#!.

FIG. 9. Oval catalyst of Fig. 8 without the monolith~housing alone!—
comparison of theoretical and experimental results.

FIG. 10. Oval catalyst of Fig. 8 with the monolith~400 cpi, f50.75!—
comparison of theoretical and experimental results.
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son of the results with and without the catalytic monolith
indicates an improved acoustic performance in the presence
of the monolith. Theoretical results for the oval catalyst in-
dicate that for the frequency range of interest in automotive
applications, the acoustic wave propagation is predominantly
one dimensional. Thus a simple analytical treatment based
on one-dimensional approach appears to be rather useful, if
not sufficient, to determine the acoustic attenuation of a cata-
lytic converter.

The results of Peat,21 and Astley and Cummings22 indi-
cate that the effect of flow on the attenuation and phase
speed is convective: i.e., the wave numberkm

1 for the for-
ward moving wave iskm

15km /(11M ) and the wave num-
ber km

2 for the reflected wave iskm
25km /(12M ), whereM

is the mean flow Mach number. The present method can then
be extended to include incompressible mean flow by con-
structing the transfer matrices of the conical and the straight
ducts in the presence of flow according to Selamet and
Easwaran37 and evaluating the TL in the presence of flow
according to Easwaran.38 Axial temperature gradients inside
catalytic converters39 have been ignored in the present analy-
sis. Also, the application of the present method, for example,
to thermo-acoustic engines40,41 remains to be explored.
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Previous studies on the local active control of noise in free space show that the size of the quiet zone
and the total sound power output of the control system are mainly determined by the spatial
arrangement of primary sources, secondary sources, and error sensors. When a nearby reflective
surface is introduced, the size of the quiet zone and the total power output of the system will be
affected. The research presented in this paper examines the influence of the presence of a nearby
reflective plane on the control system with different alignments to the reflective surface. It is found
that the reflective surface significantly affects the size of the quiet zone and the sound power output
of the system, as compared with the same control system in free space. The effect is related to two
important parameters of the control system: the heights of the sources and the error sensor above the
surface and the distances between the primary and secondary sources and between the secondary
source and the error sensor. While the quiet zones created by most arrangements of the control
system in half-space are smaller than those for free space, the quiet zones created by the
arrangements of the control system perpendicular to the reflective surface may be larger than those
for free space. ©1998 Acoustical Society of America.@S0001-4966~98!05001-2#

PACS numbers: 43.50.Ki@GAD#

INTRODUCTION

Much of the literature addressing the active noise con-
trol ~ANC! in an open space assumes free-field
conditions.1–5 Free-field conditions do not always exist in
practical applications, and half-spaces are of more practical
engineering concern.

There are several strategies of applying active noise con-
trol in free space; the two major strategies are global control
~also known as optimal control! and local control. For the
global control strategy, the cost function is the total sound
power output and the source strengths of the control sources
are adjusted to minimize the total power output of the control
system. Nelson and Elliott pointed out that for the optimal
control strategy, substantial reductions in total power output
can be achieved only if the primary sources and control
sources are closely located,1–5 say less than one-half wave-
length apart at the frequency of interest. In practical applica-
tions, the condition of a short separation distance between
the primary and secondary sources may not be always satis-
fied. For these cases, to cancel the sound pressure in some
areas and achieve quiet zones seems to be the only option for
the active noise control in free space. This control strategy is
called local control or zone of quiet control.

To extend the optimal control~minimum total sound
power output! technique into half-spaces, Cunefare and
Shepard modified the free-space equations derived by Nelson
et al., and examined the effect of the presence of a nearby
reflective plane on the active control of sound radiated by a
number of point sources and by extended acoustic sources.
They found that the effect of the presence of the reflective
plane on the optimal noise control can be ignored when the
sources are more than one wavelength away from the reflec-
tive surface, regardless of the reflective properties of the
surface.6,7

The authors have investigated the quiet zone created by
a control system with a single primary/secondary source in
free space.8 The objective of this paper is to investigate the
efficiency of the local control strategy in half-space and to
examine the effect of the presence of a reflective surface on
the performance of a local control system with single
primary/secondary sources and an error sensor. The size of
the quiet zone and the total power output of the system are
used as measurements of the performance of the control sys-
tem, and will be compared with those of the free-space con-
trol system. The computer simulation will focus on a rigid
reflective plane, and on various alignments of the control
system to the reflective surface.

For the analyses presented here, a feedforward control
mechanism has been assumed with a reference signal ob-
tained from the input to the primary source. The control
sources are modeled as constant volume velocity sources, the
outputs of which are linearly related to their inputs.

I. THEORETICAL ANALYSIS

A. A point source above a reflective plane

When a point source radiates above a large reflective
plane in open space, the plane acts as an imaginary
source,9–11 as shown in Fig. 1. In Fig. 1,q is the strength of
point source,qi5Crq is the strength of the imaginary
source,Cr is the reflection coefficient determined by the
characteristics of the reflective plane, andh is the height of
the point source above the reflective plane.

The sound pressure at the position of a receiver is

P5 iZ0qH e2 ikr

kr
1

Cre
2 ikr i

kr i
J , ~1!
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and the sound power output of the point source above a
reflective plane is given as

Wh5W0~11Rp8p!, ~2!

whereW05 1
2Z0uqu2 is the power output of the point source

when the reflective plane is absent,Z05v2r0/4pc0 , and
Rp8p5Re(iCre

2i2kh/2kh). For a rigid plane,Cr51, and the
power output becomes

Wh5W0„11~2kh!…. ~3!

For a pressure release plane,Cr521, and so the power out-
put in half-space is given by

Wh5W0„12~2kh!…. ~4!

The normalized power outputs of a monopole source over a
rigid plane and a pressure release boundary are shown in Fig.
2. The figure shows that the reflective boundary affects the
power output of the source when the source is close to the
boundary. This effect can be ignored when the distance be-
tween the sound source and the boundary is longer than one
wavelength.

B. Active noise control in free space

The simplest active noise control system in free space
consists of one primary source, one control source, and/or
one error microphone, as shown in Fig. 3. Hereqp andqs are
the strengths of the primary and secondary sources, and the
error sensor is atE; r ps , r pe , andr se are the distances from

the primary source to the secondary source, the primary
source to the error sensor, and the secondary source to the
error sensor, respectively.

For the local control strategy, the strength of the second-
ary sourceqs is selected so as to drive the total sound pres-
sure at positionE to zero, i.e.,

qs52Zse
21Zpeqp . ~5!

In this case,Zpe5 iZ0e2 ikr pe/krpe and Zse5 iZ0e2 ikr se/krse

are the acoustic transfer impedances between the primary
source and the error sensor and between the secondary
source and the error sensor, respectively. The control source
strength can be rewritten as

qs52qp

r see
2 ik~r pe2r se!

r pe
. ~6!

Then the quiet zone can be created around the error sensor. A
‘‘quiet zone’’ is defined as the area where the sound pressure
has been attenuated by more than 10 dB.12–14

The total power output of the system is given by3

WT f5
1
2 Re@qp~Zppqp1Zspqs!* 1qs~Zssqs1Zpsqp!* #.

~7!

Noted that when Re (Zpp)5Re (Zss)5Z0, Zps5Zsp

5 iZ0e2 ikr ps/krps , and we substitute Eq.~6! into Eq.~7!, the
total power output becomes

FIG. 1. A monopole point source over a reflective plane.

FIG. 2. The normalized power outputs of a monopole source over a rigid plane and a pressure release plane.

FIG. 3. Monopole primary and secondary source with an error sensor in free
space.
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WT f5W0F11
r se

2

r pe
2 2

2r se

krper ps
cosk~r pe2r se!sin krpsG ,

~8!

whereW0 is the power output of the primary source in free
space when the control source is absent, which is defined in
Eq. ~2!.

It has been found that when the wavefront matching area
between the primary source and the secondary source is
large, then the quiet zone area will also be large. For the
control system shown in Fig. 3, the optimal configuration of
the system is that the secondary source is in between the
linking line of the primary source and error sensor,8 i.e.,
r pe5r ps1r se, which results in a relatively large quiet zone
with the shape of an ellipsoid. The following discussion of
local control in half-space will also be based on this kind of
configuration for both the sources and the error sensor.

C. Local control system in half-space

Figure 4 shows an active noise control system above a
reflective plane. Hereqp andqs are the strengths of primary
and secondary sources;E is the position of error sensor; and
r ps , r pe , andr se are the distances from the primary source
to the secondary source, the primary source to the error sen-
sor, and the secondary source to the error sensor, respec-
tively. As both the sources and the error sensor are all in a
line with an angleu to the reflective boundary,r pe5r ps

1r se. The r p8s , r s8p , r p8e , and r s8e are respectively the
distances from the primary source to the secondary source,
the secondary source to the primary source, the primary
source to the error sensor, and the secondary source to the
error sensor through the reflective plane. Herehp , hs , and
he are the heights of the primary source, the secondary
source, and the error sensor over the reflective plane.

For this case, the acoustic transfer impedances between
the primary source and the error sensor and between the
secondary source and the error sensor become

Zpe5 iZ0S e2 ikr pe

krpe
1Cr

e2 ikr p8e

krp8e
D , ~9!

Zse5 iZ0S e2 ikr se

krse
1Cr

e2 ikr s8e

krs8e
D . ~10!

If the sound pressure at the position of the error microphone
is chosen as the cost function of the local control in half-
space, the required source strength of the control source be-
comes

qs5Aqp , ~11!

whereA52Zpe /Zse is the ratio of the acoustic transfer im-
pedances between the primary source and the error micro-
phone to that between the secondary source and the error
microphone. Using the transfer impedances expressed by
Eqs.~9! and~10!, A as the secondary/primary source strength
ratio is expressed as

A52S e2 ikr pe

r pe
1Cr

e2 ikr p8e

r p8e
D Y S e2 ikr se

r se
1Cr

e2 ikr s8e

r s8e
D .

~12!

Due to the acoustic reciprocity,

Zsp5Zps5 iZ0~e2 ikr ps/krps1Cre
2 ikr p8s/krp8s!, ~13!

the total sound power radiated by both primary and second-
ary sources in half-space becomes

WTh5W0@11Rp8p12„sinc krps

1Re~ iCre
2 ikr p8s/krp8s!…Re~A!

1uAu2~11Rs8s!#, ~14!

where Rp8p is defined in Eq. ~2! and Rs8s

5Re(iCre
2i2khs/2khs). Equation ~14! shows that the total

sound power output of the control system in half-space is
largely dependent upon the secondary strength ratioA.

The total sound pressure at any position in upper space
is

P5Zplqp1Zslqs , ~15!

where

Zpl5 iZ0S e2 ikr pl

krpl
1Cr

e2 ikr p8 l

krp8 l
D , ~16!

Zsl5 iZ0S e2 ikr sl

krsl
1Cr

e2 ikr s8 l

krs8 l
D . ~17!

Here r pl , r p8 l , r sl , and r s8 l are respectively the distances
from the observation point to the primary source, the image
primary source, the secondary source, and the image second-
ary source. As ANC always deals with the low-frequency
noise, in most practical cases the reflective plane can be re-
garded as a rigid plane, i.e.,Cr51. The following discussion
will focus on the rigid reflective surface.

Equation~14! also indicates that the total power output
of the control system is determined by two reflective terms
Rp8p andRs8s . When the primary source and the secondary
source are very close to the reflective plane, those two terms
can also affect the total power output significantly. As will
be shown later, a large control source strength causes a big
increase in the total power output, which in return decreases
the size of the quiet zone created by the control source.

Both Zpe andZse are the functions of distances from the
primary source to the error sensor and from the secondary
source to the error sensor, both directly and through the re-

FIG. 4. Monopole primary and secondary sources with a canceling point in
half-space.
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flective boundary. For some configurations with largeZpe

and/or smallZse, the secondary source strength may become
very large. WhenZpe is large andZse is small, the secondary
source strength reaches its maximum value. This will result
in a big increase in the total power output, and deteriorate the
performance of the control system.

II. EFFECT OF REFLECTIVE GROUND ON TOTAL
POWER OUTPUT

For the local active control system, the total sound
power output is one of the major indicators of the control
effectiveness.12 The optimal configurations of the local con-
trol strategy correspond to the least increase in total sound
power output and the largest quiet zone area.

According to Eqs.~12! and ~14!, the total power output
of the local control system is determined by the arrangement
of the sources and the error sensor, by the relative position
between the control system and the reflective surface, and by
the properties of the reflective plane. This section uses the
results of the previous section to assess the effects of the
presence of a reflective plane on the total power output of the
control system. The effects of the reflective plane on the
power output of local control will be evaluated by calculat-
ing the difference in power output of local control in the
half-space and that in the free space. This difference is ex-
pressed as 10 log10(WTh /WT f) in dB, symbolled asDW, and
referred as the free-space error,6,7 hereafter

DW510 log10H @11Rp8p12~sinc krps1sinc krp8s!

3Re ~A!1uAu2~11Rs8s!#Y F11
r se

2

r pe
2 2

2r se

r pe

3cosk~r pe2r se!sinc krpsG J , ~18!

whereA is the secondary/primary strength ratio for a rigid
reflective surface:

A52
r s8e

r p8e
e2 ik~r p8e2r s8e!F S r p8e

r pe
e2 ik~r pe2r p8e!11D Y

S r s8e

r se
e2 ik~r se2r s8e!11D . ~19!

For this case, the secondary/primary strength ratio is a func-
tion of u, hp , hs , he , r ps , andr se as shown in Fig. 4. It can
be shown that the strength of the secondary source and the
total power output of the control system have peak values
when

k~r p8e2r pe!52np ~20!

and

k~r s8e2r se!5~2n21!p, n51,2,... . ~21!

With these spatial arrangements, the sound pressures at the
error sensor both direct from the primary source and via the
ground reflection are in phase, while the sound pressures
direct from the secondary source and via the reflective sur-
face are opposite in phase. This means that the output of the

secondary source needs to be very large to cancel the sound
pressure at the position of the error microphone. When both
of the conditions specified in Eqs.~20! and~21! are satisfied,
the power output of the control system in half-space reaches
its maximum. As a result, the size of quiet zone created by
the control system usually becomes smaller.12

Figure 5 shows the power output error in half-space ver-
sus hp and r ps in nondimensional units and whenr se

50.2l, 2.0l and u50°. It is obvious that the effects of a
reflective surface on the local control system are not only
dependent on the height of the sources and the error sensor
over the reflective plane, but also on the distances between
the primary and secondary sourcesr ps and that between the
secondary source and the error sensorr se. Furthermore, the
distance between the secondary source and the error sensor
r se affects more significantly the free-space error of power
output.

The free-space errorDW decays with the increasing
height of the sources and the error sensorhp , and with the
increasing distance between the primary and secondary
sourcer ps . It also increases as the distance between the sec-
ondary source and error sensorr se increases. The influence
of the reflective plane on the total power output of the con-
trol system ranges from21 to 5 dB for the configuration
noted in Fig. 5.

The contour plots in Fig. 6 suggest that the free-space
error uDWu>0.5 dB is largely contained in an area, ex-
pressed byhp1r ps<6r se ~within the dashed line!. When the
angle between the control system and the reflective plane

FIG. 5. Free-space error of the system withu50°, ~a! r se50.2l and ~b!
r se52l.
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increases fromu50° to u590°, the free-space error pattern
changes, as shown in Fig. 7.

With differentu, it can be concluded that the free-space
error (uDWu>0.5 dB) is largely constrained in the area de-
scribed by

hp1~11sin u/2!r ps<6r se. ~22!

The generality of this expression has been verified by calcu-
lating a large number of different configurations. It is clear
that the effect of the reflective plane on the total sound power
output decreases when either the height of the control system
to the reflective plane and the distance between the primary
and secondary sources increases, or the separation of the
secondary source and the error sensor decreases. As the free-
space error is more sensitive to the distance between the
secondary source and the error sensor, decreasing the dis-
tance from the secondary source to the error sensor is a much
more effective way to reduce the effect of the reflective plane
on the power output of the system.

III. EFFECT OF REFLECTIVE GROUND ON SIZE OF
QUIET ZONE

Another very important indicator of the efficiency of
local control is the size of the quiet zone. The following
discussion will be focused on the size of quiet zones created
by local control in half-space, and their comparison to that
created in free space.

The size of the quiet zone is observed on the plane con-
taining both the sources and the error microphone at an angle

of u to the reflective ground. The primary source is at the
position (2r ps,0,0), the secondary source at~0,0,0!, and the
error sensor at (r se,0,0). The effect of the reflective ground
on the size of quiet zone has been calculated for various
configurations of the control system. Only a specific configu-
ration of r ps5l andr se5l is demonstrated in the following
discussion.

FIG. 6. Contour plots of free-space error foruDWu>0.5 dB withu50°; ~a!
r se5l and ~b! r se52l.

FIG. 7. Contour plots of free-space error foruDWu>0.5 dB with r se52l;
~a! u530°, ~b! u545°, ~c! u560°, and~d! u590°.
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A. The control system in a line parallel to the reflective
plane

This is the case ofu50°, and also the case correspond-
ing to many practical configurations. Figure 8 shows the
quiet zones created by a control system with this arrange-
ment. In Fig. 8~a! the control system is very close to the
reflective surface in terms of wavelength. The quiet zone is
calculated for five heights of the control system:hp50.1l,
0.2l, 0.3l, 0.4l, and 0.5l. In Fig. 8~b! the control system is
several wavelengths away from the rigid plane; the five
heights examined arehp52l, 4l, 6l, 8l, and 10l. The
shaded area is the quiet zone created by the system in free
space, which is equivalent to the infinite height of the system
over the reflective plane.

It can be seen clearly that the quiet zones created in
half-space can be larger than those in free space when the
height of the control system to the ground is less than a
critical value. For this configuration,hp<hc50.4l. Numer-
ous numerical analyses for different heights and different
configurations of the control system have shown that the
critical height of the system increases with the distance from
the secondary source and the error microphone only, which
can be approximately expressed as

hc50.4lAr se/l.

When the height of the control system is larger than the
critical height, the quiet zones created in half-space are al-
ways smaller than those in free space. The effect of the rigid
boundary on the quiet zone decreases as the distance be-

tween the control system and the rigid surface increases, as
demonstrated in Fig. 8~b!.

B. The control system in a line with an angle to the
reflective plane

The effects of the rigid boundary on the size of the quiet
zone created by an active control system when the system is
at the angles ofu530°, u545°, u560°, andu590° and
with the heights ofhp51l, 2l, 3l, 4l, and 5l are shown in
Fig. 9. The reflective rigid plane decreases the size of quiet
zone for all angles except foru590°. In the case ofu
590°, the presence of a ground can even increase the size of
the quiet zone. The effect of the ground on the size of the
quiet zone becomes smaller as the height of the system to the
ground increases.

For the case ofu590°, the size of the quiet zone is not
always increased as it is also a function ofr ps andhp . For
those configurations when both conditions expressed by Eqs.
~20! and ~21! are satisfied at the same time, large power
output increase and reduced quiet zone size may result. It can
be shown that Eqs.~20! and ~21! now correspond to the
configurations ofhp5nl/2 andr ps5(2n21)l/4. Figure 10
shows the quiet zones created by one of these configurations.
It is clear that the reflective ground reduces the size of the
quiet zone significantly for these specific system configura-
tions.

So far, the effect of the reflective ground on the size of
the quiet zone has been demonstrated in thex-y plane. In
fact, the effect of ground reflection on the size of the quiet
zone is three dimensional~i.e., over the whole volume of the
quiet zone!. The quiet zone is symmetrical about thex axis
for the configuration ofu590°, the change of quiet zone
size can be seen in thex-y plane. For the configurations that
the control system is at an angle to the reflective ground
other than 90°, the quiet zone created by the control system
in half-space is not symmetrical about thex axis any more.
Figure 11 shows the quiet zone in they-z plane for two
typical configurations:u50° and 45°, whenx52l and hp

51l, 2l, 3l, 4l, and 5l, respectively. It is shown that the
size of quiet zone also decreases significantly in they-z
plane for these configurations. With the nearby reflective
ground, the control system may create some quiet zones in
other areas, making the quiet zone several separated pieces.

The size of the quiet zone is determined by the wave-
front matching between the primary and control sound fields.
The larger area of wavefront matching between the primary
and control fields, the larger the area of the quiet zones. It
has been found that when the primary source, the control
source, and the error microphone are placed in a line, the
area of wavefront matching reaches its maximum.8 When a
nearby reflective boundary is present as for the configuration
of the control system shown in Fig. 4, while the large area of
wavefront matching of the direct sound fields from the
sources can always be achieved, the amount of wavefront
matching of the sounds reflected from the boundary depends
on the angle and height of the system to the boundary. As a
result, the size of the quiet zone may decrease.

FIG. 8. The quiet zones created by a control system over a rigid plane when
u50°, r ps51l, r se51l, ~a! hp50.1l, 0.2l, 0.3l, 0.4l, 0.5l, and ~b!
hp52l, 4l, 6l, 8l, 10l.
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IV. EXPERIMENTS

Experiments were carried out in an anechoic chamber,
with the size of 4.2 m34.2 m34.2 m, to verify the simula-
tion results. The quiet zones created by the control system

both in free space and in half-space are compared; the effect
of a reflective surface on the performance of an active noise
control system is also demonstrated.

As shown in Fig. 12, the system has one primary source,
one secondary source, and one error sensor. An adaptive
controller called EZ-ANC is used for the minimization of the
error signal. A pure tone signal from the signal generator is
sent to the primary source, and is also used by the ANC
controller as the reference signal. In this experiment, the fre-
quency of the signal is 500 Hz. The sound pressure attenua-
tion (DP) is measured in a plane containing the error sensor
~observation plane!. Altogether 168 measuring points are
equally located in this plane with size of 1.4 m32.1 m. The

FIG. 9. The quiet zones created by a control system over a rigid plane when
r ps51l, r se51l, hp51l, 2l, 3l, 4l, 5l, and~a! u530°, ~b! u545°, ~c!
u560°, and~d! u590°.

FIG. 10. The quiet zones created by a special control system configuration
for the case ofu590° whenr ps5(2n21)l/4 andhp5nl/2.

FIG. 11. The quiet zones created by a control system over a rigid plane in
the y-z plane whenx52l, r ps51l, r se51l, hp51l, 2l, 3l, 4l, 5l, ~a!
u50°, and~b! u545°.
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distance between the primary source and the secondary
source is one wavelength (r ps5l), and that between the
secondary source to the error sensor is also one wavelength
(r se5l). Several aluminium plates are used as the reflective
boundaries, and installed at angles of eitheru50° or u
590° with respect to the control system. The thickness of
the aluminium plates is 2 mm, which provides sufficient
sound reflection to demonstrate the effect of reflection on the
effectiveness of the control system.

Figure 13 shows the quiet zone created by the control
system in the anechoic chamber when the reflective bound-
ary is absent, which is the case of free field. The coordinates
of the primary source, the secondary source, and the error
microphone are (22.064,0,0), (21.376,0,0), and~0,0,0!,
respectively. The sound attenuations were measured in both
x-y and y-z planes, and Fig. 13 only gives the quiet zone
obtained in thex-y plane containing the primary and second-
ary sources and the error microphone.

The experiments were then conducted for the case that
the grid floor of the anechoic chamber was covered by the
metal plates, which simulated the condition ofu50°. Two
heights of the control system to the metal plates,h50.55l
andh52l, are selected in this experiment to test the effects
of reflective boundary on the size of quiet zone. Quiet zones
created by the control system above the metal plates are also
measured in bothx-y and y-z planes. Figure 14 shows the

sound attenuations of the control system inx-y plane forh
50.55l andh52l.

The sound attenuation shown in Fig. 14~a! is the case
when the system is very close to the reflective boundary. It
can be calculated by Eq.~19! that the critical height for the

FIG. 15. Quiet zone created by a system in front of a reflective boundary
(u590°) when~a! r ps5l and ~b! r ps55l/4.

FIG. 12. Experimental setup with metal plates installed atu50°.

FIG. 13. Quiet zone created in free space.

FIG. 14. Quiet zone created by a system above a ground (u50°) with ~a!
h50.55l and ~b! h52l.
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examined control system ishc50.57l. Figure 14~a! indi-
cates that the reflective boundary does not reduce the size of
the quiet zone when the height of the system to the boundary
is shorter than the critical height. For the case that the control
system is 2l (.hc) above the boundary, the presence of the
reflective ground not only largely decreases the size of the
quiet zone in the space, but also increases the sound pressure
in most places, as shown in Fig. 14~b!. In some places, this
increase can be more than 10 dB.

Figure 15 is the sound attenuations caused by a control
system when the metal plates are placed behind the system.
The control system is now perpendicular to the reflective
boundary (u590°). The distance from primary source to the
metal plates ish5l, the distance from control source to the
error microphone isr se52l, and the separation between the
primary and control sources isr ps5l for Fig. 15~a! and
r ps55l/4 for Fig. 15~b!.

Compared with Fig. 13, Fig. 15~a! shows some increase
of quiet zone size. Figure 15~b! corresponds to a specific
arrangement with large power output increase. It is shown
that not only is the size of the quiet zone reduced, but also
the sound pressure increase in some places becomes evident.

V. CONCLUSIONS

A nearby reflective boundary will affect both the total
power output of the active noise control system and the size
of the quiet zone created by the system. The effect of the
reflective ground on the total power output of the control
system decreases with the increase of the height of the sys-
tem to the ground, which is in agreement with Cunefare and
Shepard’s results.6,7 This effect also decreases with the in-
crease of the distance between the primary and control
sources, and more significantly with the decrease of the sepa-
ration between the control source and error microphone.

Compared with the results of local active noise control
in free space, the presence of a nearby reflective boundary
significantly reduces the size of the quiet zone created by the
control system for most configurations. This size reduction

usually decreases as the height of the system to the boundary
increases. For the case that the control system is arranged in
parallel with the ground, there exists a critical height. The
size of the quiet zone will not be reduced if the height of the
control system to the ground is shorter than the critical
height.

Although the quiet zone created by most arrangements
of the control system in half-space is smaller than that in free
space, the size of the quiet zone created by the arrangement
where the control system is perpendicular to the reflective
plane may be increased, except for the specific configura-
tions described by Eqs.~20! and ~21!.
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The influence of scattering and diffraction on the performance of sound intensity probes has been
examined using a boundary element model of an axisymmetric two-microphone probe with the
microphones in the usual face-to-face arrangement. On the basis of calculations for a variety of
sound field conditions and probe geometries it is concluded that the optimum length of the spacer
between the microphones is about one microphone diameter; with this geometry the effect of
diffraction and the finite difference error almost counterbalance each other up to about an octave
above the frequency limit determined by the finite difference approximation. This seems to be valid
under virtually any sound field condition that could be of practical importance in sound power
determination. The upper frequency limit corresponds to about 10 kHz for an intensity probe with
1
2-in. microphones, which means that it should be possible to cover most of the audible frequency
range, say, from 50 Hz to 10 kHz, with a single probe configuration. The numerical results have
been confirmed by a series of experiments. ©1998 Acoustical Society of America.
@S0001-4966~98!04202-7#
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INTRODUCTION

All sound intensity probes in commercial production to-
day are based on the ‘‘two-microphone’’ principle which
employs two closely spaced pressure microphones.1 One of
the fundamental limitations of this measurement principle is
due to the approximation of the particle velocity by a differ-
ence of pressures at two closely spaced points. This finite
difference approximation obviously imposes an upper fre-
quency limit. The interference of the microphones on the
sound field also imposes an upper frequency limit. One of
the results of the many investigations in the late 1970s and
early 1980s was that the ‘‘face-to-face’’ arrangement is ad-
vantageous in this respect.2,3 In this configuration the micro-
phones are mounted against each other with a solid plug, a
‘‘spacer,’’ between the sensing parts, which means that the
bulk of the probe in effect is a cylindrical body.

In the past decade research in this field has concentrated
on problems at low and medium frequencies, and the most
significant improvement of the instrumentation has been the
development of microphones with reduced production toler-
ances of the phase characteristics and very low vent
sensitivity.4 The purpose of this paper is to examine whether
the performance of intensity probes could be improved at
high frequencies.

I. HIGH-FREQUENCY LIMITATIONS

A. The finite difference approximation

Although the finite difference approximation error in
principle depends on the sound field,5–7 practice has shown

that the influence of the error on measurement of sound
power can be conservatively predicted from the expression
for intensity estimation in a plane wave with a direction that
coincides with the axis of the probe,1

Î r5I r

sin kDr

kDr
, ~1!

whereÎ r is the estimate of the true intensity componentI r , k
is the wave number, andDr is the microphone separation
distance. This expression, which is shown in Fig. 1, implies
that the condition

kDr ,1.15 ~2!

ensures that the error is less than 1 dB, corresponding to an
upper frequency limit of about 5 kHz if the separation dis-
tance is 12 mm, which has usually been regarded as the
minimum distance to give acceptably small diffraction errors
with standard1

2-in. condenser microphones. This combina-
tion is very common. One can, of course, use smaller micro-
phones separated by a correspondingly shorter distance; with
1
4-in. microphones separated by a 6-mm spacer, for example,
the upper frequency limit will be about 10 kHz, which is
more acceptable. Unfortunately the influence of several other
measurement errors, of which the most well known and most
serious is phase mismatch, is inversely proportional to the
length of the spacer.5,8–10This means that an intensity probe
with smaller microphones separated by a shorter distance
will have a higher lower limiting frequency. To this can be
added that, quite apart from the influence of the separation
distance, 1

4-in. microphones are considerably more noisy
than 1

2-in. microphones, they are difficult to use because of
their low capacitance, and they are not commercially avail-
able in pairs as well matched as1

2-in. microphones are.

a!Present address: U.P.M., E.U.I.T. de Telecomunicacio´n, Department of
Audiovisual Engineering and Communications, Ctr de Valencia km 7, E-
28031 Madrid, Spain.
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Another way of overcoming the relatively low upper
frequency limit of the sound intensity technique might be to
‘‘correct’’ the finite difference error by multiplying with a
factor of kDr /sinkDr, as suggested by Balantet al.11 How-
ever, this cannot be recommended in the general case; it
tends to lead to overestimation because the intensity vector
will usually not be perpendicular to the measurement surface
used in sound power determination.

One can also extend the frequency range by combining
measurements with a probe with1

2-in. microphones separated
by a relatively long spacer with measurements with1

4-in. mi-
crophones and a 6-mm spacer—but that is not an attractive
solution.

B. Scattering and diffraction effects

The foregoing considerations seem to be based on the
assumption that the intensity probe actually measures the
sound pressure at two discrete positions as it would be in the
absence of the probe. However, because of the interference
of the probe on the sound field, that is the case only at low
frequencies.

Scattering and diffraction effects have been examined
experimentally by many workers in the area.2,3,12–17All these
investigations have been restricted to examining the perfor-
mance of intensity probes of various configurations in the
simplest of all sound fields, a plane progressive wave,
though; and in most cases only axial incidence has been
considered. A general conclusion is that the face-to-face con-
figuration with a solid spacer between the microphones is
advantageous. With the microphones arranged in this con-
figuration the phase difference between the two microphone
signals increases nearly linearly with the frequency over a
wider frequency range than with the same configuration
without the spacer or with any other configuration, in par-
ticular for nonaxial incidence of the plane wave. It has also
been observed that a long cylindrical probe~which cannot be
used in practice! performs better than a similar short probe in
this respect.16

One of the characteristics of the face-to-face arrange-
ment with a spacer between the microphones is that there is
a small cavity in front of the diaphragm of each microphone.
This cavity is connected to the outside via the slots of the
microphone grid. The experimental results published in Refs.
15 and 16 imply that diffraction effects due to the cylinder in
combination with the resonance of the cavities give rise to a
pressure increase on both diaphragms that amounts to about
5 dB at 10 kHz for a probe with12-in. microphones subjected
to a plane wave of axial incidence. Watkinson and Fahy
suggest that this increase could be used to compensate for
the finite difference error.15

Diffraction experiments are rather difficult to perform;
they tend to be disturbed by the influence of supporting de-
vices, imperfections of the anechoic room, etc. Therefore,
numerical models would seem to have some advantages in
studying the performance of various probe configurations.
However, only one single numerical investigation of the be-
havior of sound intensity probes has been found in the
literature.18 Also here the analysis was restricted to plane
waves of axial incidence. Unfortunately, the face-to-face ar-
rangement with a spacer between the microphones, which
seems to be superior according to the experimental data pre-
sented in Refs. 2, 3, and 14–16, was not examined in this
investigation.

It must be concluded that diffraction effects have been
studied systematically only in very simple sound fields, and
that existing sound intensity probes have not been optimized
for high-frequency performance.

II. A BOUNDARY ELEMENT MODEL

The boundary element method based on the Helmholtz
integral equation is particularly suited for solving scattering
and diffraction problems.19,20 Such a model has been imple-
mented for various axisymmetric probe configurations, two
of which are shown in Fig. 2. Details of the model of inten-
sity probes have been given elsewhere;21 here it suffices to
say that each pressure signal is calculated as a weighted av-
erage of the pressure on the diaphragm, the weighting func-
tion being due to the shape of the dominating first membrane
mode and the finite size of the backplate behind the
diaphragm.22 The model is idealized in three respects:~i!
nonaxisymmetric parts of the probe are ignored,~ii ! a para-
bolic mode shape of the diaphragm is assumed, and~iii ! the
finite acoustic impedance of the diaphragm is not taken into

FIG. 1. Finite difference approximation error in plane wave of axial inci-
dence for different spacer lengths; ———, 5 mm; ---, 8.5 mm;••• , 12 mm;
–––, 20 mm; –•–•, 50 mm.

FIG. 2. Intensity probe geometries.~a! Long probe,~b! short probe.
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account. The two last mentioned simplifications are certainly
reasonable in the frequency range of concern here, well be-
low the resonance frequency of the diaphragm.22 The first
one, which leads to a significant reduction of the required
computer memory and calculation time, is perhaps also rea-
sonable since the diffraction behavior of existing probes with
1
2-in. microphones can be expected to be dominated by the
bulk of the microphones and the spacer.

All results presented in the following have been calcu-
lated for 1

2-in. microphones, that is, for a cylinder with a
diameter of 12.7 mm. There is a gap of 1.1 mm between the
diaphragm and the solid spacer. The diameter of the dia-
phragm is 9 mm, and the diameter of the backplate is 7.2
mm. Two geometries are investigated here, a ‘‘long probe’’
of which each ‘‘microphone’’ is a 31.8-mm-long cylinder
with a hemispherical end, and a ‘‘short probe,’’ the micro-
phones of which are 12 mm long and have flat ends.~Vari-
ous other geometries have also been examined.! The geom-
etry of the short probe is actually modeled after a probe in
commercial production, Bru¨el & Kjær’s type 3548 with 4181
microphones. Note that ‘‘length of spacer’’ includes one gap
~i.e., half a gap at both ends!, so the physical length of a
‘‘12-mm spacer’’ is 10.9 mm. The calculations have been
carried out at the one-third octave center frequencies from
250 Hz to 12.5 kHz. Evidently, reducing all dimensions of
the probe by a factor of 2 corresponds to doubling the fre-
quency.

A. Numerical results; single position

Figure 3 shows the indicated sound intensity normalized
with the true intensity, calculated for the short probe with
five different spacers in a plane wave of axial incidence. The
intensity has been determined from the two~complex! pres-
sure signals as sensed by the probe,p̂1 and p̂2 , as follows:

Î r5
Im$ p̂1p̂2* %

2rckDr
, ~3!

wherer is the density of air. At high frequencies the perfor-
mance of the probe is essentially the result of the combined
effect of the finite difference error shown in Fig. 1 and the
pressure increase mentioned above, and it is apparent that the
two effects very nearly counterbalance each other up to 10
kHz with the 12-mm spacer, as anticipated by Watkinson
and Fahy.15 A shorter spacer leads to overestimation, and
with a long spacer the upper frequency limit is determined
by the sinc-function, Eq.~1!. Results obtained with the long
probe are quite similar. It is interesting that a probe with1

2-in.
microphones separated by a 12-mm spacer performs better at
high frequencies than a probe with14-in. microphones sepa-
rated by a 12-mm spacer; this follows from the fact that the
compensating pressure increase is shifted upwards by an oc-
tave in the latter case.

Figure 4 shows the errors for nonaxial incidence, calcu-
lated for the three different combinations of probe shapes

FIG. 3. Error of short probe with half-inch microphones in a plane wave of
axial incidence. Length of spacer: ———, 5 mm; ---, 8.5 mm;••• 12 mm;
–––, 20 mm; –•–•, 50 mm.

FIG. 4. Errors of intensity probes with
1
2-in. microphones.~a! Short probe,

12-mm spacer,~b! long probe, 12-mm spacer,~c! short probe, 8.5-mm
spacer. Angle of incidence: ———, 0°; ---, 20°;••• , 40°; ––, 60°; –•–•,
80°.
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and spacer lengths. The figure demonstrates that the errors
increase with the angle of incidence if the length of the
spacer is optimized for axial incidence; they are much larger
if the plane wave propagates in a direction almost perpen-
dicular to the probe. With a shorter spacer the influence of
the angle of incidence is increased. It can also be seen that
the sharp edges of the short probe have an unfavorable in-
fluence for nonaxial incidence; the longer probe with
rounded ends is clearly superior. Note that the short probe
overestimates the intensity slightly at low frequencies irre-
spective of the angle of incidence, in agreement with the
experimental observation that the ‘‘effective separation dis-
tance’’ is slightly larger than the actual distance.16

Finally Fig. 5 demonstrates that the errors vary with the
position of the probe in a standing wave field. It is interesting
and rather surprising that, irrespective of the standing wave
ratio, the effect of diffraction is the same both at pressure
maxima and minima as in a plane progressive wave, whereas
diffraction has a more serious influence and increases with
the standing wave ratio at positions midway between these
positions.~See the Appendix.! It is also apparent that the
longer the probe, the less the error.

The influence of the gap in front of each microphone
diaphragm has also been examined; the gap has very little
influence.

B. Numerical results; sound power determination

The most important application of sound intensity mea-
surements is the determination of sound power, which in-
volves integrating the normal component of the intensity
over a surface that encloses the source under test. To exam-
ine the influence of scattering and diffraction on sound
power determination, such measurements have been simu-
lated by summing over the indicated intensity at a number of
positions on a surface that encloses a monopole source in
free field, with or without another monopole source outside
the surface. The surface is a cube of 13131 m, and the
normal component of the intensity is calculated at 36 points
on each face of the surface. The calculations have been made
for the short probe with12-in. microphones and various spac-
ers as described in the foregoing, but also for a similar probe
with 1

4-in. microphones.~The latter is no longer a mere scal-
ing, because the measurement surface is fixed.!

In Fig. 6 are shown the results of such a simulated sound
power measurement without an extraneous source. As can be
seen the errors are more or less as one would expect from
Fig. 3, that is, in spite of the finite difference error the per-
formance of a probe with12-in. microphones and a 12-mm
spacer is nearly perfect up to 12.5 kHz, whereas the sound
power is overestimated with a shorter spacer. With a probe
with 1

4-in. microphones and a 12-mm spacer the finite differ-
ence error dominates below 12.5 kHz; therefore the sound
power is underestimated.

Figure 7 shows the results of similar ‘‘measurements’’
in the presence of background noise from an uncorrelated
monopole source. ‘‘Uncorrelated’’ implies that the calcu-
lated sound intensity component due to the disturbing source
at each position has been added to the calculated sound in-
tensity component due to the primary source.~If both
sources were included in one boundary element calculation
the result would correspond to completely correlated
sources, which generate an interference field.! In the results
presented in Fig. 7~a! and ~b! the extraneous source is 2 m
from the center of one of the faces of the cube, and its sound

FIG. 5. Errors of intensity probes with half-inch microphones and a 12-mm
spacer in an axial standing wave field with a standing wave ratio of 24 dB.
~a! Short probe,~b! long probe. Phase angle between the two interfering
plane waves: ———,290°; ---, 260°; ••• , 230°; ––, 0°; –•–•, 30°;
— – — –, 60°; –••–••, 90°.

FIG. 6. Calculated error in sound power determination with the short probe

in the absence of extraneous noise. ———,
1
2-in. microphones, 8.5-mm

spacer; ---,
1
2-in. microphones, 12-mm spacer;••• ,

1
4-in. microphones,

6-mm spacer; ––,
1
4-in. microphones, 12-mm spacer.
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power outputs are, respectively, 10 and 20 dB larger than the
sound power of the source under test. It is apparent that the
intensity probe with1

2-in. microphones and a 12-mm spacer
is able to suppress noise from an extraneous source only up
to a certain level at high frequencies, the reason being that
the surface integral of the intensity associated with the dis-

turbing source differs from zero because of diffraction ef-
fects. On the other hand, Fig. 7~c! demonstrates that the abil-
ity of suppressing disturbing noise depends on the position of
the extraneous source. In this case the source is in a plane
that bisects the cubic measurement surface diagonally, 2 m
from the nearest edge, and although its sound power output
is again 20 dB larger than the sound power of the source
under test, the performance of the various combinations of
probes and spacers is almost unaffected by the strong dis-
turbing sound field. The influence of the position of the ex-
traneous source on the performance of a probe with1

2-in.
microphones and an 8.5-mm spacer is particularly strong, in
agreement with the observation that this configuration is
more seriously affected by the angle of incidence of a plane
wave.

III. DISCUSSION

The numerical results presented in the foregoing lead to
the conclusion that the optimum length of the spacer is about
12 mm for a sound intensity probe with12-in. microphones in
the face-to-face configuration, and that such a probe per-
forms tolerably well up to 10 kHz under a variety of sound
field conditions. In other words, it covers just about the en-
tire frequency range where sound power measurement is rel-
evant. This is rather surprising in view of the fact that inten-
sity probes that comply with this description have been on
the market for about 15 years.23 If one consults Fahy’s
monograph on sound intensity and its measurement one cer-
tainly gets the impression that the upper frequency range of
such a probe is 5 kHz in accordance with the inequality~2!.1

According to a well-known manufacturer of sound intensity
probes, their probes should be used up to 5 kHz with a
12-mm spacer,24 and up to 6.3 kHz with an 8.5-mm spacer.25

Moreover, an IEC standard on instruments for the measure-
ment of sound intensity actuallyrequiresthat the sound in-
tensity response of the probe in a plane progressive wave of
axial incidence shall follow the sinc-function@Eq. ~1!# within
a certain tolerance.26

The most probable explanation of the remarkable fact
that no one has discovered that the probe performs very well
at much higher frequencies than 5 kHz is that Bru¨el &
Kjær’s sound intensity microphones of type 4181, which are
rather dominating in this area, are overdamped, so-called free
field microphones, that is, microphones designed to have a
flat response in a plane wave of 0° incidence. Since, surpris-
ingly, the free field responses of two microphones in the
face-to-face arrangement with a solid spacer between them
differ little from the free field response of one microphone,
as pointed out by Fahy and Elliott,3 this means that thepres-
sure response of a probe with12-in. microphones of type
B&K 4181 in a plane wave of axial incidence is essentially
flat up to 10 kHz; theintensityresponse, however, is not. The
resulting underestimation may well have been confounded
with finite difference errors. Clearly, ‘‘pressure’’ micro-
phones rather than ‘‘free field’’ microphones should be used,
as also pointed out by Fahy and Elliott.3 However, whereas
one cannot in the general case compensate for the finite dif-
ference approximation error, it is unproblematic to compen-
sate for a frequency-dependent pressure response.

FIG. 7. Calculated error in sound power determination with the short probe
in the presence of background noise from an uncorrelated source.~a! Extra-
neous source 10 dB stronger than the source under test, placed 2 m from one
of the faces of the cubic measurement surface;~b! extraneous source 20 dB
stronger than the source under test, placed 2 m from one of the faces of the
cubic measurement surface;~c! extraneous source 20 dB stronger than the
source under test, placed diagonally 2 m from an edge of the cubic mea-

surement surface. ———,
1
2-in. microphones, 8.5-mm spacer; ---,

1
2-in. mi-

crophones, 12-mm spacer;••• ,
1
4-in. microphones, 6-mm spacer; ––,

1
4-in.

microphones, 12-mm spacer.
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Both the IEC standard on sound intensity instruments26

and the corresponding American ANSI standard27 require a
flat pressure response of the probe in a plane progressive
wave of axial incidence~within a certain tolerance!. How-
ever, a probe with1

2-in. microphones of the ‘‘pressure field’’
type does not have a flat pressure response above 5 kHz.16,21

It seems reasonable to optimize the high-frequency perfor-
mance of sound intensity probes with respect to theintensity
response rather than the pressure response, the more so since
the pressure response at high frequencies depends strongly
on the angle of incidence whereas it seems to be possible to
obtain an intensity response that is essentially flat.

Although the resonances of the cavities compensate very
well for the finite difference error in some cases, the com-
pensation is not perfect, cf. Figs. 4 and 5. It is apparent that
fairly large errors can occur, also below the frequency that
has hitherto been believed to be the upper frequency limit of
this configuration, when the angle between the axis of the
probe and the direction of the~true! intensity is nearly 90°.
In fact, other numerical experiments, not presented here,
have shown that arbitrarily large errors can occur under suf-
ficiently extreme sound field conditions, also well below 5
kHz. However, this is unlikely to be a serious problem in
sound power determination, because the component of the
intensity in the direction of the probe is very small under
such circumstances, which means that it does not contribute
very much to the surface integral. This conclusion is sup-
ported by the simulated sound power measurements pre-
sented in Figs. 6 and 7: although errors occur in measure-
ment of sound intensity at certain angles of incidence, they
tend to be averaged out in sound power determination. In
fact, it is easy to show that a plane wave generated by a
distant extraneous source in free field would not in any way
disturb sound power determination obtained by integrating
the normal component of the intensity over a rectangular
surface~in theory!, irrespective of the relative strengths of
the sources and irrespective of how much the sound field is
disturbed by the presence of the intensity probe, provided
that the probe is axisymmetric and symmetric about the
spacer.~In practice the measurement accuracy would dete-
riorate because of spatial sampling errors if the extraneous
sound field were sufficiently strong.!

For the same reason the shape of the intensity probe is
probably not as important in sound power determination as
Figs. 4 and 5 would seem to indicate. Although it is clear
that the sharp edges of the short probe are unfavorable, it can
be useful that the probe can be placed very near a vibrating
surface, which means that it cannot be very long. A probe
slightly longer than the ‘‘short’’ probe and with rounded
ends would probably be the best compromise.

IV. EXPERIMENTAL RESULTS

The most important conclusion to be drawn from the
numerical results presented in the foregoing is that the opti-
mum length of the spacer between the two microphones of
an intensity probe is about one microphone diameter; with
this configuration the useful frequency range of the probe is
extended by about an octave above the limit determined by
the finite difference error. In particular, a probe with1

2-in.

microphones separated by a 12-mm spacer should be able to
cover the frequency range up to 10 kHz in sound power
determination with insignificant errors under any realistic
sound field condition.

To test this conclusion a series of experiments has been
carried out: the sound power of a loudspeaker driven with
pink noise, B&K 4205, was determined under a variety of
acoustic conditions. The source was placed on the floor, and
the radiated sound power was estimated by scanning manu-
ally with an intensity probe over the five faces of a cubic
surface of 13131 m.

A frequency analyzer of type B&K 3550 was used in
combination with an intensity probe of type B&K 3548, ei-
ther with 1

2-in. microphones of type B&K 4181 or with14-in.
microphones of type B&K 4178. Since these microphones
are so-called free-field microphones it is necessary to com-
pensate for the drop of the pressure sensitivity at high fre-
quencies. Figure 8 shows the pressure response of the two
sets of microphones, determined with an electrostatic actua-
tor. All the results presented in the following have been cor-
rected with the corresponding actuator response.~In the fre-
quency range well below the resonance frequency of the
microphones the radiation impedance is much smaller than
the acoustic impedance of the diaphragm, which means that
the actuator response is proportional to the pressure re-
sponse.!

The first series of measurements were carried out in a
large (240 m3) reverberant room with a reverberation time of
about 4 s under three conditions:~i! without extraneous
noise,~ii ! with strong diffuse background noise from a dis-
tant source~Airap A14 from Électricité de France!, and~iii !
with strong nondiffuse and diffuse background noise from
the same source placed about 2.5 m from the surface. In the
last mentioned case the partial sound power of the nearest
1-m2 segment was negative in the entire frequency range.

The measurements with14-in. microphones were carried
out with a 6-mm spacer and with a 12-mm spacer. The
former measurement, which can be expected to be reliable at
high frequencies, served as the reference in the frequency
range from 4–10 kHz. The measurements with1

2-in. micro-
phones were carried out with an 8.5-mm spacer, a 12-mm
spacer, and a 50-mm spacer. In order to reduce the effect of
transducer phase mismatch as far as possible, all measure-

FIG. 8. Electrostatic actuator response of microphones of intensity probe.
———, B&K type 4178; ---, B&K type 4181.
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ments were repeated with the two microphones inter-
changed.28

The results of the sound power measurements are pre-
sented in Fig. 9; Fig. 10, which shows the corresponding
values of the pressure-intensity index, gives an impression of
the acoustic conditions. It can be seen from Fig. 9 that prac-

tically all measurements are in agreement from 63 Hz to 1.25
kHz. However, without compensation for phase mismatch
significant errors occurred with the14-in. microphones in
most of the frequency range. From 1.6 kHz and upwards the
combination of12-in. microphones and the 50-mm spacer un-
derestimates, but it is worth noting that the error is less than
predicted by the idealized expression for an axial plane wave
~Fig. 1!, and that the size of the error depends on the sound
field conditions, which leads to the conclusion that one can-
not compensate for the finite difference error. The combina-
tion of 1

4-in. microphones and a 12-mm spacer leads to un-
derestimation from 5 kHz and upwards, more or less as
expected. The measurements with1

2-in. microphones and the
12-mm spacer are in fair agreement with the reference mea-
surements, confirming the predicted advantage of this com-
bination. The behavior of the combination of1

2-in. micro-
phones and the 8.5-mm spacer is more complicated. As can
be seen, it overestimates slightly under mild measurement
conditions, but underestimates under more difficult condi-
tions. It seems as if the ability to suppress extraneous noise
at high frequencies deteriorates if the spacer is significantly
shorter than the diameter of the microphones, in agreement
with the numerical results~cf. Fig. 7!.

Figure 11 summarizes the high-frequency performance
of the sound intensity probe with the most favorable geom-
etry, a probe with1

2-in. microphones and a 12-mm spacer, in
sound power determination under the three acoustic condi-
tions described above. Clearly the probe performs quite well
even at 8 and 10 kHz.

Many other sound power measurements have been car-
ried out, with similar results. It should finally be mentioned
that no difference has been found between the performance
of the B&K 3548 probe and the newer, smoother, more ro-
bust version of the probe with an improved brace, UA
1250.25 Likewise, plastic cones mounted on the B&K 3548

FIG. 9. Sound power of source in a reverberation room, measured with
different combinations of microphones and spacers.~a! No extraneous noise,
~b! strong diffuse background noise from an extraneous source,~c! strong

diffuse and nondiffuse noise from an extraneous source. ———,
1
2-in. mi-

crophones, 8.5-mm spacer; ---,
1
2-in. microphones, 12-mm spacer;••• ,

1
2-in.

microphones, 50-mm spacer; ––,
1
4-in. microphones, 6-mm spacer; –•–•,

1
4-in. microphones, 12-mm spacer.

FIG. 10. Pressure-intensity index. ———,
1
4-in. microphones, 6-mm spacer,

no extraneous noise; ---,
1
2-in. microphones, 12-mm spacer, no extraneous

noise;••• ,
1
4-in. microphones, 6-mm spacer, diffuse noise; ––,

1
2-in. micro-

phones, 12-mm spacer, diffuse noise; –•–•,
1
4-in. microphones, 6-mm

spacer, nondiffuse and diffuse noise; — -- —,
1
2-in. microphones, 12-mm

spacer, nondiffuse and diffuse noise.
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probe so as to taper the12-in. microphones smoothly had no
appreciable influence in sound power determination.

V. CONCLUSIONS

A numerical and experimental study of the performance
of sound intensity probes with the microphones in the usual
face-to-face arrangement has demonstrated that the optimum
length of the spacer between the microphones is about one
microphone diameter. With this geometry, diffraction effects
tend to compensate for the finite difference approximation
error inherent in the measurement principle, which means
that the operational frequency range of the probe is signifi-
cantly larger than hitherto believed.

A practical consequence is that a sound intensity probe
with 1

2-in. microphones separated by a 12-mm spacer can
cover the frequency range up to 10 kHz.

APPENDIX: DIFFRACTION EFFECTS IN A PLANE
STANDING WAVE FIELD

Let p̂1 and p̂2 be the pressures as sensed by the micro-
phones of a sound intensity probe in a plane progressive
wave of axial incidence. If the intensity probe is symmetric
about the spacer, it follows from the principle of superposi-
tion that the corresponding pressures are

p̂1
i 5 p̂11Rp̂2 , ~A1a!

p̂2
i 5 p̂21Rp̂1 , ~A1b!

in the interference field composed by the plane wave and
another plane wave propagating in the opposite direction,
where the latter wave is modified in amplitude and phase by
the complex factorR. Therefore the indicated intensity in the
standing wave field is

Î r
i 5

Im$ p̂1
i ~ p̂2

i !* %

2rckDr

5
Im$~ p̂11Rp̂2!~ p̂2* 1R* p̂1* !%

2rckDr

5
Im$ p̂1p̂2* 1uRu2p̂1* p̂2%

2rckDr
1

u p̂2u22u p̂1u2

4rckDr
2uRusin u

5 Î r~12uRu2!22Ĵr uRusin u, ~A2!

where Î r is the indicated intensity~subject to diffraction! in
the plane progressive wave,Ĵr is the corresponding indicated
reactive intensity ~which in this case isthe result of
diffraction—there is no reactive part in a plane wave!,29 and
u is the phase angle ofR. ~The phase angleu corresponds to
the distance between the position of the probe and a position
where the pressure assumes a maximum or a minimum
value.! Since the true intensity in the standing wave field is

I r
i 5I r~12uRu2!, ~A3!

whereI r is the true intensity in the plane progressive wave, it
can be seen that, surprisingly, the relative diffraction error is
the same as in the plane wave in the standing wave at posi-
tions where the pressure assumes maximum and minimum
values.

Equation~A2! is also valid at the position halfway be-
tween two interfering monopole sources in free space; Eq.
~A3!, however, is not.
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Kjær, Nærum, 1991!.

25S. Gade and K. B. Ginn, ‘‘Design of a new robust sound intensity probe,’’
in Proceedings of the Third International Congress on Air- and Structure-
Borne Sound and Vibration, edited by M. J. Crocker~Montréal, Canada,
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Random acoustic fields and their energetic quantities~acoustic active and reactive intensities,
potential and kinetic energy densities! are described in terms of the mutual coherences between
sources. Conditions to correctly construct the coherence matrix of sources in a multivariate random
process are given. It is shown that the description of a sound field using the coherence matrix of
source is equivalent to the superposition of a number of independent coherent fields, which do not
correspond to the original localized sources. A method based on processing the principal
components of the coherence matrix of sources is given to reduce the number of necessary fields.
The coherence function between acoustic pressure and particle velocity and the curl of active
intensity are proposed as two indicators for estimating the degree of coherence and the polarization
of acoustic fields. These indicators are analyzed theoretically and experimentally. The description of
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rank is an indicator of the local complexity of an acoustic field. ©1998 Acoustical Society of
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INTRODUCTION

For a better comprehension of the characteristics of
sound intensity fields observed around real sources, models
consisting of point sources have often been used to simulate
the complexity of interference fields.1–4 It has been shown
that the influence of the coherence between sources on the
directivity of acoustic radiation is considerable.3 The rela-
tionship of the coherence between elementary sources is im-
portant when studying the structure of acoustic fields corre-
sponding to harmonic~fully coherent! or random~partially
coherent! fields. The latter case is the general situation en-
countered in industrial applications. However, many tech-
niques, such as the holography reconstruction, the identifica-
tion of models, and active control, are based on the
relationships defined for coherent fields. Their adaptation to
general fields requires a model for these random fields. Fil-
ippi and Mazzoni5 used the cross spectrum between two
pressure points to describe these fields and gave a decompo-
sition method in elementary fields.

The objective of this paper is to investigate an energy
field produced by partially coherent sources using a source
model composed of elementary sources~monopoles and di-
poles!. The definition of a coherence matrix of sources in
Sec. I is a solution for the representation of a partially co-
herent field and allows all the energetic quantities to be ex-
pressed and calculated. Conditions are given to correctly
construct the coherence matrix of sources. In Sec. II, the

relationships between partially coherent fields and their
decomposed-independent fields are established by the analy-
sis of the principal components of the coherence matrix of
sources. It is shown that a partially coherent field can be
represented as the superposition of independent fields. Sec-
tion III presents how to characterize the structure of a par-
tially coherent field using two measurable indicators which
are expressed in terms of the coherence matrix of sources:
the coherence function between acoustic pressure and par-
ticle velocity and the curl of active intensity. Finally we will
show that the field matrix defined in this paper can be used to
reveal the structure of an acoustic field from all the relation-
ships between the energetic quantities.

I. REPRESENTATIONS OF ENERGY FIELD FROM A
SOURCE MODEL

Energetic quantities, such as the active and reactive in-
tensities and the potential and kinetic energy densities, are
very useful for studying energy flow and source location.
The purpose of this section is to show how to express energy
fields of partially coherent sources. First, the fundamental
relationships for energetic quantities in a coherent field are
reviewed. Then, the expressions for a partially coherent
sound field will be developed using a coherence matrix of
sources.

A. Fundamental relationships of coherent fields

The time-averaged energetic quantities of an acoustic
field can be expressed using the complex notation of the
pressurep and the particle velocityu. Thus, the active inten-
sity I and the reactive intensityJ can be written in the form
of a complex intensityP6,7 as follows:

P5I1 j J5 1
2pu* , ~1!

a!Present address: Department of Mechanical Engineering, University of
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and the potential and kinetic energy densitiesV and T are
expressed, respectively, as

V5
upu2

4rc2 ~2a!

and

T5
r

4
u–u, ~2b!

wherer is the density of the medium andc is the speed of
sound. The relationships between these quantities have been
first given by Smithet al.,8

“–I50, ~3a!

“–J52kc~V2T!, ~3b!

“3I5
2 j rck

2
u3u* , ~3c!

“3J50, ~3d!

where k5v/c is the acoustic wave number andv is the
angular frequency. The spatial distribution of these different
quantities has been studied in many configurations.9–13 The
relationship~3d! is a consequence of the fact that the reactive
intensity is proportional to the gradient of the potential en-
ergy density10,14

J52
c

k
“V. ~4!

The vortex formation in the strong interference region is a
particularity of an active intensity field and has received
much attention.9,11,13,15–18This characteristic of the polariza-
tion of the acoustic field bears relation to the curl of the
active intensity, which is expressed in terms of the angular
momentum density of the fluid particles@see Eq.~3c!#.17 An-
other expression using only energetic quantities has been
derived9,12 for coherent fields:

“3I5V5
k

c

I3J

V
. ~5!

In most cases only the coherent fields were taken into
consideration. Jacobsen19 shows that the degree of coherence
of an acoustic field can be described by the function of co-
herence between acoustic pressure and particle velocitygup

2 .
This indicator can be expressed by energetic quantities as
follows:

gup
2 5

uGupu2

GppGuu
5

I21J2

4c2VT
, ~6!

where the energetic quantities can be written in the form of
power-spectral densities~see Sec. II C!. In the case of a co-
herent field,gup

2 51, and Eq.~6! provides an additional rela-
tionship between the energetic quantities, which allows us,
for example, to omit kinetic energyT and to describe the
field with only I andV in Eqs.~3!. However, in the nonco-
herent field, there are not obvious solutions to Eqs.~3!, ~5!,
and ~6!. It is necessary to validate these relationships. For
this purpose, a model of partially coherent fields generated

by a set of elementary sources is used here. In practice, sta-
tionary processes are often assumed in the energy field stud-
ies. The instantaneous intensity has sometimes been used for
understanding the phenomena in acoustic fields,17,20 espe-
cially for the interpretation of the exchange of energy during
one time period in a vortex region3 or in interference fields.7

However, for stationary fields, the instantaneous complex in-
tensity does not give supplementary information in compari-
son with its time-averaged value. Therefore, the time-
averaged quantities are only considered in this article.

B. Representation of partially coherent fields

A field created by a set of harmonic sources is every-
where coherent and the phase between two points in the field
is perfectly defined. On the contrary, uncorrelated broadband
sources produce partially diffuse acoustic fields. Two field
points are not, in general, fully coherent. Hence the phase
between two field points can be expressed only for the co-
herent part of the fields. It is not possible to representa
priori the partially coherent fields by the superposition of
pressures due to each elementary source. The amplitudes of
two elementary sources~Ai and Aj ! are stationary random
functions whose interdependence relationships can be ex-
pressed by a cross-spectral density function:

Gi j ~v!5 lim
T→`

2

T
E@Ai* ~v,T!Aj~v,T!#, ~7!

whereAi(v,T) is the finite Fourier transform ofAi(t) mea-
sured over the finite time intervalT,

Ai~v,T!5E
t1

t11T

Ai~ t !e2 j vtdt. ~8!

The coherence function between source amplitudes can then
be given as

g i j
2 ~v!5

uGi j ~v!u2

Gii ~v!Gj j ~v!
, ~9!

where 0<g i j
2 (v)<1 and Gii (v) and Gi j (v) are, respec-

tively, auto- and cross-spectral density functions. This coher-
ence function can be used to represent the energetic quanti-
ties of broadband acoustic fields using the complex notation.
The energetic quantities~intensities and energy densities! in
the field generated by a set ofM sources are then expressed
in the following forms:

P5I1 j I5
1

2 (
i 51

M

(
j 51

M

Ag i j
2 piuj* , ~10a!

V5
1

4rc2 (
i 51

M

(
j 51

M

Ag i j
2 pipj* , ~10b!

T5
r

4 (
i 51

M

(
j 51

M

Ag i j
2 ui–uj* . ~10c!

The relationships between elementary sources are written in
terms of a coherence matrix@G2#, whose elementsg i j

2 were
given by Eq.~9!. The matrixg i j

2 represents the coherence
between sources. As examples, consider two typical cases. In
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the coherent case, all elementsg i j
2 of the coherence matrix

take the value 1. Only in this case, the complex pressure and
particle velocity for the whole field can be defined byp
5( i 51

M pi and u5( i 51
M ui . In the case of independent

sources, the coherence matrix becomes the identity matrix
and the cross-terms are zero,@G2#5diag(1,1,...,1). The com-
plex intensity is the vectorial sum of that generated by each
source:P5 1

2( i 51
M piui* 5( i 51

M (I i1 j Ji).

II. COHERENCE MATRIX OF SOURCES

In the previous section it was shown that the coherence
matrix of sources is a key to investigating a partially coher-
ent field. However, not any matrix can be used to describe
the coherence between sources. The symmetry of@G2# is not
a sufficient condition for defining the matrix. For example, if
two sources have coherent relationships with the third
source, the coherence between these two sources depends on
these relationships. We therefore seek the supplementary
conditions to correctly construct the matrix@G2#. The de-
composition of this matrix using the principal component
analysis allows the necessary numbers of the independent
field to be obtained. This analysis finally leads to establish-
ing the relationships between the partially coherent field and
the reduced-number-independent fields.

A. Definition of the coherence matrix of sources

The amplitudes of sourcesAi(v,T) @Eq. ~8!# can also be
written as

Ai~v,T!5Bi~v!ai~v,T!, ~11!

where Bi(v) is a complex coefficient andai(v,T) is the
finite Fourier transform of a stationary random signal with
the auto-power-spectral density

2

T
E@ uai~v,T!u2#51. ~12!

The random signalsai(v,T) are partially coherent among
them. Substituting Eqs.~11! and ~12! into Eq. ~9! yields

g i j
2 ~v!5U2T E@ai* ~v,T!aj~v,T!#U2

. ~13!

To obtain all elements of the matrix@G2#, ai(v,T) can be
expressed as the linear combinations ofM independent sta-
tionary random signalssm(v,T):21

ai~v,T!5 (
m51

M

j im~v!sm~v,T!. ~14!

According to Eq.~11!, each real source is the superposition
of a number of independent sources. Uncorrelated random
signalssm(v,T) have the following property:

2

T
E@sm* ~v,T!sn~v,T!#5dmn5 H1, if n5m,

0, if nÞm, ~15!

and the coefficientsj im(v) are real numbers such that
0<j im(v)<1. From Eqs.~12!, ~14!, and ~15!, the coeffi-
cientsj im(v) should satisfy the following condition:

(
m51

M

j im
2 ~v!51. ~16!

A new expression of mutual coherence of sources is obtained
by substituting Eq.~14! into Eq. ~13!

g i j
2 ~v!5S (

m51

M

(
n51

M

j im~v!j jn~v!dmnD 2

5S (
m51

M

j im~v!j jm~v!D 2

. ~17!

The mutual coherence matrix@G2# is hence expressed by the
matrix @j# as follows:

@G2#5~@j#@j#T!2, ~18!

where@ #T designates the transpose of the matrix. The ma-
trix @G#5@j#@j#T whose coefficients areAg i j

2 is equally well
used as the coherence matrix of sources. According to Dodds
and Robson,21 the matrix@j# that will correctly construct the
matrix @G2# is a lower triangular matrix such as

F a1~v,T!

a2~v,T!

a3~v,T!

A
aM~v,T!

G5F j11 0 0 ••• 0

j21 j22 0 ••• 0

j31 j32 j33 ••• 0

A A A � A

jM1 jM2 jM3 ••• jMM

G
3F s1~v,T!

s2~v,T!

s3~v,T!

A
sM~v,T!

G , ~19!

and the only constraint of this definition is the normalization
on each line according to Eq.~16! ~which results inj1151 in
all cases!.

As examples, consider two typical cases. In the case of
M independent sources, it is evident thatai(v,T)
5si(v,T) and that the matrix@j# is an identity matrix@j#
5 dEc5diag(1,1,...,1). In the case ofM coherent sources,
each random signalai(v,T) should be represented by the
same linear combination(mj im(v)sm(v,T), which results
in a matrix having only one nonzero column by using the
definition of the triangular matrix~19!. In Ref. 22 it was
shown how to construct@j# for a particular case where the
coherence functions among sources are all identical:g i j

2 (v)
5g2 for j Þ i , i , j 51,2,3,...,M .

B. Analysis of the coherence matrix

The coherence matrix of sources can be determined by
the coefficient matrix@j#. A method is shown here to obtain
the independent fields from the coherence matrix of sources
using the singular value decomposition~SVD!.

1. Decomposition into independent fields

The rank of@j# corresponds to the number of indepen-
dent columns, therefore, to the number of independent pri-
mary sourcessm(v,T) necessary to produce the signals
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Ai(v,T). In the coherent case each random signalai(v,T)
should be represented by the same linear combination
(mj im(v)sm(v,T). Thus the matrix@j# has only one non-
zero column: its rank is equal to 1, therefore only one pri-
mary sources1(v,T) is needed. On the contrary, in the case
of noncoherence,@j# is an identity matrix, @j#5 dEc
5diag(1,1,...,1), and its rank is equal toM . In the case of
partially coherent sources, one encounters, in practice, many
of these intermediate situations where one or several col-
umns are linear combinations of the others. It is thus pos-
sible, in principle, to reduce the number of independent
sources by using the principal component analysis
~PCA!.23,24 Calculating the singular value decomposition
~SVD! of the matrix @G#5@j#@j#T results in the following
factorization:

@G#M3M5@H#M3M dS2cM3M@H#M3M
T . ~20!

The diagonal matrixdS2c contains the eigenvalues of@G#
arranged in decreasing order,

dS2cM3M5diag~s1
2,s2

2,...,s r
2,0,...,0!. ~21!

If the matrix @G# hasr nonzero eigenvalues, its rank isr . It
can be shown that for a Hermitian matrix, these eigenvalues
are all real and positive. The columns of the orthonormal
matrix @H# correspond to the complex eigenvectors, in which
only the firstr columns are significant. Therefore, ifr ,M ,
the sizes of the matricesdS2e and@H# can be reduced without
loss of any information such that

@G#M3M5@H8#M3r@S82# r 3r@H8# r 3M
T , ~22!

where dS8c r 3r5diag(s1,s2,...,sr). From the reduced matri-
cesdS82c r 3r and@H8#M3r , a reduced coefficient matrix@j8#
can be constructed:

@j8#M3r5@H8#M3r dS8c r 3r . ~23!

The replacement of@j# with @j8# means, according to Eq.
~19!, that the random signalsai(v,T) representing theM
partially coherent sources can be reconstituted from onlyr
independent source signalssm(v,T), (m51,2,3,...,r ).

2. Example

Figure 1 shows a source model synthesized by four
monopoles (S1 ,S2 ,S3 ,S5) and one dipole (S4) directing to

the view plane. These five point sources have the same am-
plitude and are in phase. To generate a coherence matrix of a
source in the general case, consider a matrix@j#535 that
satisfies Eqs.~16! and ~19!, but one column of which is a
linear combination of the others. The coherence matrix of
sources@G2# can be calculated using Eq.~18!. The cross-
term values of@G2# are represented in Fig. 2. The diagonal
matrix of eigenvalues is obtained by calculating the SVD of
the matrix@j#@j#T,

dS2c5diag~3.1399,1.0251,0.8075,0.0275,«!, ~24!

with «'3310216 which can be neglected in comparison
with the sum( i 51

M s i
25M55. Since two columns in@j# are

not independent, the rank of@j#@j#T is equal to 4~inferior to
M55!. The reduced matrix@j8#534 is obtained using Eq.
~23!. Then@j8# is used to calculate the coherence matrix of
sources:@G2#5(@j8#@j8#T)2. It can be verified that it is iden-
tical to the initial matrix. The triangular matrix@j# is re-
placed by a reduced matrix@j8# with elements varying be-
tween21 and 1.

To generalize the previous discussion, consider the first
three eigenvalues of the matrix~24! which already take
99.45% of the total energy. The matrix of coherence deduced
from the three components is calculated from a normalized
matrix @j 9#533 whose elements are obtained byj im9
5j im8 ((m51

3 j im8
2)21/2 to satisfy the condition~16!. It results

in an approximate expression of the initial coherence matrix

@G82#5~@j 9#@j 9#T!2. ~25!

If only the first two eigenvalues of the diagonal matrix~24!
are taken into account, another approximation of the coher-
ence matrix can be obtained from the normalized matrix
@j-#533 :

@G92#5~@j-#@j-#T!2. ~26!

The cross terms of approximate coherence matrices given by
Eqs.~25! and~26! are compared to those of the initial matrix
in Fig. 2. The matrix@G82# gives a good approximation to
@G2#, but @G92# is very different from the initial matrix be-
cause a component of the independent field which represents

FIG. 1. Model of synthetic source: four monopoles (S1 ,S2 ,S3 ,S5) and one
dipole (S4) and position of the view plane. FIG. 2. Cross terms of the coherence matrix of sources:h, initial coherence

matrix; d, coherence matrix reduced to three independent components;1,
coherence matrix reduced to two components.
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approximately 16.7% of sound field energy has not been
considered.

The active intensity and potential energy density fields
created by the synthetic source in Fig. 1 at 1000 Hz were
calculated using Eq.~10!. The initial coherence matrix of
sources shown in Fig. 2 and its approximate expressions Eqs.
~25! and ~26! were used, respectively, in the calculations.
The results are shown in Fig. 3~a!–~c!. Graphically, the po-
tential energy density is represented by grey-scale plots. The
three-dimensional active intensity vectors are presented with
arrows which indicate the three components. The in-plane
components are represented in amplitude by the lengths of
arrows and in direction by the orientations of arrows. The
out-of-plane component is represented in amplitude by the
thicknesses of arrows and in direction by a filled arrow rep-
resentingI z pointing out of the view plane and an empty
arrow pointing into the view plane. Comparing the results in
Fig. 3~a! and~b!, it is noted that Eq.~25! @G82# gives a very
good approximation to the initial coherence matrix of
sources@G2# for the calculation of the energetic quantitiesI
and V. However, Fig. 3~c! shows the differences from the
results in Fig. 3~a! and ~b! because the third independent
component cannot be negligible. Nevertheless, the structure
of the field is not fundamentally changed and the deviations
have approximately the same order as the measurement er-
rors in industrial situations. The use of only three indepen-
dent components instead of four has practical interests, for
example, in the experimental realization of a synthetic source
using aj-matrix where only three noise generators will be
necessarily needed~see Fig. 4!. A real field can often be

recreated from a synthetic field composed of a reduced num-
ber ~often less than 5! of independent principal components.

C. Partially coherent fields and independent fields

Equation~10a! representing active and reactive intensi-
ties of partially coherent fields can also be expressed in the
matrix form:

FIG. 3. Active acoustic intensity~top! and potential energy density~bottom! on the view plane shown in Fig. 1. Dynamic range of the arrow: 20 dB, grey-scale
level: 2.5 dB.~a! Initial coherence matrix of sources;~b! coherence matrix of sources reduced to three independent components@Eq. ~25!#; and~c! coherence
matrix of sources reduced to two components@Eq. ~26!#.

FIG. 4. Realization of a synthetic source from coefficientsj i j obtained by
principal component analysis of the matrix of coherence of sources.LSi :
excitators or loudspeakers,Gj : independent noise generators.
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P5I1 j J5 1
2dUSe13M

H @G#M3M dPSeM31 , ~27!

with H denoting the Hermitian transpose. The elements of
the column matricesdPSe anddUSe are, respectively, the pres-
surepi and the velocityui of the field due to each primary
point source. By the use of the reduced matrices Eqs.~22!
and ~23!, we have

P5I1 j J5 1
2~@j#TdUSe !H~@j#TdPSe !5 1

2dUCe13r
H dPCe r 31 .

~28!

The elements in the column matricesdPCe or dUCe are given,
respectively, as

pm5(
i 51

M

j impi and um5(
i 51

M

j imui , ~29!

wherepm andum are interpreted as the independent coherent
fields (m51,2,3,...,r ), each of which is due to the combina-
tion contributions from the primary point sources. Hence the
complex intensity is the vectorial superposition ofr indepen-
dent intensity fields

P5I1 j J5
1

2 (
m51

r

pmum* 5 (
m51

r

Pm . ~30!

Similarly, the kinetic and potential densities can be ex-
pressed as the superposition ofr independent kinetic- and
potential-density fields. It is advisable to note that Eq.~10!
and Eq.~30! will give the identical results for the energetic
quantities. Equation~30! shows that a partially coherent field
due toM point sources can be expressed byr independent
fields (r ,M ). However, one cannot get the information
about location and coherence of the primary sources from the
independent fields. Thus theser independent fields are
termed ‘‘virtual fields.’’

III. CHARACTERIZATION OF PARTIALLY COHERENT
ACOUSTIC FIELDS

Generally, for an acoustic field created by multiple
sources, it is not possible to directly estimate the mutual
coherence between sources from measurements. However,

the information about the degree of coherence of the acoustic
field is important to evaluate measurement conditions, statis-
tical errors, or the validity of the use of the algorithms de-
rived from harmonic signals. The coherence function be-
tween pressure and particle velocitygup

2 and the curl of
acoustic intensity“3I are used here to characterize the
structure of acoustic fields. It is shown later that the complete
information about the local structure of acoustic fields is pro-
vided by the definition of a field matrix.

A. Coherence function of sound fields

The superposition of independent fields leads to a loss of
coherence between the acoustic pressure and the particle
velocity.19 The characteristic of the acoustic field is repre-
sented by the coherence functiongup

2 defined by Eq.~6!,
which is expressed in terms of measured~or calculated! en-
ergetic quantities in random acoustic fields. By using Eq.
~10! associated with the coherence matrix of sources or Eq.
~30! for r independent fields, the coherence function of an
acoustic field takes the following form:

gup
2 ~r ,v!5

u( i 51
M ( j 51

M Ag i j
2 piuj* u2

~( i 51
M ( j 51

M Ag i j
2 pipj* !~( i 51

M ( j 51
M Ag i j

2 ui•uj* !

5
u(m51

r pmum* u2

(m51
r upmu2(m51

r um•um*
. ~31!

This function can be used as an indicator of the coherence
structure of the acoustic field:~i! when g i j

2 51, the field is
produced by fully correlated random sources (r 51) and
gup

2 (r ,v)51; ~ii ! if 0 ,g i j
2 ,1, the sources are partially cor-

related (1,r ,M ) and the coherence of the fieldgup
2 (r ,v)

then has values between 0 and 1;~iii ! when g i j
2 50 ~hence

r 5M !, the coherence function is zero only on some points of
the sound field. Generally,gup

2 (r ,v)Þ0. Zero values of
gup

2 (r ,v) correspond to a perfectly diffuse field, thus outside
the acoustic near field.

If we consider the source model in Fig. 1 without the
sourceS5 , Fig. 5 demonstrates that the distribution ofgpu

2 on

FIG. 5. The function of coherencegup
2 : ~a! for g i j

2 50.9; ~b! for g i j
2 50.25; and~c! for g i j

2 50.01. The frequency of the calculation is 1000 Hz and the
dimension of the view plane is 1 m31 m (2.9l32.9l). gup

2 is represented by circles with radius varying linearly~identical scales!.
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the view plane~at 1000 Hz! is very sensitive to the values of
the coherence matrix of sources@g i j

2 #. The experimental de-
termination of this indicator from Eq.~6! will therefore pro-
vide the information about the nature of the radiating acous-
tic field, as well as about the source which is at the origin, as
an example, a real source with a set of independent excita-
tions. In practice, the coherence function between the pres-
sure and a component of the particle velocity is often used to
control the validity of the measurements of the correspond-
ing component of the intensity vector.19 The coherence func-
tion between the pressure andx-component velocity, for ex-
ample, is written asguxp

2 5(I x
21Jx

2)/4c2VTxx , with Txx

5ruuxu2/4. The coherence function of the field@Eq. ~16!# can
be, therefore, written as

gup
2 5

guxp
2 Txx1guyp

2 Tyy1guzp
2 Tzz

Txx1Tyy1Tzz
. ~32!

In Fig. 7, the coherence function was determined experi-
mentally in a horizontal line on the view plane, 4 cm from a
baffle on which two loudspeakers were mounted@see Fig.
6~a!#. The experimental system was set up in an anechoic
chamber. The components of the active intensity in the view
plane parallel to the baffle were measured using a two-
dimensional intensity probe consisted of four quarter-inch
microphones@Fig. 6~b!# positioned by an automatic robot
system. The coherence function calculated by

gupuplane
2 5

guxp
2 Txx1guyp

2 Tyy

Txx1Tyy
~33!

is an incomplete form of Eq.~32!, but it remains valid (0
<gupuplan

2 <1) to characterize the measured data, for ex-
ample, used in the acoustic holography processing. The en-
ergetic quantities are calculated using the well-known
finite-difference approximation,6,7,14 for example, I x

5Im$G21~v!%/rvDr and Jx5@G11(v)2G22(v)#/2rvDr ,
where Dr is the distance between the two microphones
shown in Fig. 6~b!, G11 andG22 are the auto-power-spectral
densities of signals measured by microphone 1 and micro-
phone 2 respectively, andG21 is the cross-power-spectral
density between the signals of microphones 1 and 2. A mul-
tichannel signal processing system~LMS Cada-X! was used

for data acquisition. A mixer was used to obtain the coher-
ence g i j

2 between two white noise signals built in~LMS
Cada-X! by adjusting the amplitudes of the signals. Then the
two mixed signals were used to drive the two loudspeakers.
The energetic quantities used in Eq.~33! were determined
with a frequency resolutionD f of 3.9 Hz. Figure 7 illustrates
the coherence of fieldgupuplan

2 measured for different values
of the coherenceg i j

2 . The results presented at 281 Hz and at
1496 Hz show, wheng i j

2 ,1, a sensitive coherence loss in the
central area where the two loudspeakers were mounted.

B. Indicator of the polarization of fields

The polarization vector for a coherent field was defined
by Uosukainen17 as

a52 j
u3u*

u–u*
, ~34!

where 0<uau<1. The vectora is zero when the particle ve-
locity is polarized linearly, i.e., the orientation of its instan-
taneous value is always the same during one time period
~vectors of the active and reactive intensities are parallel with
each other!. In general, the velocity field has an elliptic po-
larization, that is, the orientation of its instantaneous particle
velocity changes during one time period and traces an el-

FIG. 6. ~a! Plane of baffle and positions of loudspeakers.~b! Two-
dimensional acoustic intensity probe with four microphones used in the
measurements.

FIG. 7. Coherence function of fields measured in the view plane parallel to
the baffle of Fig. 6 for valuesg i j

2 indicated; ~a! f 5281 Hz, ~b! f
51496 Hz~frequency resolution53.9 Hz!.
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lipse. The instantaneous velocity has often been decomposed
into two parts: one is in phase and another is in quadrature
with the pressure. The directions of the two components cor-
respond to those of active and reactive intensities, respec-
tively. Thus the magnitude of the polarization vector be-
comes maximum~equal to 1! when the two components of
the particle velocity are the same magnitude but perpendicu-
lar ~the ellipse becomes a circle!. According to Eq.~3c!, the
polarization vector is the curl of acoustic intensity normal-
ized by kinetic energy

a5
“3I

2kcT
. ~35!

It can be seen that a field is hence polarized when the curl of
intensity is not zero. The curl, i.e., the polarization, depends
strongly on interferences between sources. Thus, the field of
a monopole possesses a zero curl. Several coherent mono-
poles will produce an interference field in which the curl
vector characterizes the polarization of the field. On the con-
trary, if the monopole sources are independent, the zero curl
indicates a nonpolarized field. In an intermediate situation,
the curl measures the polarization of the coherent part. Thus,
by calculating the curl of Eq.~10a! with the consideration of
the relationships“pi52 jkrcui and “3ui50 ~ideal non-
viscous fluid!, one obtains

“3P52
j rkc

2 (
i 51

M

(
j 51

M

Ag i j
2 ui3uj* . ~36!

Using the symmetric relationships betweenui3uj* and
uj3ui* , Eq. ~36! becomes

“3P5“3I5
rkc

2
ImH (

i 51

M

(
j 51

M

Ag i j
2 ui3uj* J . ~37!

Multiplying the numerator and the denominator in Eq.~37!
by pi* pj yields

rkc

2
Im$ui3uj* %5

k

2c
ImH Pi* 3Pj

Vi j
J , ~38!

with Pi5piui* /2 and Vi j 5pi* pj /4rc2. Using (Pi* 3Pj )
1~Pj* 3Pi)52 j (I i3Jj )12 j (I j3Ji), Eq. ~38! can also be
expressed in the form of the vector product of the active
intensity and the reactive intensity of each individual source:

“3I5
k

c (
i 51

M

(
j 51

M

Ag i j
2 I i3Jj

Vi j
. ~39!

Substituting valuesg i j
2 51 into Eq.~37!, we get the expres-

sion of the curl of a coherent field (gup
2 51)

“3I ugup
2 515

rkc

2
ImH (

i 51

M

(
j 51

M

ui3uj* J
5

rkc

2
ImH (

i 51

M

ui3(
j 51

M

uj* J , ~40!

which is the same expression asV given by Eq.~5! in which
I , J, andV are defined by Eqs.~10a! and~10b! wheng i j

2 51.
In these conditions, according to Eq.~5! the polarization vec-
tor of the coherent field can be expressed as follows:

augup
2 515

I3J

2c2VT
. ~41!

In order thatuau51, the active and reactive intensity vectors
should be perpendicular to each other anduI u5uJu. Equation
~39! demonstrates that the curl of a partially coherent field
cannot be calculated from vector product ofI andJ and that
Eq. ~5! is valid only for a coherent field. This is illustrated
obviously in Fig. 8 where the curl of the field produced by
the source model in Fig. 1 without the sourceS5 is calculated
by Eqs.~39! and ~5! respectively in the cases whereg i j

2 50,
0.25 and 1. It is noted that Eqs.~5! and ~39! give the same
results wheng i j

2 51. There are, however, differences be-
tween the results calculated by Eq.~5! and by Eq.~39! when
g i j

2 Þ1. Wheng i j
2 50, it is obvious that Eq.~5! gives wrong

results for the the calculation of the curl of the intensity
because in this case no interference between the sources ex-
ists and the polarization of the field is only due to the dipole
source. The invalid use of Eq.~5! in noncoherent acoustic
fields makes the nonexistent components appear, especially
outside the representation plane. To explain this phenom-
enon, a field constituted by the superposition of two nonpo-
larized independent coherent fields~“3I i50, therefore
I i3Ji50, i 51,2! is considered. The resultant active and re-
active intensities in this field are written, respectively, asI
5I11I2 andJ5J11J25aI11bI2 , wherea andb are two
scalar factors. In the general case whenaÞb, these resultant
vectors are not parallel andI3J is not zero while the curl of
the resultant field is always equal to 0.

By the use of the principal component decomposition to
a partially coherent field according to Eq.~29!, the curl of the
resultant vector corresponds to the sum of the curl of the
elementary vectors

“3I5 (
m51

r

“3Im5
k

c (
m51

r Im3Jm

Vm
. ~42!

Similarly, the polarization vector of the field can be deter-
mined from the polarization vector and the kinetic energy
density of each elementary field

a5S (
m51

r

TmamD Y T. ~43!

With regard to the experimental determination of the
curl for partially coherent fields, Eq.~3c! is adapted to ran-
dom signals by

“3I5rck lim
T→`

2

T
Im$E@u~v,T!3u* ~v,T!#%, ~44!

whereu(v,T) is the finite Fourier transform defined by Eq.
~8!. Equation~44! can also be given as

“3I54ck Im$Tyzı̂1Tzx¤̂1Txyk̂%, ~45!

where Ti j 5(r/2)limT→`(2/T)Im$E@uiuj* #%, with i , j
P$x,y,z% ( iÞ j ). Using the same configuration mentioned
above to determine the coherence functiongupuplane

2 , the nor-
mal component of the curl is measured and calculated by the
following expression derived from Eq.~45!:
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~“3I !z5
2

rck
lim

T→`

2

T
ImH EF]p

]x

]p*

]y G J . ~46!

Expressing thex component andy component of the pres-
sure gradient in terms of the cross-power spectra
@Gi j (v); i , j 51,2,3,4;iÞ j # between the microphones of the
two-dimensional sound intensity probe@see Fig. 6~b!# by the
use of the finite-difference approximation, Eq.~46! becomes

~“3I !z.
2

rck~Dr 1!2 Im$G31~v!2G41~v!2G32~v!

1G42~v!%, ~47!

whereDr 15Dr /& is the distance between the two micro-
phones shown in Fig. 6~b!. In the case of a coherent field, the
normal component of the curl of the intensity can be derived
using Eq.~5!:

Vz.
k

c

Ĩ xJ̃y2 Ĩ yJ̃x

Ṽ
, ~48!

where Ĩ x , Ĩ y , J̃x , J̃y , and Ṽ are determined by standard
formulations using the finite-difference approximation.14 In
order to validate Eqs.~47! and ~48!, the curl of the acoustic
intensity was measured using the experimental set-up shown
in Fig. 6. The experimental procedure was similar to that
described in Sec. III A. The intensity probe was used to mea-
sure the four auto-power-spectral densitiesGii ( i 51,2,3,4)
and the six cross-power-spectral densitiesGi j ( i . j , i , j

51,2,3,4! which were then used to calculate the curl of the
intensity using, respectively, Eqs.~47! and ~48!. Figure 9
shows (“3I )z and Vz for the cases whereg21

2 50 andg21
2

50.5. It is noted that there are differences between the re-
sults of Eqs.~47! and ~48!. The differences are larger when
g21

2 50. The significant differences are found in the central
area where the values ofgup

2 are small and the two loud-
speakers were mounted.

C. The field matrix

Locally, a coherent field can be completely described by
quantitiesp, ux , uy , anduz . Their relationships lead to an
energetic representation of the field which can be generalized
in the form of the field matrix:

@F#5 1
2dQe dQeH, ~49!

where dQe5 bp/Arc Arc ux Arc uy Arc uzcT is the
column vector of acoustic quantities normalized in order to
have the same dimension. The field matrix can be expressed
by the energetic quantities as

@F#5F 2cV Px Py Pz

Px* 2cTxx 2cTxy 2cTxz

Py* 2cTxy* 2cTyy 2cTyz

Pz* 2cTxz* 2cTyz* 2cTzz

G . ~50!

FIG. 8. Curl of the active acoustic intensity calculated with the model of Fig. 1 withoutS5 with g i j
2 50 ~left!, g i j

2 50.25 ~middle!, g i j
2 51 ~right!: ~a! use of

Eq. ~39! ~top! and ~b! use of Eq.~5! ~bottom!.
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It has a Hermitian symmetry (F ji 5Fi j* ) and the sum of its
diagonal elements corresponds to the total energy of the
field: 2c(V1T). For a partially coherent sound field, the
vector dQe cannot be defined and the matrix@F# must be
characterized by the cross-power spectra limT→` (2/
T)E@u i* (v,T)u j (v,T)#, some of which have already been
used in the expressions of the two previous indicators: the
cross spectra between pressure and particle velocity for the
coherence function of the fieldgup

2 and the imaginary parts
of cross spectra between components of velocities for the
curl. In what follows below, some properties of the field
matrix are proven by choosing the coordinates (x8,y8,z8)
where the axisx8 is in the direction of the vector of the
active intensityI and the plane (x8,y8) corresponds to the
plane defined by vectorsI andJ. The field matrix obtained in
these particular coordinates is denoted by@F0#, namely, the
principal field matrix.

1. Case of a coherent field

Equation~5! is used to calculate the curl of the intensity
of a coherent field. In the coordinates defined above, the curl
of I is oriented in the directionz8 and is expressed by

u“3I u54ck Im$Tx8y8%5jk(F322F23) with 2cTx8y8
5rcux8uy8

* /2. The field matrix of a coherent field is written,
therefore, in the following form:

@F0#5F 2cV Ix81 jJx8 jJy8 0

I x82 jJx8 2cTx8x8 2cTx8y8 0

2 jJy8 2cTx8y8
* 2cTy8y8 0

0 0 0 0

G . ~51!

In this configuration, the reactive intensity that forms an
anglea with the active intensity has the componentsJx8 and
Jy8 ~except for particular cases!. An analytic expression of
the particle velocity can be given byux85ux8R2 jux8I ,
where ux8R and ux8I are, respectively, in phase and in
quadrature with the pressure. The active and reactive inten-
sities can be thus written asI x85

1
2pux8R andJx85

1
2pux8I . In

the coordinates (x8,y8,z8), I y850, uy8 is in quadrature with
p(uy852 juy8I) and hence Jy85(1/2)puy8I . Similarly,
2cTx8y85rcux8uy8

* /25rc(ux8Iuy8I1 jux8Ruy8I)/2. The curl
corresponding to the imaginary part of this last relationship
will always be oriented in the direction of thez8 axis. In the
special case where the coherent field is nonpolarized, the
velocity only has a component in the direction ofx8 and
Jy850, Tx8y850 andTy8y850.

2. Case of a partially coherent field

Since any partially coherent field can be represented by
the sum ofr independent coherent fields, all elements of the
matrix @F0# will have a nonzero value, except forF415F14

50, which is the consequence of the choice of the coordi-
nates system: there is noz8 component of the resultant in-
tensity vector, however, in general,Tz8z8Þ0. If the indepen-
dent fields are nonpolarized we have noted previously that a
componentJy8 exists but the imaginary parts ofTx8y8 ,
Tx8z8 , andTy8z8 are zero. This will not be true in the general
case, where Im$Tx8z8% and Im$Ty8z8% are not zero: the curl of
the resultant vectorI is no longer oriented in the directionz8,
as shown in Fig. 10.

3. Use of the rank of the field matrix

A singular value decomposition of the field matrix@F#
can also constitute a local indicator of the nature of the
acoustic field. In the coherent case, the rank of the field ma-
trix is equal to 1 and the eigenvector is proportional to the
vectordQe. For a partially coherent field, the rank of the field
matrix may be 2, 3, or 4, which can be considered as a local

FIG. 9. Measured normal components of the curl ofI processed using the
approximations (“3I )z @Eq. ~47!# andVz @Eq. ~48!# for ~a! g i j

2 50 and~b!
g i j

2 50.5 at 281 Hz.

FIG. 10. Representation in the form of energetic quantities of information
contained in the principal field matrix@F0#: ~a! for a coherent field and~b!
for a partially coherent field.
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indicator of the complexity of the acoustic field. When the
rank is superior to 2, the loss of coherence between pressure
and particle velocity is accompanied by a loss of coherence
between the orthogonal components of the particle velocity.

IV. CONCLUSION

Any random acoustic field can be represented by a
model consisting of point sources or elementary fields whose
relationships are defined by the coherence matrix of sources.
The conditions that are required to correctly construct this
matrix have been specified. Energetic quantities in a partially
coherent field are expressed in terms of the coherence matrix
of sources. It is shown that an acoustic field can be expressed
as the superposition of independent fields which are coherent
themselves but independent of each other. The investigation
of the coherence matrix using the principal component
analysis allows the number of the independent components
to be minimized. The approximate model can be used for
designing acoustic experiments, suppressing the weak com-
ponents without appreciably modifying the structure of the
field. To obtain measurable characteristics of the degree of
coherence of an acoustic field, the function of coherence be-
tween the pressure and the particle velocity can be used. It is
completed by the information about the polarization of the
field in the form of an indicator determined from the mea-
surement of the curl of acoustic intensity. It is shown that the
curl of the intensity of a partially coherent field cannot be
expressed in terms of the vector product of the resultant ac-
tive and reactive intensities and Eq.~5! is valid only for a
coherent field. Finally, we have shown that the definition of
a field matrix made up of the relationships between the
acoustic pressure and the three components of the particle
velocity can completely take into account the local structure
of an acoustic field and the rank of the field matrix can be
used as an indicator of the local complexity of the acoustic
field.
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A descriptive model of the receptor potential nonlinearities
generated by the hair cell mechanoelectrical transducer
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This paper describes a model for generating the hair cell receptor potential based on a second-order
Boltzmann function. The model includes only the resistive elements of the hair cell membranes with
batteries across them and the series resistance of the external return path of the transducer current
through the tissue of the cochlea. The model provides a qualitative description of signal processing
by the hair cell transducer and shows that the nonlinearity of the hair cell transducer can give rise
to nonlinear phenomena, such as intermodulation distortion products and two-tone suppression with
patterns similar to those which have been recorded from the peripheral auditory system. Particular
outcomes of the model are the demonstration that two-tone suppression depends not on the
saturation of the receptor current, but on the behaviour of the hair cell transducer function close to
the operating point. The model also shows that there is non-monotonic growth and phase change for
any spectral component, but not for the fundamental of the receptor potential. ©1998 Acoustical
Society of America.@S0001-4966~98!02802-1#

PACS numbers: 43.64.Bt, 43.64.Kc, 43.64.Ld@RDF#

INTRODUCTION

All stages involved in the processing of auditory signals
distort their input to some extent and contribute to the overall
nonlinearity of the cochlea’s response to sound~Rhode,
1971; Dallos, 1973; Russell and Sellick, 1978; Dalloset al.,
1982; Sellick et al., 1982; Robleset al., 1991; Zagaeski
et al., 1994!. The mechano-electrical transducer of the hair
cell is an early, crucial stage in auditory sensory processing
with strong nonlinear characteristics. This nonlinear relation-
ship between hair bundle displacement and transducer con-
ductance has been fitted, in turtle hair cells~Crawfordet al.,
1989! and outer hair cells~OHCs! from organotypic cultures
of the mouse cochlea~Kros et al., 1995! by a second-order
Boltzmann function~SOB! which relates the probability of
transducer channel opening to the displacement of the hair
bundle. In 1985, Weiss and Leong provided a detailed de-
scription of the signal transformation by a sigmoidal trans-
ducer input–output function which was symmetrical to its
point of inflection. According to these authors, the harmonic
distortion pattern depends on the specific form of the trans-
ducer input–output function as well as on the operating point
of the transducer. Therefore, in this paper we have examined
the signal processing in a model based on a SOB transducer
function with one open and two closed states and
displacement-dependent transitions between them. The SOB
is an approximation of an input–output function which is
asymmetrical to its point of inflection. The parameters used
in the model are based on the measurements by Kroset al.
~1995!. The model provides a qualitative description of sig-
nal processing by the hair cell transducer alone. It is not
complicated by the feedback and mechanical filtering which
is present in the cochleain situ. However, the model shows
that the nonlinearity of the hair cell transducer can give rise

to the nonlinear phenomena, including two-tone suppression,
which have been recorded from the peripheral auditory sys-
tem.

I. DESCRIPTION OF THE MODEL

The conductance of the transducerGtr(x(t)) is given by

Gtr~x~ t !!5Rtr~x~ t !!215Gtr max@11K2@11K1##21,
~1!

whereRtr is the transducer resistance andGtr max is the maxi-
mal transducer conductance.K1 andK2 are the equilibrium
constants for two transitions of the transducer channel.K1

andK2 can be described in terms of the position of the hair
bundle~Crawfordet al., 1989!

K15exp@a1@x12x~ t !##
~2!

K25exp@a2@x22x~ t !##,

where a1 , a2 , x1 , x2 are constants andx(t) is the dis-
placement of the hair bundle from its resting position. An
example ofGtr(x(t)) as a function of hair bundle displace-
ment for the mammalian OHC is given in Fig. 1~a!. The
function is a concave-convex asymmetrical function with a
point of inflection which lies closer to the lower saturation
level. Let us define the transducer operating point as a value
of the transducer function with zero displacement of the hair
bundle, i.e., the pointGtr(0). Then biasing of the transducer
operating point may be introduced as a steady state displace-
mentxset of the hair bundle and the biased transducer oper-
ating point isGtr(xset). When xset is positive the operating
point of the transducer moves in the direction indicated by
the arrow in Fig. 1~a!.

The nonlinearities of the receptor current through con-
ductanceGtr(x(t)) are manifested in the changes in intracel-
lular potential~the receptor potential!. In order to compare
the model of transduction, as described by a SOB function,a!Electronic mail: A.Lukashkin@sussex.ac.uk
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with experimental results based on voltage responses re-
corded from the cochlear hair cells, it is necessary to intro-
duce a simple electrical circuit that approximately describes
the electrical properties of the hair cellin vivo @Fig. 1~b!#. A
resistive model@Fig. 1~b!# may provide a useful basis for
describing the distortion products created by the transducer
itself because in this circuit the amplitudes of the distortion
products are not modified by reactive elements of the cell’s
membranes. In fact, this circuit approximates the electrical
properties of the hair cellsin vivo in response to low fre-
quency tones. For this circuit the resistance of the cell’s api-
cal poleRa(x(t)) consists of a constant resistanceRc and a
variable transducer resistanceRtr(x(t))51/Gtr(x(t)) @Fig.
1~b!#. Rb is the resistance of the basolateral membrane and
Rs is the series resistance of the external return path of the
transducer currenti r through the tissue of the cochlea. Ac-
cording to the above mentioned definition one can write for
the receptor potentialVr

Vr5Vi2Vi0 , ~3!

whereVi is the basolateral membrane voltage andVi0 is the
resting basolateral membrane voltage when displacement of
the hair bundlex50 @Eq. ~1!# and, using the conditionRs

!Ra ,Rb , the basolateral membrane voltageVi is

Vi5Rbi r2Eb5~Ee1Eb!
1

11Ra~x~ t !!/Rb
2Eb , ~4!

whereEb is the electromotive force of the basolateral mem-
brane determined by the potassium reversal potential~Hous-
ley and Ashmore, 1992! andEe is the endolymphatic poten-
tial.

II. APPLICATION OF THE MODEL

The equations for all of the figures were solved numeri-
cally in the time domain with MATLAB software. The re-
sults were presented in a form which permitted comparison
with the existing experimental results and which facilitated
the planning of further experiments to investigate the role of
the mechano-electrical transducer in generating the observed
nonlinear phenomena.

A. Magnitude of the harmonic components of the
receptor potential as functions of the bundle
displacement and bias of the transducer operating
point

Let us describe the transducer nonlinearity by the single
valued input–output functionNtr(x)5Gtr(x)2Gtr(xset). If
an input signal has the form ofx5A cosu, where u
52p f t, then the output signal may be expanded in a Fourier
series

Ntr~u!5 (
n50

`

an cos~nu!, ~5!

where an is the nth Fourier series coefficients ofNtr(u).
Weiss and Leong~1985! used a hyperbolic-tangent function,
which is equivalent to a first-order Boltzmann function
~FOB!, in order to describe the input–output characteristic of
the transducer. For a function of this kind, the zero frequency
term and second harmonic may be positive~the phase angle
is equal to 0°! or negative~the phase angle is equal to 180°!
but they do not change their sign~i.e. the phase angle! when
the level of the input signal changes as observed for the other
spectral components~Weiss and Leong, 1985!. The SOB
function we are considering here@Eq. ~1!# is asymmetrical to
its point of inflection with the lower saturating level closer to
its point of inflection@Fig. 1~a!# and shows non-monotonic
growth and phase changes for any spectral component, but
not for the fundamental. The latter characteristic can be
shown easily for a few first harmonic components~see the
Appendix!. Figure 2 shows that withxset above the point of
inflection one can obtain non-monotonic level functions for
the dc component. For small values ofA the dc potential is
negative but with large amplitude bundle displacements, it
becomes positive again.

Figure 3 illustrates how variation in the resting position
of the hair bundle (xset) can produce non-monotonic growth
of both even- and odd-order harmonics and the amplitude of
the harmonics approaches zero and the phase angle changes

FIG. 1. Electrical circuit representing an OHCin vivo. ~a! Transducer con-
ductance of the mammalian OHC as a function of bundle displacement,
according to Kroset al. ~1995!, was fitted to Eq.~1! with Gtr max57 nS,
a150.065 nm21, a250.016 nm21, x1524 nm, x2541 nm. n indicates the
point of inflection of the transducer function (x524.4 nm). ~b! Resistive
circuit describing approximately the electrical properties of the hair cellin
vivo Ra is the resistance of the cell’s apical pole which consists of the
constant resistanceRc ~500 MV! and the transducer resistanceRtr(x) @Eq.
~1! with parameters of Fig. 1# connected in parallel.Rb ~50 MV! is the
resistance of the basolateral membrane. These values correspond to a OHC
about 50mm long from guinea pig cochleae~Housley and Ashmore, 1992!.
Rs is the resistance of the cochlear tissue.Eb ~90 mV! is an electromotive
force of the basolateral membrane determined by the potassium reversal
potential~Housley and Ashmore, 1992!. Ee is an endolymphatic potential of
80 mV.
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by 180° near the local minimum of the harmonics. The
notches in the odd-order harmonics disappear with small
positive values ofxset under the chosen model parameters
@Fig. 3~b!#. This disappearance corresponds to a movement
of the notches to levels of the harmonics below those shown
in Fig. 3, i.e., in this case notches occur at very small hair
bundle displacement,@note the change of the phase angle for
the lowest amplitude of the 3rd and 5th harmonics shown in
Fig. 3~a! and~b!#. This disappearance is followed by a range
of xset when all the harmonics grow monotonically for the
observed output values. Ifxset becomes larger again, then
notches appear on even-order harmonics and, finally, when
the value ofxset is increased still further~to 40 nm! all har-
monics possess local minima over the plotted range of the
harmonics’ value. Thus it can be seen in Fig. 3 that the
magnitudes of the odd and even-order harmonics alter recip-
rocally when the transducer operating point approaches and
moves away from the point of inflection of the transducer
function ~Fig. 3!.

B. Interference between two frequencies

If two harmonic signalsf 1 and f 2 , with peak displace-
ment amplitudesA1 andA2 , are present in the input then

x5A1 cos~2p f 1t !1A2 cos~2p f 2t !

5A1 cosu11A2 cosu2 , ~6!

and the output signal includes not only these primary fre-
quencies but also intermodulation distortion components
~IDCs!. The output magnitude of the primaries is also a re-
sult of the interference between the input signals. Either the
IDC magnitudes or the magnitudes of primaries depend upon
whether the frequenciesf 1 and f 2 are related~e.g., see
Atherton, 1975!. Therefore, the result of the interference will
be different for commensurate frequencies~i.e., when the
ratio f 2 / f 1 is a ratio of integers! and incommensurate fre-

quencies. Furthermore, the output signal is unique for each
particular ratio of commensurate frequencies and should be
considered separately. Therefore, we have restricted our de-
scription to incommensurate frequencies only.1

In order to account for the nonlinear interaction of two
tones in the cochlea, Engebretson and Eldredge~1968! de-
veloped a model which showed that, when two signals were
present at the input of a nonlinear system which had an
input–output function that could be approximated by a
power series, one could observe interference between the
two signals. Notably, the output magnitude of one signal was
linearised and suppressed when the input magnitude of the
other signal was increased. A similar effect might also be
expected for the transducer under consideration@Fig. 1~a!#
because power series approximation is valid in this case.

In order to make estimates of the behaviour of the IDCs
and fundamentals when two primary frequencies are used as
an input signal to the model, let us expand the transducer
input–output functionNtr(x) in a Taylor’s series aboutx
5xset

Ntr~x!5 (
n50

`

anxn, ~7!

where

FIG. 3. Level functions of the fundamental and harmonics of the receptor
potential with bias of the transducer operating point. Direct numerical solu-
tion for circuit b. f 1 is the fundamental.f 2, f 3, f 4, andf 5 are the second,
third, fourth and fifth harmonics, respectively. The phase of the lower part of
each function re phase of the fundamental is indicated in degrees by the
number in brackets and it changes by 180° near the minimum of the notches.
~a!, ~b!, ~c! and~d! corresponds toxset of 0, 10, 26, and 40 nm, respectively.
The same model parameters as in Fig. 1 were used.

FIG. 2. Bipolar changes of the receptor potential dc component with bias of
the transducer operating point. Direct numerical solution for circuitb. Bias
is defined by the value ofxset ~see text!. Note the breaks of the vertical axis
indicated by the short hortizontal lines. The same model parameters as in
Fig. 1 were used.
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an5
1

n! FdnNtr~x!

dxn G
x50

. ~8!

The remainder of series~7! approaches zero whenn→` for
any value ofx. Therefore, it is identical to the function
Ntr(x) and all conclusions made on the basis of series expan-
sion ~7! are valid for any value ofx. By substituting Eq.~6!
into Eq. ~7! one can find the output magnitude ofNtr(x) of
the frequencyf 1 for incommensurate frequenciesf 1 and f 2

when the peak displacement amplitudeA1!A2 @see Eq.~2!
from Engebretson and Eldredge~1968!#:

Ntr~x! f 1'A1@a11 3
2a3A2

21 15
8 a5A2

d1 35
16 a7A2

6

1•••#A1!A2
, ~9!

where Ntr(x) f 1 is the magnitudeNtr(x) at frequencyf 1 .
Therefore,Ntr(x) f 1 depends linearly on the amplitudeA1

whenA1!A2 . The slope of this dependence is defined by a
linear combination of even-order powers ofA2 ; each power
being weighted byan , which is defined by the appropriate
order derivative ofNtr(x) evaluated at the operating point.
Some of the first odd-order derivatives ofNtr(x) are shown
in Fig. 4. It is seen from Fig. 4 that the sign and value ofan

is heavily dependent on the position of the operating point of
the hair cell transducer function~in our notation onxset!.
Therefore, ifA1 is held constant, magnitude ofNtr(x) f 1 can
decrease~suppression! or increase~facilitation! with varying
A2 @Eq. ~9!# for different xset. With some values ofA2 the
magnitude ofNtr(x) f 1 becomes negative. In other words,
uNtr(x) f 1u can change its phase angle by 180°. Examples of
interference between two frequencies for differentxset are
given in Fig. 5. One can see from Eq.~9! that Ntr(x) f 1 does
not depend onA2 in one case only, when higher order terms
of the series expansion~7! degenerate into zeros, i.e. when a
system is linear.

From their measurement of the response of the CM to
two tones, Geisleret al. ~1990! proposed that saturation of
the OHC receptor current causes two-tone suppression. In
the model presented here, suppression is a particular case of
the interference phenomena for two frequencies and depends
only on the value of the derivatives of the transducer func-
tion Ntr(x) at the operating point and, consequently, on the
position of the operating point alongx axis and does not
depend on the behaviour of the function far away from the
operating point and into saturation.

By using the same technique and expanding the trans-
ducer input–output functionNtr(x) in a Taylor’s series about
x5xset, one can show that it is possible to obtain non-
monotonic level functions for the odd- and even-order IDCs
of Ntr(x). It is possible to derive the equation for the mag-
nitude of any IDC from Eq.~7!. For example, theNtr(x)
magnitude of the distortion product 2f 12 f 2 for incommen-
surate frequenciesf 1 and f 2 @Eq. ~5! from Engebretson and
Eldredge~1968!# is given by

Ntr~x!2 f 12 f 25A1
2A2@ 3

4 a31 5
8 a5~2A1

213A2
2!

1 105
64 a7~A1

414A1
2A2

212A2
4!1•••#.

~10!

The relative weight of different terms of the linear combina-
tion in Eq. ~10! depends on the amplitude of the primaries
and on the position of the transducer operating point because
an depends on thenth order derivative ofNtr(x) evaluated at
the operating point. Therefore, it is possible to obtain mono-
tonic as well as non-monotonic dependence of the amplitude
of the distortion product 2f 12 f 2 as a function of displace-
ment, depending on a particular form of nonlinearity and
position of the operating point. The amplitude of IDCs of the
receptor potential as a function of displacement are shown in
Fig. 6 ~upper panel! for two primary frequencies of equal
amplitude when the set point of the transducerxset is fixed at
26 nm. It is possible to see that the even IDCs show local
minima together with monotonic growth of the fundamentals
and the odd IDCs. These minima are also accompanied by a
phase change of 180°. If, instead of keeping a constant op-
erating point of the transducer, we fix the amplitude of the
primaries and alter the operating point, we can observe the
appearance and disappearance of the notches at the odd and
even IDCs@Fig. 6 ~lower panel!#.

FIG. 4. First four even-order derivatives for the functionGtr(x) that is
shown in Fig. 1. The abscissa isxset. The ordinate isdnGtr(x)/dxn.
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III. DISCUSSION

A. Notches and non-monotonic level functions

If it is assumed that the transducer function is labile and
that the operating points can change, then, on the basis of the
model, and depending on the level of bias of the operating
point, it is possible to generate both monotonic and non-
monotonic harmonics of the OHC receptor potential with
notches accompanied by 180° changes in phase~Fig. 3!. A
change in the operating point of the transducer function
could account for the non-monotonic behaviour and the
notches observed in the even harmonics of receptor poten-
tials recorded from both IHCs and OHCs in the third turn of
the cochlea in response to tones close to their CF and their

monotonic growth for frequencies off CF~Dallos and
Cheatham, 1989!. A similar explanation might account for
the appearance of notches in the harmonics, but not the fun-
damental, of OHC receptor potentials recorded in the basal
turn of the guinea pig cochlea. The notches appear in re-
sponse to low frequency tones when these are presented in
combination with intense tones at frequencies a half octave
below their CF ~16 kHz! ~Cody and Russell, 1992!. The
intense tones have been hypothesised to shift the operating
point of the OHC transducer function~Cody and Russell,
1992, 1995!. However, the model does not predict non-
monotonic behaviour and sudden phase shifts and notches in
the fundamental of the receptor potential. Both changes have

FIG. 5. Level functions for the spectral component of the receptor potential on frequencyf 1 ~left column! and changes of the spectral component of the
receptor potential on frequencyf 1 with increasing primaries amplitude~right column! evaluated at different transducer operating points when the input signal
consists of two frequenciesf 1 and f 2 . Direct numerical solution for circuitb. Frequency ratiof 1 / f 2 is equal to 221/2. Panels~a!, ~b!, and~c! present responses
with xset50 nm, 35 nm, and225 nm, respectively. Parameter indicated near each function is the amplitude of the bundle displacement at frequencyf 2 ~left
column! and at frequencyf 1 ~right column! in decibels. 0 dB amplitude for the displacement is equal to 0.1 nm. The same model parameters as in Fig. 1
were used.
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been seen in the fundamental of IHC receptor potentials re-
corded in the third turn of the cochlea to tones at their CF
~Dallos and Cheatham, 1989!, and in OHC receptor poten-
tials recorded in the basal turn to intense tones a half octave
below their CF~Kössl and Russell, 1992!, but not in the BM
displacements~Russellet al., 1995!. The phase changes and
notches in the fundamental of the receptor potential are
likely to be either direct, or indirect, consequences of
changes in the relative vibration between the tectorial mem-
brane and reticular lamina~Zwislocki, 1986!.

The distinctive feature of the OHC dc receptor potential
recorded from both the low frequency~Dallos et al., 1982;
Dallos, 1986! and the high frequency~Cody and Russell,
1987! regions of the cochlea is its frequency and level-
dependent bipolarity. It has been suggested by Dallos and
Cheatham~1992! that the bipolarity reflects interference of a
recording electrode with the cochlear partitions. It can be
seen from Fig. 2 that biasing of the operating point for sev-
eral nanometers in the steepest region of the transducer func-
tion changes the sign and amplitude of the dc component
dramatically. If the feedback process in the cochlea leads to
the adjustment of the transducer operating point in this re-
gion ~Russellet al., 1986! then this could explain the polarity
of the OHC dc potential without the need to propose that
OHC feedback gain varies reciprocally with mechanical bi-
asing of the basilar membrane~Dallos and Cheatham, 1992!,

when either the lateral or scala tympani approaches are used
for microelectrode registration of the OHC receptor poten-
tial. Namely, if the transducer operating points are situated
above the point of inflection of the transducer function, one
might expect a negative dc receptor potential for hair bundle
displacements with small amplitude~Fig. 2!, i.e. with low
levels of stimulation or for stimulation with tones well below
CF ~Dallos, 1986; Cody and Russell, 1987!. The dc receptor
potential changes its polarity with increasing level of stimu-
lation or when the frequency of a stimulating tone ap-
proaches CF~Dallos, 1986; Cody and Russell, 1987! and
amplitude of hair bundle displacement increases~Fig. 2!.

B. The generation of IDCs and two-tone suppression

The frequency slectivity of the basilar membrane was
ignored when comparing the hair cell transducer model with
experimental results involving the interaction of two tones.
Instead, two stimuli of different frequencies but equal ampli-
tude caused the same displacement of the hair bundle.

In accordance with direct measurements of distortion
products in the forces exerted by hair bundles in response to
two sinusoidal stimuli~Jaramillo et al., 1993!, it is clear
from the data presented in Fig. 6 that the model of the hair
cell transducer function is capable of generating both cubic
and quadratic distortion products. Furthermore, the relative
level of these products depends on the bias of the transducer
function. A similar conclusion has been drawn by Frank and
Kössl ~1996! from a model of distortion generation in the
cochlea in which the nonlinearity is also a SOB function.
The transducer nonlinearity is not the only one which can
participate in the generation of responses observedin vivo
responses. Notable examples include the nonlinearities of the
OHC electromotility and the voltage-dependent capacitance
of the OHC membrane. However, according to a model pro-
posed by Santos-Sacchi~1993! the transducer nonlinearity is
the most dominant. Since, at the CF, the OHC transducer
function controls the nonlinear growth of both the OHC re-
ceptor potential and BM displacement, it is likely that the
OHC transducer function is the principal nonlinearity which
determines the generation of low-level distortion products
in the cochlea. Changes in the bias of the transducer function
operating point ~Fig. 6! could be the primary cause
of the complex, sometimes reciprocal, level-dependent
changes in the magnitude of odd and even-order
IDCs ~Schmiedt and Adams, 1981; Brown, 1987, 1994;
Whitehead et al., 1992; Popelkaet al., 1993; Frank and
Kössl, 1996!.

An interesting outcome of the model is the demonstra-
tion that the phenomenon of two-tone suppression depends
on the behaviour of the hair cell transducer function at the
operating point and not only on the saturation of the OHC
receptor current as suggested by Geisleret al. ~1990! for
two-tone suppression measured in the electrical responses of
the cochlea. In the model under consideration, the existence
of suppression or facilitation is an intrinsic attribute of the
transducer with a nonlinear input–output function for any
amplitudes of the input signals. In fact, if generation of the
IDCs is a result of the interference between two input sig-
nals, then suppression characterises this interference when

FIG. 6. Frequency spectrum of the receptor potential. Direct numerical so-
lution for circuit b. Upper panel. Level function of the frequency spectrum.
Amplitude of the frequencies are the same. Frequency ratiof 1 / f 2 is equal to
1.221. xset is equal to 26 nm. Lower panel. Frequency spectrum with bias of
the transducer operating point. Primary frequencies with ratiof 1 / f 2 of
1.221 and of equal amplitude~100 nm peak-to-peak! were used as an input.
The same model parameters as in Fig. 1 were used.
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the output signal is measured at the frequency of the prima-
ries. This result has been known for a long time in control
engineering~e.g., see Atherton, 1975!. The two-tone sup-
pression produced by the model has features similar to that
observed for basilar membrane vibrations, hair cell receptor
potentials, and neural responses recordedin situ and which
are not completely accounted for by either the saturation
model ~Geisleret al., 1990! or an attenuation model of sup-
pression~Arthur et al., 1971; Javelet al., 1978; Sellick and
Russell, 1979; Cheatham and Dallos, 1989, 1992; Robles
et al., 1989; Nuttall and Dolan, 1993!. Although the model is
very simple and is not complicated by the feedback and me-
chanical filtering which is present in the cochlearin situ, it
does produce two-tone suppression between tones which
would not be expected to saturate the OHC transducer con-
ductance@Fig. 5~a!# and it can generate phenomena which
are not accounted for by either the saturation or the attenua-
tion models. Notable examples include, for low to moderate
levels of the probe tone in the presence of a loud suppressor,
that the level functions become straightened out~see Nuttall
and Dolan, 1993 and Fig. 5! and the model can generate
two-tone augmentation. According to the model, slight
changes in the operating point of the transducer function@see
Fig. 5~c!#, can lead to two-tone augmentation or facilitation
rather than to suppression as has been seen in the voltage
responses of basal turn IHCs in insensitive preparations of
the guinea pig cochlea~Russell and Ko¨ssl, 1992!.
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APPENDIX

Let the transducer under consideration possess a memo-
ryless nonlinearity which can be described by the input–
output functionN(x). If an input signal for the transducer
has the form ofx5A cosu, whereu52p f t, then the output
signal may be described by a Fourier series

N~u!5 (
n50

`

an cos~nu!, ~A1!

where

an5
en

2p E
2p

p

N~u!cos~nu!du, ~A2!

anden51 for n50 anden52 for n.0.
The Fourier coefficients of the series expansion~A2! can

be calculated directly from the functionN(x) ~e.g., see
Atherton, 1975!. Using substitution u5arccos(x/A) and
N(u)5N(x)ux5A cosu for 2p<u<p we can write

an5
en

2p E
2A

A

N~x!cos@n arccos~x/A!#@~A22x2!21/2#dx

1
en

2p E
A

2A

N~x!cos@n arccos~x/A!#

3@2~A22x2!21/2#dx

5
en

p E
2A

A

N~x!cos@n arccos~x/A!#@~A22x2!21/2#dx

5enE
2A

A

N~x!Tn~x/A!p~x!dx, ~A3!

whereTn(x/A)5cos@n arccos(x/A)# is the Chebyshev poly-
nomial of the first kind andp(x)5(A22x2)21/2.

SubstitutingT0(x/A)51 into Eq.~A3! one can find the
amplitude of the dc component

a05E
2A

A

Ntr~x!p~x!dx. ~A4!

p(x).0 for 2A<x<A, Ntr(x).0 for x.0 andNtr(x),0
for x,0. Therefore, the value of the integrand is negative for
2A<x<0 and positive for 0<x<A. If xset is below the
point of inflection of the transducer function (d2Gtr /dx2

,0), then 2Ntr(2x),Ntr(x) for both FOB and SOB.
Therefore,a0.0 for any value ofA. If xset is above the point
of inflection then, for FOB,2Ntr(2x).Ntr(x) and, there-
fore,a0,0 for anyA. The situation is different for SOB. For
small values ofA the dc potential is negative@2Ntr(2x)
.Ntr(x)#. However, with large amplitude bundle displace-
ments, it becomes positive again because, for largeA,
2Ntr(2x),Ntr(x).

SubstitutingT1(x/A)5x/A into Eq. ~A3! one can find
the amplitude of the fundamental

a15
2

A E
2A

A

Ntr~x!xp~x!dx. ~A5!

The value of the integrand is positive for2A<x<A. There-
fore, a1.0 for any A and the level function of the funda-
mental is monotonic for both FOB and SOB for anyxset.

SubstitutingT2(x/A) into Eq.~A3! one can find the am-
plitude of the second harmonic

a252E
2A

A

Ntr~x!T2~x/A!p~x!dx. ~A6!

Resubstitutingx5A cosu into Eq. ~A6! gives

a25
1

p E
2p

p

Ntr~u!cos~2u!du. ~A7!

Integrating Eq.~A7! by parts, we have

a252
1

2p E
2p

p

Ntr8~u!sin~2u!du, ~A8!

where Ntr8(u)5dNtr(u)/du. Using substitution u
5arccos(x/A) for 0<u<p, u52arccos(x/A) for 2p<u
<0 and Ntr8(u)5@dNtr(x)/dx#@dx/du#5Ntr8(x)@dx/du# we
can write
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a25
1

p E
2A

A

Ntr8~x!U1~x/A!@12~x/A!2#1/2dx

5
2

Ap E
2A

A

Ntr8~x!x@12~x/A!#1/2dx, ~A9!

whereU1(x/A)52x/A is the Chebyshev polynomial of the
second kindUn21(x/A)5sin@n arccos(x/A)#@12(x/A)2#21/2.
In Eq. ~A9! Ntr8(x).0 and @12(x/A)2#1/2.0 for 2A,x
,A, the integrand is negative for2A,x,0 and it is posi-
tive for 0,x,A. Therefore, this case is similar to the above
mentioned case for the dc component. Again, for FOBa2

can be either positive or negative, depending onxset, but it
does not change its sign for differentA. For SOB, whenxset

is above the point of inflectiona2 changes its sign with in-
creasingA.

1To illustrate frequency dependence of the interference between primaries
let us consider a simple quadratic nonlinearityy5x2. Substituting Eq.~6!
into this equation, expanding the cosine powers and separating the cosine
products, we havey(t)5110.5 cos(2u1)10.5 cos(2u2)10.5 cos(u11u2)
10.5 cos(u12u2). If frequenciesf 1 and f 2 are incommensurate then each
term on the right hand side represents a unique frequency component. If
frequenciesf 1 and f 2 are commensurate then some of the terms could have
the same frequency. For example, iff 1/f 253 then 3rd and 5th terms have
the same frequency 2f 2.
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Distortion product otoacoustic emissions in human newborns
and adults. I. Frequency effects
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This study varied stimulus frequency and recorded distortion product otoacoustic emissions
~DPOAEs! in human newborns and adults. Because of outer and middle ear acoustics, the same
auditory input resulted in higher newborn stimulus sound pressure levels across a broad frequency
range in the occluded outer ear canal. Noise levels in the canal were 5–15 dB lower for adults at
frequencies less than about 3 kHz. The 2f 12 f 2 DPOAE was the most reliably recorded DPOAE
except at the lowest frequencies assessed. At the lowest frequencies the 2f 22 f 1 DPOAE was more
frequently recorded than any other DPOAE. There were no striking developmental differences in the
kinds of DPOAEs that were recorded. The amplitudes of consecutively recorded 2f 12 f 2 DPOAEs
were generally within 1.5 dB of each other for all age groups~slightly better reproducibility for
adults than newborns!. The phases of consecutively recorded 2f 12 f 2 DPOAEs were generally
within 15 degrees of each other~often less than 10 and 5 degrees for newborns and adults
respectively!. At the highest frequencies assessed (f 254.2– 9.9 kHz) all subjects had similar
amplitude 2f 12 f 2 DPOAEs. At lower frequencies adult 2f 12 f 2 amplitudes were significantly less
than those of newborns. At the lowest frequencies reliably assessed (f 251.5– 2.1 kHz) term
newborns had significantly larger 2f 12 f 2 DPOAEs than preterm newborns. Newborn and adult
2 f 12 f 2 DPOAE amplitudeX f2 / f 1 functions were quite similar although there were reliable
differences. Age related differences in the outer and middle ears may explain some of the
differences in DPOAEs that were observed. ©1998 Acoustical Society of America.
@S0001-4966~98!02602-2#

PACS numbers: 43.64.Ha, 43.64.Jb, 43.64.Ri@BLM #

INTRODUCTION

Otoacoustic emissions are a by-product of cochlear me-
chanics~Brownell, 1990!. A number of laboratories have de-
scribed the development of emissions~primarily distortion
product otoacoustic emissions, DPOAEs! in a variety of ex-
perimental animal species~Lenoir and Puel, 1987; Henley
et al., 1989; Nortonet al., 1991; Mills and Rubel, 1994,
1996; Tierneyet al., 1994!. Although the species assessed
differed, the results were consistent. The 2f 12 f 2 DPOAE
was first recorded in response to middle- and high-frequency
stimuli and last to low-frequency stimuli. Mills and Rubel
~1996! have demonstrated that early in the gerbil’s develop-
ment DPOAEs are also absent at very high frequencies.

In the cat, Tierneyet al. ~1994! reported that:~1!
DPOAE thresholds decreased with age~reaching adult val-
ues first in thef 253 kHz region!; ~2! for given primary lev-
els DPOAE amplitudes increased with age and became more
comparable across frequency~at the youngest ages tested
DPOAE amplitudes at low and high frequencies were re-
duced relative to those in the mid-frequency range!; ~3! the
DPOAE amplitudeX f2 / f 1 ratio functions became more
sharply tuned with age; and~4! the ratio associated with the
peak amplitude of those functions decreased with age.

Whether the developmental results observed in altricial
experimental animals characterize humans depends on the

maturational status of the human auditory periphery at birth.
Researchers have reported either similar or greater DPOAE
amplitudes in human newborns at term compared to those of
adults~Bonfils et al., 1992; Laskyet al., 1992; Brownet al.,
1995; Abdala, 1996; Abdalaet al., 1996!. Smurzynski
~1994! reported the results of a longitudinal study of seven
preterm newborns tested from 31 through 41 weeks concep-
tional age~the majority of tests were conducted over a three
week period!. DPOAEs increased in amplitude with age but
were present and relatively mature by 33 weeks. Popelka
et al. ~1995! reported no differences in DPOAE amplitudes
between 34 and 42 weeks conceptional age on a larger cross-
sectional sample. The frequencies~2 and 4 kHz! Popelka
assessed were close to the frequencies expected to mature
first. If they exist, developmental differences are more likely
at lower and higher frequencies.

Pujol and Uziel~1988! have related the onset of cochlear
function to the opening of the tunnel of Corti, the formation
of Nuel’s spaces, the final transformation of inner sulcus
epithelium from tall to low cuboidal cells, and the release of
the tectorial membrane from the inner sulcus epithelium~see
Romand, 1983; Rubel, 1984; Pujol and Uziel, 1988; Walsh
and Romand, 1992, for reviews of anatomical development!.
In the human these developments occur by approximately
the twentieth week post conception. By that time inner hair
cell ~IHC! innervation seems almost mature.

Many of the anatomical changes that occur between 20
and 35 weeks post-conception in the human concern thea!Electronic mail: rlasky@facstaff.wisc.edu
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outer hair cells~OHCs! and their support cells, the relation-
ship between the tectorial membrane and the inner and outer
hair cells, and the basilar membrane~Bredberg, 1968; Pujol
et al., 1980!. There are other, more subtle, cochlear develop-
ments which extend beyond the thirty-fifth conceptional
week in the human. For example, development of the lateral
subsurface cisternae extends for a relatively long time~Pujol
et al., 1980!. The lateral subsurface cisternae may play a role
in OHC motility.

Pujol and colleagues~Pujol and Uziel, 1988! have con-
cluded that functional development of the human cochlea
begins by 20 weeks conceptional age and matures by 35
weeks conceptional age. They supported their hypothesis
with functional data from human fetuses and preterm new-
borns. The human fetal heart rate changes in response to
sound from the twentieth to the twenty-fourth conceptional
week ~Bench and Metz, 1974!. By 25–29 weeks human fe-
tuses show eye blink reflexes to acoustic stimuli delivered to
the abdominal wall of the mother~Birnholtz and Benacerraf,
1983!. These findings are consistent with the earliest record-
ings of the auditory brainstem evoked response~ABR! and
the N1-P2 slow vertex potential in preterm newborns at 25
weeks post-conception~Weitzman and Graziani, 1968; Starr
et al., 1977!. Thresholds are quite elevated at this age~Starr
et al., 1977!. By term ABR thresholds are within 10–25 dB
of adult thresholds~Schulman-Galambos and Galambos,
1975; Laryet al., 1985; Adelmanet al., 1990; Lasky, 1991;
Hall, 1992!. ABR input/output~I/O! functions are also adult-
like in the newborn~Hall, 1992!.

Outer and middle ears also affect emissions and changes
in those structures in humans from the birth to adulthood are
significant ~Saunderset al., 1983; Eby and Nadol, 1986;
Kruger and Rubin, 1987; Relkin, 1988; Keefeet al., 1993,
1994; Ikui et al., 1995; Margolis and Trine, 1997!. Little is
known about the development of the efferent pathways
which may also affect emissions.

Within the range of stimulation of interest the outer and
middle ears are linear systems. Consequently, they cannot
explain nonlinearities in the newborns’ response to stimula-
tion but scale it accordingly. Differences accounted for by
linear operations~e.g., changes in DPOAE amplitude across
frequency! would be consistent with outer and middle ear
effects. On the other hand, developmental differences in the
distortion products recorded or the nonlinearity of the input/
output~I/O! functions would support an interpretation of co-
chlear immaturity.

The purpose of the experiments to be presented in this
and a companion article~Lasky, 1997! was to provide addi-
tional details concerning DPOAEs in human newborns. In
this article DPOAEs evoked by stimuli varying in frequency
were compared among human preterm newborns, full term
newborns, and adults. In the companion article~Lasky, 1997!
primary level effects are described and contrasted in human
newborns and adults.

I. GENERAL METHODS

A. Subjects

Subjects were of three different ages: preterm newborns,
full term newborns, and young adults. The preterm newborns

~1! were judged healthy by routine physical and neurologic
examinations by the Pediatric House Staff,~2! did not re-
quire assisted ventilation at the time of testing,~3! were not
receiving antibiotics, loop diuretics, or other medications at
the time of testing, and~4! had no family history of congeni-
tal hearing loss. The full term newborns~1! were judged
healthy by routine physical and neurologic examinations by
the Pediatric House Staff,~2! had 1- and 5-min Apgar scores
greater than seven,~3! were between 37 and 41 weeks post-
conception according to the Pediatric House Staff’s estimate
of gestational age based on the Lubchenco~1970! exam,~4!
did not receive antibiotics, loop diuretics, or other ototoxic
medications prior to testing, and~5! had no family history of
congenital hearing loss. All newborns were tested at more
than 24 h after birth~Lasky et al., 1987!. The hearing of the
adults was assessed as normal by pure-tone audiometry~i.e.,
no greater than a 10-dB loss at the octave frequencies from
250 through 8 kHz and the inter octave frequencies at 3 and
6 kHz!.

The study was approved by the Internal Review Boards
of The University of Wisconsin-Madison Medical School
and The University of Texas Southwestern Medical Center at
Dallas. Informed consent was obtained from all human sub-
jects prior to study initiation. Permission for newborn study
participation was obtained from the parents.

B. Apparatus and stimuli

The instrumentation used to collect the DPOAEs in-
cluded an Intel microprocessor based computer, an Ariel
DSP-161 signal processing board that generated the stimuli
and digitized the sound recorded from the ear canal, two
Etymotic ER-2 earphones that converted the stimulus output
from the signal processing board into sound pressure, a
probe unit housing an Etymotic ER-10B ear canal micro-
phone, and an amplifier providing signal conditioning and 40
dB of amplification to the microphone output which was then
input to the signal processing board. Silicone tubing
(0.95 mm o.d.30.5 mm i.d.) transmitted the sound generated
by the two earphones through the probe housing and into the
ear canal. The terminus of these tubes was more than 5 mm
from the probe tip, varied from subject to subject, but was
approximately the same for both stimulus channels.

Two different software programs were used to record
the DPOAEs. A software program written at AT&T Bell
Labs by Jont Allen and his colleagues~CUBEDIS™! was used
to record the majority of the DPOAEs. It controlled stimulus
generation and response recording. In addition to other func-
tions, the software calculated and plotted the frequency re-
sponses of the two stimulus channels to chirps, the sound
pressure levels~in dB SPL! of the primaries in the ear canal,
the 2 f 12 f 2 DPOAE, and the noise in the vicinity of the
2 f 12 f 2 DPOAE ~the mean of the three higher and the three
lower Fourier transform frequency bins adjacent to the dis-
tortion product frequency!. The software was modified to
include artifact rejection capabilities, to calculate phase, to
measure other DPOAEs and their respective noise levels~the
mean of the three higher and the three lower Fourier trans-
form frequency bins adjacent to each DPOAE!, and to cal-
culate the significance of the DPOAEs recorded on the basis
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of general likelihood ratio tests~van Trees, 1968!. A soft-
ware program written by Stephen Neely and Zhiqiang Liu
~Neely and Zhiqiang, 1993! at Boys Town National Research
Hospital ~EMAV ! was also used. EMAV has the capability
of the CUBEDIS™ program and additionally many of the
modifications added to that program. It also permitted aver-
aging to a criterion signal-to-noise ratio~SNR! rather than a
defined number of trials.

The distortion generated by the instrumentation used in
this study was measured in 1-, 2-, and 3-cc closed syringes to
verify that our instrumentation at the levels presented did not
distort the results. The volume of the syringes was varied to
span the range characterizing human newborn and adult ear
canal volumes. As a consequence, measurements were elimi-
nated which could have reflected distortion generated by the
instrumentation. Adult high level, high-frequency measure-
ments were more likely to be affected.

C. Procedure

For each experiment the protocol was the same for new-
borns and adults. An otoscopic examination preceded probe
placement. Canal debris was removed if necessary. The
probe was inserted in the canal, and the frequency response
of each earphone was determined. The probe was reposi-
tioned until the frequency responses from both earphones
were similar and as flat as possible. A piece of surgical tub-
ing around the probe maintained the seal of the probe unit in
the newborn canal. In adults the probe unit was held in place
by Grason–Stadler impedance probe tips. Once an accept-
able frequency response from both earphones was achieved,
emission recording commenced.

The DPOAEs were recorded by theCUBEDIS™ program
to primaries presented for 4096 ms. The stimulus presenta-
tion interval was divided into 20.48-ms response periods
which were averaged. An FFT was calculated on the aver-
aged response. The sampling rates of both the analog-to-
digital and digital-to-analog converters were 50 kHz. Noise
levels greater than 3 s.d.’s above mean values for human
adults tested in good conditions were rejected as artifact
~Lasky et al., 1992!. In experiment IV responses were aver-
aged until a SNR equal to 20 dB was recorded or 64 s of
artifact free response averaging was completed.

In experiments I and III duplicate responses were re-
corded to each pair of primaries presented. DPOAE repro-
ducibility was estimated from these duplicate measurements.
It should be noted that these duplicate measurements were
made without repositioning the probe. They represent the
upper limit on reproducibility with this instrumentation and
procedures~two measurements made one after the other to
the same stimuli with the same probe placement!.

The preterm newborns were tested in a quiet room in the
continuing care newborn nursery at Parkland Memorial Hos-
pital, Dallas. Full term newborns were tested in a different
quiet room in the newborn nursery at Parkland Memorial
Hospital. The newborns were assessed laying down, while
asleep, and between feedings. The adults were tested in a
single walled sound both~IAC! in the Neurology Depart-
ment at The University of Wisconsin-Madison Medical

School. Adult testing was conducted while the subjects were
seated in a comfortable chair in an awake state.

D. Terminology

The primary frequencies in Hz are abbreviated byf . The
level of the primaries in dB SPL is abbreviated byL. The
subscript 1 refers to the lower-frequency primary, and the
subscript 2 refers to the higher-frequency primary.

II. EXPERIMENTS

A. Experiment I

1. Introduction

Experiment I was conducted to contrast DPOAEs in hu-
man preterm newborns, full term newborns, and adults over
a considerable frequency range. DPOAEs were recorded to
primaries presented at 65 dB SPL (L15L2). The f 2 / f 1 ratio
was held constant at 1.2, whilef 2 was varied in 25 steps
from 20.020 through 0.537 kHz. It was not possible to
present distortion free stimuli at these levels to all subjects at
all frequencies. Only results that were significantly (p
,0.05) greater than the noise floor and did not reflect the
distortion produced by the system are presented.

The primary analyses were 3 (age)3 n (frequency) re-
peated measures analyses of variance~ANOVAs!. N refers
to the number of frequencies included in the analysis. The
limitation of these analyses was missing data, generally at
the lowest and highest frequencies. Data were missing for
two reasons:~1! stimuli could not be presented due to ear
canal acoustics and instrumentation limitations~generally
high frequencies!; and ~2! DPOAEs were not significantly
different from the noise~generally low frequencies!. One-
way ANOVAs ~contrasting the three ages! were also con-
ducted at each frequency. These analyses included data not
included in the two-way ANOVAs. Data were analyzed only
if at least six subjects in each group had data. Significant
effects (p,0.05) were explored by Student–Newman–
Keuls post hoccontrasts. The repeated measures ANOVAs
were used to identify significant age3frequency interactions
and main effects. The one-way ANOVAs further explored
those interactions and commented on frequencies and data
not included in the repeated measures ANOVAs.

Twelve preterm newborns~mean conceptional age at the
time of testing534.1 weeks, s.d.51.1 weeks!, 12 full term
newborns ~mean conceptional age at the time of
testing539.5 weeks, s.d.51.2 weeks!, and 12 young adults
~mean age at the time of testing521.5 years, s.d.51.5 years!
participated as subjects in this study.

2. Results

The frequency responses to chirps recorded from the
probe in the occluded ear canal differed significantly in pre-
term newborns, full term newborns, and adults~see Fig. 1!.
The same voltage chirp resulted in higher sound pressure
levels across a broad frequency range in newborns compared
to adults. The difference was greatest between 3 and 9 kHz.
Differences between preterm and full term newborns were
small. At low frequencies the frequency response of term
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newborns was of slightly greater amplitude than the fre-
quency response of preterm newborns. At high frequencies
(.5 kHz) the reverse was true.

Noise levels were calculated at each frequency by the
mean of the three Fourier transform frequency bins above
and below the distortion product frequency. That was the
estimate of noise used in artifact rejection and all SNR cal-
culations. Figure 2 presents those noise levels for the 2f 1

2 f 2 DPOAE for the three groups of subjects. For each fre-
quency at least six same aged subjects had to have data in
order to be included in Fig. 2. The age3frequency interac-
tion of a 3~age!314 ~frequency! repeated measures ANOVA
was significant@F(26,390)57.05; p,0.001#. The 14f 2 fre-
quencies~1.1–7.5 kHz! included in that analysis were those
having virtually complete data. One-way ANOVAs explored
frequency specific age effects in greater detail. There was
little difference in the noise levels of the preterm and full
term newborns. In contrast, the noise levels of the adults
were significantly lower ~Student–Newman–Keuls con-
trasts! by 5–15 dB than those of newborns for DPOAE fre-
quencies less than 3 kHz. Adults were tested in the nursery
as well as the sound booth. Low-frequency noise levels were
up to 5 dB higher in the low frequencies in the nursery ac-
counting for some but not all of the differences between
newborns and adults.

The emission data were explored for families of
DPOAEs. The probe system generated relatively high levels
of harmonics in the calibration cavities precluding meaning-

ful statements concerning cochlear generated harmonics.
With one exception (f 11 f 2), n f11n f2 summation
DPOAEs were not reliably recorded. Then f22n f1 differ-
ence DPOAEs were not reliably recorded. The simple differ-
ence DPOAE (f 22 f 1) can be reliably recorded at higher
primary levels and lower frequencies than presented in this
study. Difference DPOAEs from two families, (n11) f 1

2n f2 and (n11) f 22n f1 were reliably recorded. Higher
than fifth-order difference DPOAEs were recorded infre-
quently. Other DPOAEs were not prominent after a prelimi-
nary scan of the data and are not presented. Thus five
DPOAEs, f 11 f 2 , 2 f 12 f 2 , 3f 122 f 2 , 2 f 22 f 1 , and 3f 2

22 f 1 , were considered in subsequent analyses.
Figure 3 presents the percentage of subjects with signifi-

cant DPOAEs as a function of age, frequency, and DPOAE.
At each frequency all subjects presented stimuli were in-
cluded in the analyses. The abscissa for each individual
graph indicates the frequency of the DPOAE for that indi-
vidual graph. Corresponding values on each graph were gen-
erated by the same frequency primaries~e.g., the last values
on each graph were generated by thef 259.9 kHz, f 1

58.3 kHz primaries!.

FIG. 1. Mean frequency responses in the occluded ear canal of preterm
newborns~small dashed lines!, full term newborns~solid line!, and adults
~large dashed lines!.

FIG. 2. Average noise levels of preterm and full term newborns and adults.

FIG. 3. Percentage of subjects with significant DPOAEs as a function of
age, frequency, and DPOAE.
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As expected, the 2f 12 f 2 DPOAE was reliably recorded
to all but the lowest frequencies assessed in virtually all sub-
jects. At the lowest frequencies significant 2f 12 f 2 DPOAEs
were most likely to be recorded from adults and least likely
to be recorded from preterm newborns. The 2f 22 f 1

DPOAE was recorded in 80% or more of the subjects at low
frequencies for adults and at mid frequencies for newborns.
At the lowest frequencies the 2f 22 f 1 DPOAE was more
frequently recorded than any other DPOAE~including 2 f 1

2 f 2!. This was most obvious for adults but apparent for
newborns as well. Thef 11 f 2 DPOAE was also reliably re-
corded in 80% or more of the subjects in each age group at
some frequencies. The low-pass characteristics of the probe
unit and canal may have contributed to the high-frequency
fall-off in the 2 f 22 f 1 and f 11 f 2 DPOAEs. Relatively few
quintic DPOAEs were recorded at any age.

Absolute amplitude and phase differences between du-
plicate DPOAE recordings were calculated at each fre-
quency. These differences specified the within session repro-
ducibility of the recorded DPOAEs~note that all of these
DPOAEs were unlikely,p,0.05, to be noise!. Reproducibil-
ity of the 2 f 12 f 2 DPOAE was relatively constant across
frequency except at the extremes of the frequency range as-
sessed. Absolute differences in amplitude were generally less
than 1.5 dB for all age groups. Reproducibility was slightly
better for adults than newborns although none of the age
main effects were significant~p,0.01; one-way ANOVAs!.
Absolute differences in phase were generally less than 15
degrees~for newborns often less than 10 degrees and for
adults often less than 5 degrees!. Again, none of the age
main effects were significant. Because reliable DPOAEs
other than 2f 12 f 2 were infrequently observed, statements
concerning their within session reproducibility must be
qualified. However, reproducibility of the other DPOAEs
was generally poorer than for 2f 12 f 2 .

Mean 2f 12 f 2 DPOAE amplitudes are plotted in Fig. 4
~top graph! for preterm newborns, full term newborns, and
adults. The age3frequency interaction of a 3~age!310
~frequency! repeated measures ANOVA was significant
@F(18,252)55.94; p,0.001#. The 10 f 2 frequencies~2.1–
7.5 kHz! included in that analysis were those having virtu-
ally complete data~excluding frequencies that could not pre-
sented and those with nonsignificant DPOAEs!. One-way
ANOVAs explored frequency specific age effects in greater
detail. At the highest frequencies (f 254.2– 9.9 kHz) all sub-
jects had similar amplitude 2f 12 f 2 DPOAEs. At lower fre-
quencies the 2f 12 f 2 amplitudes of adults were significantly
smaller ~Student–Newman–Keuls contrasts! than those of
the preterm and full term newborns which were of similar
amplitude. At the lowest frequencies~f 251.5, 1.8, and 2.1
kHz! the term newborns had significantly larger 2f 12 f 2

DPOAEs~Student–Newman–Keuls contrasts! than the pre-
term newborns. The bottom graph of Fig. 4 presents corre-
sponding data for the 2f 22 f 1 DPOAEs. The pattern of re-
sults for the 2f 22 f 1 DPOAEs were similar to those for the
2 f 12 f 2 DPOAE.

When present, the amplitudes of the other DPOAEs
( f 11 f 2 , 3f 122 f 2 , and 3f 222 f 1! were smaller than the
amplitudes of the 2f 12 f 2 and 2f 22 f 1 DPOAEs. Because

few of these DPOAEs were reliably recorded, little can be
said about them. Between subject phases were highly vari-
able. This was not unexpected because phase depended on
probe position which varied from subject to subject.

B. Experiment II

1. Introduction

In cats Tierneyet al. ~1994! reported that DPOAE
3 f 2 / f 1 functions became more sharply tuned with age. Fur-
thermore, thef 2 / f 1 ratio associated with peak DPOAE am-
plitude decreased with age. Brownet al. ~1995! has reported
that atf 254 kHz human newborn DPOAE3 f 2 / f 1 functions
were broader than those of adults. Abdala~1996! reported
that newborn and adult DPOAE3 f 2 / f 1 functions at f 2

51.5 and 6 kHz were similar. Abdala~1996! offered two
explanations for the differences between her results and
those of Brownet al.—a frequency related developmental
effect or a methodological confound. Experiment II investi-
gated developmental differences in human DPOAE3 f 2 / f 1

functions across a range of frequencies including those in-
vestigated by Brownet al. ~1995! and Abdala~1996!.

In experiment II thef 2 / f 1 ratio was varied~1.05, 1.1,
1.15, 1.2, 1.25, 1.3, 1.35, and 1.4—the exact ratios were
determined by the frequency resolution of the instrumenta-
tion! by varying f 1 for six different f 2s ~1, 2, 3, 4, 6, and 8
kHz!. The primaries were equal level (L15L2

560 dB SPL). The same five DPOAEs that were initially
considered in experiment I were also considered in experi-
ment II. Results concerning three DPOAEs will be pre-
sented. Other DPOAEs were significant so infrequently to
preclude further consideration. The three DPOAEs consid-
ered were 2f 12 f 2 , 3f 122 f 2 , and 2f 22 f 1 .

FIG. 4. Mean amplitudes of the significant 2f 12 f 2 ~a! and 2f 22 f 1 ~b!
DPOAEs.
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If filtering by cochlear structures is responsible for lower
amplitude DPOAEs at smallf 2 / f 1s ~Allen, 1990; Brown and
Gaskill, 1990; Stoveret al., 1994; Abdala, 1996!, the peaks
in the (n11) f 12n f2 DPOAE3 f 2 / f 1 function for different
DPOAEs should occur at the same frequency. Comparing
2 f 12 f 2 and 3f 122 f 2 DPOAE3 f 2 / f 1 functions permitted
a test of this hypothesis. There may be developmental differ-
ences in the structures responsible for this filtering.

Ten full term newborns~mean conceptional age at the
time of testing539.4 weeks, s.d.50.9 weeks! and 8 adults
~mean age at the time of testing521.4 years, s.d.51.8 years!
served as subjects. In addition, two preterm newborns~both
were 33 weeks conceptional age at testing! were also tested.
Given the length of the protocol for newborns a single re-
sponse was recorded to each stimulus.

2. Results

Figure 5 presents mean 2f 12 f 2 amplitude32 f 1

2 f 2 frequency functions for fivef 2’s ~2, 3, 4, 6, and 8 kHz!.
It was difficult to interpret these functions atf 251 kHz be-
cause so few significant DPOAEs were recorded. For that
reason they were not included in this figure. Newborn and
adult DPOAE amplitudes differed at low frequencies repli-
cating experiment I results. In order to facilitate direct com-
parisons of newborn and adult functions, those differences
were eliminated in Fig. 5 by normalizing DPOAE amplitudes
~i.e., assigning the peak value of each function as the referent
sound pressure, 0 dB!.

Distortion product amplitudes in Fig. 5 increased from
noise to their peak values and then declined into noise again
as f 2 / f 1 increased. Because few values were sampled and
these functions can be quite sharp, eliminating all measure-
ments indistinguishable from the noise floor can distort these
functions ~e.g., in the extreme a very sharp function could
have only one value significantly different from the noise
floor which would clearly not characterize that function
well!. Consequently, nonsignificant values at the extremes of
the f 2 / f 1 range were included to more accurately portray
these functions.

At f 252 – 8 kHz adult and newborn functions were
comparably shaped. Two (age)3n (frequency) repeated
measures analyses of variance were computed at eachf 2 .
None of the age3frequency interactions were significant.

These results are consistent with those reported by Abdala
~1996!. However, it is difficult to conclude these results are
inconsistent with those of Brownet al. ~1995! given the
small sample sizes. In particular, newborn 4-kHz functions
were broader than those of adults even though the difference
was not statistically significant (p50.203).

For both age groups the 3f 122 f 2 DPOAE peaked at
f 2 / f 151.1 for f 2’s54, 6, and 8 kHz and either 1.1 or 1.2 for
f 2’s52 and 3 kHz. These peaks were approximately 1/2 an
octave down fromf 2 in line with the cochlear filtering hy-
pothesis~Allen, 1990; Brown and Gaskill, 1990b; Stover
et al., 1994!. With increasingf 2 / f 1 , the 2f 22 f 1 DPOAE
declined from a peak amplitude~generally atf 2 / f 151.05 for
all f 2 frequencies!. There were no striking developmental
differences.

The superior robustness of the 2f 22 f 1 DPOAE re-
ported in experiment I at low frequencies was replicated. For
the newborns few significant (p,0.05) DPOAEs were re-
corded to thef 251 kHz stimuli. However, more significant
2 f 22 f 1 than 2f 12 f 2 DPOAEs were recorded.

The results from the two preterm newborns tested were
similar to the results from the full term newborns and the
adults. However, it was not possible to interpret thef 251
and 2-kHz data for these preterm newborns because few sig-
nificant DPOAEs were recorded at those frequencies.

C. Experiments III and IV

1. Introduction

Experiments III and IV were conducted to extend and
confirm the results of experiment II at select frequencies. In
experiment III thef 2 / f 1’s were more densely sampled in
order to more accurately evaluate the DPOAE amplitude
3 f 2 / f 1 functions. The same paradigm and procedure as in
experiment II were used. Only threef 2’s ~2, 4, and 8 kHz!
were presented. Tenf 2 / f 1’s were presented at all threef 2’s
~1.02, 1.05, 10.8, 1.11, 1.14, 1.17., 1.21, 1.24, 1.28, 1.32!.
An additional sixf 2 / f 1’s were presented atf 254 kHz ~1.06,
1.12, 1.19, 1.22, 1.30, 1.34!. In addition, duplicate measure-
ments were recorded in order to comment on reproducibility
as a function off 2 / f 1 .

The difficulty in recording the 2f 12 f 2 DPOAE func-
tion at f 251 kHz may be explained by a poor SNR. A poor
SNR may also explain the failure to consistently record other
members of the (n11) f 12n f2 family of DPOAEs at all
frequencies. Pisorskiet al. ~1995! recorded very high order
(n11) f 12n f2 DPOAEs in normal hearing adults. Conse-
quently, in experiment IV data were collected for 64 s~rather
than 4 s inexperiments I–III! or until the SNR520 dB.
DPOAE3 f 2 / f 1 functions were recorded atf 2’s51, 2, 4, and
8 kHz. The f 2 / f 1’s sampled~5 for f 251 kHz, 10 for f 2

52 kHz, and 16 forf 254 and 8 kHz! ranged from 1.025
through 1.344.

Eight full term newborns~mean conceptional age at the
time of testing539.5 weeks, s.d.51.5 weeks! and seven
adults ~mean age at the time of testing521.4 years,
s.d.51.7 years! served as subjects in experiment III. In ex-
periment IV six full term newborns~mean conceptional age

FIG. 5. Mean normalized 2f 12 f 2 amplitude byf 2 / f 1 functions for five
f 2’s ~2, 3, 4, 6, and 8 kHz! for newborns and adults.
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at the time of testing540.0 weeks, s.d.50.9 weeks! and 10
young adults~mean age at the time of testing521.3 years,
s.d.51.4 years! participated as subjects.

The analyses to be presented will focus on the same
three DPOAEs considered in experiment II, 2f 12 f 2 , 3f 1

22 f 2 , and 2f 22 f 1 because few of the other DPOAEs were
significant.

2. Results

Figure 6 plots mean normalized~assigning the peak
value of each function as the referent sound pressure! 2 f 1

2 f 2 amplitude3 f 2 / f 1 functions for newborns and adults in
experiments II, III, and IV. Again, nonsignificant values at
the extremes of thef 2 / f 1 range were included to more ac-
curately portray these functions. Experiments III and IV rep-
licated experiment II reasonably well. Some differences be-
tween the newborn and adult data replicated as well,
suggesting real differences and not measurement variability.
Two (age)3n ( f 2 / f 1) repeated measures analyses of vari-
ance were computed at eachf 2 for experiments III and IV.
The age3 f 2 / f 1 interactions for experiment III were signifi-
cant at f 252 kHz @F(9,117)52.63; p50.008# and 4 kHz
@F(15,195)52.77; p50.001#. At f 252 kHz inclusion of
nonsignificant DPOAEs at the extremes of thef 2 / f 1 range
explained the significant age3 f 2 / f 1 interaction. At f 2

54 kHz the adult functions were somewhat sharper than
newborn functions especially after the peak in the function.
These differences persisted when subjects having nonsignifi-
cant DPOAEs were excluded from the analyses. At mid

f 2 / f 1’s newborn and adult DPOAE amplitudes were compa-
rable, at the extremes newborn amplitudes were larger~p
,0.05 by t-tests at 1.06, 1.30, 1.32, and 1.34!. At f 2

58 kHz the newborn and adult data did not significantly
differ.

Newborn and adult functions for all three experiments
tended to peak at lowerf 2 / f 1 with increasingf 2 . This rep-
licates a result reported in other studies~Lonsbury-Martin
et al., 1987; Harriset al., 1989; Brown and Gaskill, 1990a;
Whiteheadet al., 1992; Stoveret al., 1994; Prijset al., 1994;
Laskyet al., 1995; Abdala 1996!. There is some controversy
concerning this result because Brown and Gaskill~1990b!
and Gaskill and Brown~1990! reported little variation in this
peak as a function of frequency.

In experiment III DPOAE amplitude and phase repro-
ducibilities were calculated in the same manner as in experi-
ment I. For both age groups reproducibility was best for the
f 2 / f 1 ratios near peak DPOAE amplitudes. For example, at
f 254 kHz the best mean reproducibility for the newborn
subjects was 0.42 dB (s.d.50.42 dB) at f 2 / f 151.17. The
corresponding best phase reproducibility was 4.82 degrees
(s.d.52.51) also atf 2 / f 151.17. For adults it was 0.36 dB
(s.d.50.24 dB) at f 2 / f 151.21. The corresponding best
phase reproducibility was 1.78 degrees (s.d.51.25) at
f 2 / f 151.19. In contrast, at less optimal ratios the worst
newborn reproducibilities averaged a little more than 2 dB,
while the worst adult reproducibility averaged a little less
than 2 dB. For both ages the worst phase reproducibilities
were greater than 20 degrees.

FIG. 6. Mean newborn and adult normalized 2f 12 f 2 amplitude byf 2 / f 1 functions forf 252 ~a!, 4 ~b!, and 8~c! kHz. The data from experiments II, III, and
IV are included in this figure.
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Figure 7 presents mean 2f 12 f 2 DPOAE amplitude
3 f 2 / f 1 functions forf 251 kHz from experiment IV. Again,
the values were normalized by assigning the peak value of
each function as the referent sound pressure. The character-
istic peak is evident in both the newborn and adult data, and
its location did not differ between the two ages. The peak
was, however, at a slightly lowerf 2 / f 1 than expected. The
sampling off 2 / f 1’s was sparse~constrained by instrumenta-
tion limitations! which may explain, in part, the lowf 2 / f 1

associated with the peak. The function at this frequency was
much less peaked than at higher frequencies in line with
previous results from human adults and monkeys~Lasky
et al., 1995!.

Additional averaging in experiment IV also resulted in
more reliable recordings of higher order (n11) f 12n f2

DPOAEs. Thus it was possible to further investigate the co-
chlear filtering hypothesis. At allf 2 frequencies the peak of
the 3f 122 f 2 function was about a half-octave down fromf 2

consistent with that hypothesis. Atf 254 and 8 kHz it was
possible to measure 4f 123 f 2 and 5f 124 f 2 functions as
well. Those functions peaked at progressively smallerf 2 / f 1

ratios approximately half an octave down fromf 2 consistent
with the cochlear filtering hypothesis. There were no striking
developmental differences with respect to these results.

III. DISCUSSION

The different types of distortion products recorded were
similar in newborns and adults implying generally similar
displacements of the cochlear partition. The shapes of new-

born and adult I/O functions also seem to be similar~Popelka
et al., 1995; Lasky, 1997!. Because emission nonlinearities
are explained by cochlear dynamics, a conclusion of rela-
tively mature cochlear function in the human newborn seems
compatible with the data. It is also compatible with Pujol and
Uziel’s ~1988! conclusion based on anatomical findings.

The different DPOAEs that are recorded is a function of
the recording parameters. For example, at low frequencies
and high levels~exceeding the ranges presented in this study!
the prominence of thef 22 f 1 DPOAE grows. Different non-
linearities are involved at high~over-loading! and low to
moderate~essential! primary levels~see Plomp, 1976!. The
filtering characteristics of outer, middle, and inner ear struc-
tures and other factors unrelated to the generation of the
DPOAEs also affect the likelihood of recording different
DPOAEs. Thus at low frequencies 2f 22 f 1 was actually
more prominent than 2f 12 f 2 for newborns and adults. This
may be explained, in part, by the decrease in the noise floor
as DPOAE frequency increases~2 f 22 f 1 is higher frequency
than 2f 12 f 2!.

The prominence of the 2f 22 f 1 DPOAE at low frequen-
cies may have clinical implications. Recording the 2f 22 f 1

DPOAE may facilitate low-frequency assessment. Further-
more, it is clear that optimizing stimulus parameters can
positively affect the likelihood of recording DPOAEs~opti-
mization varies as a function of frequency,f 2/ f 1 , and pri-
mary level: Laskyet al., 1995; Whiteheadet al., 1995; Ab-
dala, 1996!.

The significant differences that were recorded between
newborn and adult DPOAEs could generally be described by
linear operations~e.g., differences in DPOAE amplitude
across frequency!. Therefore, structures that respond linearly
to sound such as the outer and middle ears may be impli-
cated. Those structures are also known to change signifi-
cantly over the age range assessed~Saunderset al., 1983;
Eby and Nadol, 1986; Kruger and Rubin, 1987; Relkin,
1988; Keefeet al., 1993, 1994; Ikuiet al., 1995; Margolis
and Trine, 1997!.

Outer and middle ear acoustics are largely responsible
for the shape of the minimum audibility curve~Dallos,
1973!. Similarly, they must also shape DPOAE
amplitude3frequency functions although their forward and
reverse contributions are involved. Development of the effer-
ent pathways may also affect emissions. Different structures
comprising the peripheral auditory pathway directly affect
the DPOAEs recorded. This study cannot differentiate the
independent contributions of those structures. However, a
consideration of those structures is important in the interpre-
tation of developmental differences in DPOAEs.

Depending on probe placement and the physical dimen-
sions of the ear canal nulls caused by standing waves are
present at frequencies above 2–3 kHz in adults~Shaw, 1974;
Siegel, 1994; Siegel and Hirohata, 1994!. The instrumenta-
tion used in this study adjusted the stimulus output after
calculating the ear canal frequency response so that the
stimulus levels measured by the probe microphone were as
specified. For stimulus frequencies whose standing wave
nulls were near the probe microphone location, the output of
the earphones had to be increased relative to frequencies not

FIG. 7. Mean newborn and adult normalized 2f 12 f 2 amplitude byf 2 / f 1

functions for f 251 kHz.
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in a null. It was often not possible to present 65 dB SPL
stimuli to adults at the higher frequencies. This was less of a
problem for newborns whose smaller outer ear canals re-
sulted in probe placements closer to the tympanic membrane
~increasing the frequency that nulls were encountered! and
greater sound pressure for the same voltage applied to the
earphone.

Because the probe was farther from their tympanic
membranes, standing waves developed at lower frequencies
in adults. At the highest frequencies tested standing waves
affected measurements in both newborns and adults although
their effects differed because of different newborn and adult
canal sizes. Standing waves altered the primary levels at the
tympanic membrane, thereby altering the effectiveL12L2

which has predictable effects on DPOAE amplitude~Gaskill
and Brown, 1990; Mills and Rubel, 1994; Laskyet al., 1995;
Lasky, 1997; Whiteheadet al., 1995; Abdala, 1996!. The
effect of standing waves on DPOAE amplitude also depends
on the distortion product I/O function. At primary levels that
function is compressive, the gain in emission amplitude
should also be compressed. Standing waves also affected re-
versely traveling emissions from the cochlea~note that for-
ward transmitting primaries and reversely transmitting dis-
tortion products are not the same frequencies!. The combined
effects of standing waves on forward and reverse transmis-
sion are complicated. Nevertheless, standing waves do affect
emission amplitudes and do so differentially in newborns
and adults.

It was more difficult to record low-frequency DPOAEs
from newborns than adults. Newborn ear canal noise levels
were higher than adult noise levels at low frequencies. Thus
poorer SNRs at low frequencies contributed to the difficulty
of recording low-frequency DPOAEs in newborns. Further-
more, the impedance of the newborn outer ear canal is rela-
tively high at low frequencies due to their small canal size
and small middle ear cavities. Although the stimuli that were
presented were equated for impedance differences at the
probe location, reversely traveling low-frequency emissions
from the cochlea would be reduced in amplitude in newborns
because of their greater canal impedance. On the other hand,
smaller newborn tympanic membranes would imply less
emission attenuation as a consequence of the differences in
areas between the stapes footplate and the tympanic mem-
brane. At least in rats~Rosinet al., 1994! this may not be the
case. Despite large changes in the dimensions of the devel-
oping rat’s outer ear, the ratio between the tympanic mem-
brane and the oval window~stapes footplate! reached mature
values early in development. Whether this relationship holds
for humans is unknown.

Although the lowest-frequency DPOAEs were harder to
reliably record in newborns, reliable low- to mid-frequency
( f 2’s,4 kHz) DPOAE amplitudes were largest for term
newborns, next largest for preterm newborns~32–35 weeks
post-conception at testing!, and smallest for adults. The am-
plitude differences between newborns and adults were maxi-
mal at an f 2 of approximately 3 kHz replicating a result
reported by Laskyet al. ~1992!. Above 4 kHz, developmen-
tal differences in DPOAE amplitudes were less apparent.
Lasky et al. ~1992!, Brown et al. ~1995!, and Abdala~1996!

have reported a similar frequency effect concerning
newborn/adult differences in DPOAE amplitudes.

The preterm/term DPOAE amplitude differences in this
study replicated Smurzynski’s~1994! and Abdala’s~1996!
results. In contrast, Popelkaet al. ~1995! reported no
preterm/term differences atf 252 kHz. At f 254 kHz both
Popelkaet al. and this study reported similar amplitude pre-
term and term DPOAEs.

An explanation for preterm/term differences in DPOAE
amplitudes at low frequencies may involve different mecha-
nisms than an explanation for newborn/adult differences at
those frequencies. Cochlear and noncochlear factors may be
involved in a complex manner in newborn/adult differences.
In contrast to newborns and adults, differences between pre-
term and full term newborn probe frequency response func-
tions were smaller~Fig. 1! suggesting similarities in their
outer and middle ear impedances and in the positioning of
the probe. Preterm frequency response functions were
smaller in amplitude at frequencies below about 5 kHz and
larger in amplitude above that frequency. That implies the
impedances measured at the probe location were slightly less
in the preterm newborn at low frequencies and slightly
higher at high frequencies. Because of their smaller canal
and middle ear cavities, the opposite results were expected,
i.e., higher preterm impedances at low frequencies. At very
low frequencies Keefeet al. ~1993! hypothesized greater ab-
sorption of sound by the more compliant canal walls of new-
borns than adults. The canal walls of preterm newborns may
be more compliant than those of the full term newborn ac-
counting for some of the preterm/full term differences at
those frequencies. However, the low-frequency effect ex-
tended to higher frequencies than reasonably accounted for
by compliant canal walls. Impedances of the canal and
middle ear are not well understood in the preterm and full
term newborn~Margolis and Shanks, 1991!.

If outer and middle ear differences do not explain re-
duced amplitude low-frequency preterm DPOAEs relative to
those of the full term newborn, cochlear structures would
seem to be implicated. That reasoning is compatible with
Pujol and Uziel’s~1988! conclusion that the human cochlea
is functionally immature before 35 weeks. On the other hand,
the distortion products~this study! and I/O functions
~Popelkaet al., 1995; Lasky, 1997! recorded in preterm and
full term newborns and adults are similar suggesting rela-
tively mature cochlear functioning in newborns. Preterm
outer and middle ear coupling to the cochlea at low frequen-
cies may be less efficient than in the full term newborn de-
spite comparable~or lower! impedances measured in the
outer ear. In effect, more acoustic energy may have been
shunted away from the cochlea in preterm newborns. It is
also possible that efferent differences may explain some of
the preterm/term DPOAE amplitude differences at these fre-
quencies.

Full term newborn and adult 2f 12 f 2 DPOAE
amplitude3 f 2 / f 1 functions were similar confirming results
reported by Abdala ~1996!. Abdala recorded DPOAE
amplitude3 f 2 / f 1 functions atf 251.5 and 6 kHz. However,
at f 254 kHz full term newborn DPOAE amplitude3 f 2 / f 1

functions were broader than those of adults consistent with
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Brown et al.’s ~1995! results. The present study indicates
that measurements reflecting the noise level were not likely
to explain developmental differences at 4 kHz, one of the
alternative explanations proposed by Abdala~1996!. It is sur-
prising developmental differences were recorded at 4 kHz
and not other frequencies because animal and anatomical re-
search indicates that is the region of the cochlea likely to
mature first. If the 4-kHz region also matures first in humans,
noncochlear factors may account for the developmental dif-
ference in the f 254 kHz 2 f 12 f 2 DPOAE amplitude
3 f 2 / f 1 function.

The hypothesized filtering of DPOAEs by cochlear
structures~Allen, 1990; Brown and Gaskill, 1990b; Stover
et al., 1994! probably does not differ greatly in full term
newborns and adults. Full term newborn and adult 2f 12 f 2

DPOAE amplitude3 f 2 / f 1 function peaks were at approxi-
mately the samef 2 / f 1 replicating Abdala’s~1996! results
and extending them to other frequencies. The lowf 2 / f 1 ratio
slopes in newborns and adults were similar. Furthermore, the
peaks of (n11) f 12n f2 DPOAE amplitude3 f 2 / f 1 func-
tions (n.1) were about one-half octave down fromf 2 for
both newborns and adults. It should be noted, however, that
similar functions in barn owls and alligator lizards~species
lacking the structures, tectorial membranes, hypothesized to
be responsible for the peripheral filtering! indicate that the
specifics of this hypothesis may require modification
~Taschenbergeret al., 1995!. The data from this study cannot
contribute to that issue but indicate the effect is found in full
term newborn as well as adult humans.

Reproducibility of responses is another measure of
maturation. It is often more variable in immature organisms.
DPOAE amplitudes and phases were slightly more variable
in newborns than adults. Newborn and adult reproducibility
to the most favorable stimuli was quite impressive~repeat
measurements differed by less than 0.5 dB and 5° at both
ages!. Reproducibility was best atf 2 / f 1 ratios associated
with peak DPOAE amplitudes. In part, the decreased repro-
ducibility at otherf 2 / f 1’s may be attributed to the increasing
influence of the noise floor at thosef 2 / f 1’s ~both because of
poor SNRs and because some DPOAEs may have really
been noise!.

It is hard to account for poorer newborn than adult re-
producibility at all frequencies by higher newborn noise lev-
els. Above about 4 kHz newborn and adult noise levels were
comparable. Furthermore, the SNRs associated with
DPOAEs in newborns and adults atf 2’s.3 kHz were fre-
quently more than 20 dB. At those SNRs uncorrelated noise
would have only a small effect on the DPOAE measure-
ments.

In summary, this study described the effect of varying
the primary frequencies on DPOAEs in newborns and adults.
This knowledge can better inform future research and clini-
cal applications. DPOAEs can be recorded reliably in new-
borns. That statement includes both term and preterm new-
borns as young as 32 weeks conceptional age at the time of
testing. The overall similarity between newborn and adult
DPOAEs suggests that the cochlea is quite mature in the pre
and full term newborn especially at high frequencies. How-
ever, differences between newborn and adult DPOAEs do

exist. The considerable postnatal changes in the geometries
of the outer and middle ears may explain some of those
differences. Combining measurements of outer and middle
ear characteristics~e.g., Keefeet al., 1993, 1994! with emis-
sion data will greatly improve the interpretation of peripheral
auditory function in newborns.
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Distortion product otoacoustic emissions in human newborns
and adults. II. Level effects
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This study varied the levels of the primaries and recorded distortion product otoacoustic emissions
~DPOAEs! from human newborns and adults. Preterm as well as term newborns were tested. The
2 f 12 f 2 DPOAE was the most reliably recorded DPOAE, especially at low levels of the primaries.
Amplitude and phase reproducibility deteriorated with decreasing level of the primaries. Newborn
DPOAEs were slightly less reproducible than adult DPOAEs. The underlying DPOAE I/O functions
were nonmonotonic for both newborns and adults. Unity gain characterized the initial increasing
portion of those functions in most subjects. Although newborn and adult I/O functions were similar,
they did differ. In particular, adult functions tended to be more linear with saturation at higher
primary levels. Some of the newborn functions saturated at very low stimulus levels. Although
differences in cochlear mechanics may explain developmental difference in DPOAE I/O functions,
developmental differences in the resonance characteristics of the outer and middle ears may also be
involved. © 1998 Acoustical Society of America.@S0001-4966~98!02702-7#

PACS numbers: 43.64.Jb, 43.64.Ri@BLM #

INTRODUCTION

Tierneyet al. ~1994! described the development of dis-
tortion product otoacoustic emissions~DPOAEs! in the cat.
Among other results, they reported that~1! DPOAE thresh-
olds decreased with age~reaching adult values first in the
f 253 kHz region!, ~2! DPOAE input/output~I/O! function
slopes increased with age, and~3! the level at which satura-
tion of the I/O function occurred increased with age.

These developmental results in experimental animals
may not characterize human newborns because of species
related differences in maturation of the ear~Pujol and Uziel,
1988; Walsh and Romand, 1992!. Indeed, the existing litera-
ture suggests considerable maturity in DPOAE I/O functions
in human newborns. Popelkaet al. ~1993, 1995! reported
similar DPOAE I/O functions in human newborns and
adults. In particular, there were no age related differences in
the slopes of those functions. Norton and Widen~1990! re-
ported no developmental differences concerning transient
evoked otoacoustic emission I/O function slopes. The slopes
of newborn auditory brainstem evoked response~ABR!
latency-intensity I/O functions are also adultlike@see Hall
~1992! for a review#. In contrast, Laskyet al. ~1992! reported
that the slopes of newborn DPOAE I/O functions were more
compressive than adult functions.

Whiteheadet al. ~1993, 1995b, footnote 5!, Popelka
et al. ~1995!, and Nelson and Zhou~1996! have argued that
including DPOAE measurements reflecting noise results in
shallower I/O function slopes. Therefore, shallower newborn
I/O function slopes reported by Laskyet al. ~1992! and pos-
sibly by Tierneyet al. ~1994! may reflect the fact that new-
born canal recordings tend to be noisier than adult record-
ings. Saturation at higher stimulus levels may also explain

steeper I/O function slopes with maturation~i.e., slope esti-
mates increase as saturating portions of the I/O function are
less likely to be included!. Nortonet al. ~1991! have hypoth-
esized that the cochlear amplifier saturates at higher stimulus
levels with maturation. Tierneyet al.’s ~1994! results support
Norton et al.’s hypothesis.

Comparing newborn and adult DPOAE I/O functions is
complicated because of age related differences in the outer
and middle ears. The resulting differences in the acoustics of
those structures produce different input to the cochlea for
identical input to the outer ears of newborns and adults.
Therefore, some newborn/adult differences in DPOAE I/O
functions may be explained by developmental differences in
noncochlear structures.

The present study investigated developmental differ-
ences in human DPOAE I/O functions. Most developmental
studies of I/O functions have varied the levels of the two
primaries simultaneously. In the present study primary levels
were varied simultaneously and independently in order to
provide a more complete description of developmental dif-
ferences concerning DPOAE I/O functions.

I. GENERAL METHODS

General descriptions of the subjects, the apparatus and
stimuli, and the procedures are presented in a companion
article ~Lasky, 1997!. In both articles the frequency of the
primaries are abbreviated byf . The level of the primaries in
dB SPL is abbreviated byL. The subscript 1 refers to the
lower-frequency primary, and the subscript 2 refers to the
higher-frequency primary. Experiment specific methodologi-
cal details are presented in the introduction to each experi-
ment.a!Electronic mail: rlasky@facstaff.wisc.edu
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II. EXPERIMENTS

A. Experiment I

1. Introduction

Experiment I was conducted to contrast DPOAE I/O
functions in human preterm newborns, full term newborns,
and adults at select frequencies. I/O functions were recorded
at f 2’s51, 2, 3, 4, 6, 8, and 10 kHz. Thef 2 / f 1 ratio was
held constant at 1.2 for all stimuli. The levels of the prima-
ries were equal (L12L250 dB). The first primaries were
presented at 65 dB SPL. The primary levels were then de-
creased in 5-dB steps until the DPOAEs were subthreshold.
At each level duplicate responses were recorded.

Avoiding noise contaminated measurements in DPOAE
I/O functions is important because they can alter the shapes
of those functions~Whiteheadet al., 1993, 1995b; Popelka
et al., 1995; Nelson and Zhou, 1996!. Consequently, only
DPOAEs that were significantly greater than the noise floors
~p,0.05 by a General Likelihood Ratio test; van Trees,
1968! were included in the analyses.

Fifteen preterm newborns~mean conceptional age at the
time of testing534.0 weeks, s.d.51.0 weeks!, 12 full term
newborns ~mean conceptional age at the time of
testing539.4 weeks, s.d.51.2 weeks!, and 8 young adults
~mean age at the time of testing521.7 years, s.d.51.5 years!
were the subjects.

2. Results

The data were explored for families of DPOAEs~see
Lasky, 1997!. As expected 2f 12 f 2 was the most robust
DPOAE recorded. Five DPOAEs,f 11 f 2 , 2 f 12 f 2 , 3f 1

22 f 2 , 2 f 22 f 1 , and 3f 222 f 1 , were recorded with some
regularity and were considered in the following analyses.

The absolute differences in amplitude and phase of the
duplicate DPOAE recordings were calculated for all re-
sponses. Amplitude and phase reproducibility was best for
the 2 f 12 f 2 DPOAE. The other DPOAEs were recorded so
infrequently as to make statements regarding their reproduc-
ibility inconclusive. Too few significant newborn 2f 12 f 2

DPOAEs were recorded to thef 251 kHz stimulus to make
meaningful statements concerning reproducibility at that fre-
quency.

Amplitude and phase reproducibility deteriorated with
decreasing level of the primaries. Absolute differences in
2 f 12 f 2 amplitude were generally less than 2 dB for all
stimuli ( f 252 – 10 kHz). Absolute amplitude differences de-
creased with increasing age. Absolute differences in phase
were generally less than 20 degrees and also decreased with
age. The rate of decline in reproducibility was greatest for
adults, however, at all levels newborn reproducibility was
poorer than adult reproducibility.

DPOAE amplitude I/O functions were calculated for
each subject. I/O functions were calculated only if the data
included a minimum of three different levels. Linear func-
tions explained much of the variability in the 2f 12 f 2 data
~moreso for adults than newborns!, however, many functions
were nonlinear. Linear functions fit by least squares to the
data were generally steeper for adults than newborns. The
slopes of these linear functions increased with frequency for

newborns and adults. These results replicated those reported
by Laskyet al. ~1992, 1994! and extended them to preterm
newborns.

The slope of the best fitting linear regression is only a
gross description of the I/O function~Lasky et al., 1995!. It
indicates a difference among I/O functions at different ages
but is not specific, confounding differences in slope and de-
viations from linearity. Consequently, individual functions
are presented graphically for thef 254 kHz amplitude data.
Figure 1 presents the preterm, full term, and adult I/O func-
tions. The data at this frequency were selected because they
were most complete for all subjects~i.e., significant
DPOAEs were recorded to the greatest range of primary lev-
els!, thereby permitting the most accurate estimate of the I/O
function within the sampled range of primaries. The data for
the other frequencies were consistent with thef 254 kHz re-
sults.

The individual functions for the same age were plotted
on the same graph. Each individual I/O function was arbi-
trarily displaced on the abscissa for clarity of presentation.
Thus the abscissa of Fig. 1 is not a continuum but is inter-
pretable locally for each I/O function represented. Each di-

FIG. 1. Individual 2f 12 f 2 I/O functions for preterm newborns~a!, full
term newborns~b!, and adults~c! at f 254 kHz ~L15L2 , f 2 / f 151.2!. For
presentation purposes the DPOAE amplitudes are normalized so that the
amplitude of the largest DPOAE for each function is assigned the referent
sound pressure level~i.e., 0 dB!. Normalized DPOAE amplitudes are speci-
fied on the ordinate. Relative primary levels are represented on the abscissa.
The levels of the primaries increase 5 dB/division from left to right. Solid
and dashed lines have been alternated to characterize adjacent individual I/O
functions. Duplicate functions are presented for each subject. The heavy
black line bisecting each graph represents the slope of a linear function with
a 1 dB/1 dB slope.
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vision represents a 5-dB step in the level of the primaries.
DPOAE amplitudes have been normalized so that the ampli-
tude of the largest DPOAE for each function was assigned
the referent sound pressure level~i.e., 0 dB!. This was done
to eliminate overall level differences in these functions. Solid
and dashed lines have been alternated to characterize adja-
cent individual I/O functions. Duplicate functions are pre-
sented to communicate the reproducibility of those functions.
The heavy black line bisecting each graph represents a linear
function with a 1 dB/1 dB slope.

At all ages portions of most I/O functions could be se-
lected that were approximately linear with a 1 dB/1 dB slope.
The data for the other frequencies assessed were similar in
this regard. For the range of primary levels presented in this
experiment, adult I/O functions were linear with few excep-
tions. In contrast, a greater portion of the sampled newborn
I/O functions were nonlinear, some markedly nonlinear. The
prevalence of nonlinear I/O functions seemed to be greater
for the preterm newborns than the term newborns.

Other than 2f 12 f 2 there were few significant DPOAEs
at primary levels less than 60 dB SPL. Therefore, statements
concerning the I/O functions of those DPOAEs must be
qualified. At low frequencies 2f 22 f 1 was actually recorded
in more subjects than the 2f 12 f 2 DPOAE when primaries
were presented at 65 dB SPL~replicating Lasky, 1997!.
However, at primary levels,65 dB SPL 2f 12 f 2 DPOAE
was more prevalent even at low frequencies~f 251 and 2
kHz!. The slopes of quintic~3 f 122 f 2 and 3f 222 f 1!
DPOAE I/O functions should be 5 dB/dB if they result from
an overloading nonlinearity of the type suggested by von
Helmholtz~1954!. In none of the subjects with relevant data
was there evidence for a growth in these DPOAEs by 5 dB
for every dB increment in the primaries.

B. Experiment II

1. Introduction

Both primaries were presented at the same level in ex-
periment I (L12L250). In experiment II the relative levels
of the primaries were varied~L12L250 dB; L12L2

510 dB; L12L2515 dB!. Altering L12L2 affects DPOAE
I/O functions in predictable ways~Gaskill and Brown, 1990;
Mills and Rubel, 1994; Laskyet al., 1995; Whiteheadet al.,
1995a, b!. L12L2’s.zero are frequently used in research
and clinical applications because DPOAE amplitudes tend to
be largest~at least for primary levels,60– 70 dB SPL! at
positive L12L2’s. Abdala ~1996! has reported that human
newborn and adult DPOAE amplitudes are differentially af-
fected byL12L2 .

Experiment II extended the results of experiment I to
positive L12L2’s. Furthermore, different portions of the
DPOAE I/O function~e.g., the linear and saturating portions
of that function! suggest different cochlear processes~Lasky
et al., 1995; Nelson and Zhou, 1996!. Extending the range of
primary levels~25–80 dB SPL! and varying their relative
levels provided information not evident from experiment I
data~e.g., saturation of adult I/O functions!.

I/O functions were recorded atf 2’s52, 4, and 8 kHz.
The f 2 / f 1 ratio was held constant at 1.2 for all stimuli. Three

ascending series defined by 5-dB steps were presented, one
for each of the threeL12L2’s. L2’s ranged from 25 through
80 dB SPL for theL12L250 dB series, 25 through 70 dB
SPL for theL12L2510 dB series, and 25 through 65 dB
SPL for theL12L2515 dB series. The correspondingL1’s
ranged from 25 through 80 dB SPL for theL12L250 dB
series, 35 through 80 dB SPL for theL12L2510 dB series,
and 40 through 80 dB SPL for theL12L2515 dB series. At
high primary levels stimuli could not always be presented
due to instrumentation limitations.

Eight full term newborns~mean conceptional age at the
time of testing539.1 weeks, s.d.51.5 weeks! and 6 young
adults ~mean age at the time of testing521.8 years,
s.d.51.7 years! served as subjects.

2. Results

Figure 2 plots the 2f 12 f 2 amplitude I/O functions for
each newborn and adult for thef 254 kHz data. Again, the
data at this frequency were selected because they were most
complete for all subjects. Individual functions for subjects of
the same age were plotted on the same graph. Each individu-
al’s I/O functions were arbitrarily displaced on the abscissa
for clarity of presentation. The abscissa is not a continuum
but is interpretable locally for each individual’s I/O functions
represented. Each division represents a 5-dB step in the level
of the primaries. The heavy black dashed line bisecting each
graph represents a linear function with a 1 dB/1 dB slope.
Three I/O functions are presented for each subject, theL1

2L250 ~solid line!, 10 ~dashed line!, and 15~dot/dashed
line! dB I/O functions. The level off 1 ~i.e., L1! was the
independent variable~abscissa! for each of these three func-
tions. Plotting the data in this manner emphasizes the simi-
larities and differences in these functions more clearly than

FIG. 2. Individual 2f 12 f 2 I/O functions for newborns~a! and adults~b! at
f 254 kHz (f 2 / f 151.2). Three I/O functions are represented for each
subject-theL12L250 dB I/O function~solid line!, theL12L2510 dB I/O
function ~dashed line!, and theL12L2515 dB I/O function ~dot/dashed
line!. Relative primary levels are represented on the abscissa. The levels of
the primaries increase 5 dB/division from left to right. The heavy dashed
line bisecting each graph represents the slope of a linear function with a
1 dB/1 dB slope.
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the more usual plot of DPOAE amplitude as a function of
L2 . With one exception all of the DPOAEs presented in this
figure were significant~i.e., unlikely to be noise,p,0.05!.
The exception was the DPOAE to the primaries one step less
intense than the softest primaries eliciting a significant
DPOAE ~this did not apply to all subjects because some
subjects had significant DPOAEs to the least intense prima-
ries presented!. This exception was included to characterize
the transition from no DPOAE to a significant DPOAE.

All three I/O functions for newborns and adults could be
characterized as approximately linear functions with a
1 dB/1 dB slope that saturated as the presentation level of the
primaries increased. After saturating, DPOAE amplitudes of-
ten declined with further increases in the primaries. This was
more obvious for theL12L2510 and 15 dB I/O functions.
Finally, the transition from a nonsignificant response~noise!
to a significant response was variable as expected from near
noise level responses. However, it often seemed to be very
rapid ~i.e., often much greater than the 1 dB/dB increment
that characterized the remaining portion of the I/O functions
prior to saturation!.

Between threshold and saturation all three I/O functions
had similar amplitude DPOAEs. The three I/O functions dif-
fered primarily in the saturating portions of those functions.
Saturation was most pronounced for theL12L2515 dB I/O
functions, less pronounced for theL12L2510 dB I/O func-
tions, and least pronounced for theL12L250 dB I/O func-
tions. The onset of saturation occurred at higher primary lev-
els for theL12L250 dB I/O functions than for the other two
functions. The onset of saturation occurred at slightly higher
primary levels for theL12L2510 dB than theL12L2

515 dB I/O functions.
At the highest levels ofL1 , the greater theL2 associated

with that L1 the larger amplitude the DPOAE. Specifically,
theL12L250 dB DPOAE was of greater amplitude than the
L12L2510 dB DPOAE which was of greater amplitude
than theL12L2515 dB DPOAE. These results apparently
contrast with the expectation that the largest amplitude
DPOAEs are recorded whenL12L2 is positive~see Gaskill
and Brown, 1990; Laskyet al., 1995; Whiteheadet al.,
1995a; Abdala, 1996!. The discrepancy is only apparent be-
cause largest amplitude DPOAEs are associated with posi-
tive L12L2’s ~up to saturating levels! when comparing
stimuli having equalL2’s ~not equalL1’s as in this figure!.
Plotting the I/O functions for constantL1 emphasizes thatL1

determines DPOAE amplitude up to saturation levels regard-
less ofL2 ~within limits! and that saturation depends on both
L2 andL12L2 . Plotting these same data for equalL2’s dis-
places them along the abscissa (L2) such that the functions
with largerL12L2’s have the largest amplitude DPOAEs for
the sameL2 until they saturate. Functions with largerL1

2L2’s saturate before functions with smallerL12L2’s
which is why the largest amplitude DPOAEs are associated
with decreasingL12L2’s with increasingL2 ~Gaskill and
Brown, 1990; Mills and Rubel, 1994; Laskyet al., 1995;
Whiteheadet al., 1995a!.

The shapes of the newborn and adult I/O functions at
f 252, 4, and 8 kHz were similar, however, there was a fre-
quency effect. The saturation level of the I/O functions in-

creased with increasing frequency. In addition, higher thresh-
olds were recorded at decreasing frequency~reflecting, in
part, higher noise levels!. ~This latter result was more pro-
nounced for newborns possibly because their noise levels
were higher than those of adults at low frequencies.! These
two results may explain a frequency effect previously re-
ported by a number of researchers~Martin et al., 1988; Har-
ris and Probst, 1990; Lonsbury-Martinet al., 1990; Hauser
and Probst, 1991; Laskyet al., 1992, 1994, 1995; Tierney
et al., 1994!, i.e., more compressive I/O functions with de-
creasing frequency.

Confirming experiment I results, newborn I/O functions
tended to include more nonlinear portions than adult I/O
functions. The higher noise levels in newborn canals at low
frequencies increased the likelihood of sampling the saturat-
ing portion of the I/O function. Furthermore, saturation was
more apparent for newborns at all frequencies, in part, be-
cause the 75 and 80 dB SPL primaries could be presented to
most newborns, whereas, they could be presented to few
adults because of instrument output limitations exacerbated
by ear canal acoustics. With increasing frequency, saturation
of the I/O functions occurred at higher levels and noise level
differences between newborns and adults decreased. Thus
differences in newborn and adult I/O functions would be
expected to decrease with increasing primary frequencies.
There is empirical support for this reasoning~this experi-
ment; experiment I; Laskyet al., 1992!.

Other DPOAE I/O functions were also examined. The
results described in experiment I concerning other DPOAEs
were replicated. Differences inL12L2 did not differentially
affect the DPOAEs recorded.

C. Experiment III

1. Introduction

Experiment III was conducted to address two issues not
addressed by experiments I and II. In experiment IIIL2 was
held constant~L2545, 50, 55, 60, or 65 dB SPL for new-
borns and, in addition to these levels,L2540 dB SPL for the
adults!, while L1 was varied from theL2 level through 65 dB
SPL in 5-dB steps. This was done for four differentf 2’s ~1,
2, 4, and 8 kHz!. These functions differ in predictable ways
from L12L25a constant I/O functions ~Lasky et al.,
1995!. L2 I/O functions provided another comparison of
newborn and adult cochlear function.

The second issue specifically addressed by experiment
III concerned changes in I/O functions as a function of
f 2 / f 1 . This issue has received little empirical attention. An
exception is the comprehensive study by Whiteheadet al.
~1992! in rabbits. Whiteheadet al. reported similarL12L2

50 dB I/O slopes across a range off 2 / f 1’s except at the
lowest f 2 / f 1 ratio assessed. For smallf 2 / f 1’s I/O slopes
were much steeper than at other ratios.@Humes~1980! ad-
dressed the same issue psychophysically. Human adults had
similar I/O functions across a range off 2 / f 1’s except at the
highestf 2 / f 1’s assessed where thresholds were much higher
and slopes were steeper. It is possible that Humes was mea-
suring a different nonlinearity~an overloading nonlinearity!
at these wide separations off 1 and f 2.# Whiteheadet al.’s
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results are difficult to explain by the cochlear mechanics as-
sumed to account for DPOAE I/O functions~Lasky et al.,
1995; Whiteheadet al., 1995b!. Specifically, as the traveling
waves of the primaries approach~the f 2 / f 1 ratio decreases!,
two tone suppression increases and the overlap of the travel-
ing waves is more likely to include the compressive nonlin-
ear regions of the traveling wave~near the peak!. Both of
these factors imply that if anything I/O functions should be-
come more compressive asf 2 / f 1 decreases.

Three differentf 2 / f 1 ratios were examined, 1.1, 1.2, and
1.3. The same I/O functions~described above! were defined
at eachf 2 / f 1 . In addition, for a subset of three adults addi-
tional f 2 / f 1’s ~1.05, 1.15, 1.25, and 1.4! were also assessed
in order to address this issue in greater detail. For these three
subjects duplicate measurements were made to each stimulus
presented. The testing time required for these additional
stimuli was excessive for newborn subjects.

Eleven full term newborns~mean conceptional age at
the time of testing539.2 weeks, s.d.51.2 weeks! and 6
young adults~mean age at the time of testing522.4 years,
s.d.51.6 years! were tested.

2. Results

With some exceptions asL1 increased, DPOAE ampli-
tude increased, saturated, and then decreased in amplitude.
These results are exemplified by thef 254 kHz data repre-
sented in Fig. 3. Except for overall shifts in amplitude the
similarity between the newborn and adult functions is appar-
ent. ~Many factors including the resonance characteristics of
peripheral structures may explain the overall shifts in ampli-
tude between newborns and adults.! The level at which these
I/O functions saturated~and the level of the maximum am-
plitude DPOAE! increased with increasingf 2 / f 1 ratio and
level of the primary held constant (L2). These results ex-
tended previously reported results~Lasky et al., 1995! to
newborns.

The primary frequencies also affected the saturation
level. Figure 4 plots mean 2f 12 f 2 L2545 dB SPL ampli-
tude I/O functions for newborns and adults for four different
f 2’s at eachf 2 / f 1 . Only the L2545 dB SPL results were
presented to simplify the figure. The results of the otherL2

functions can be predicted from theL2545 dB SPL results.
Each graph represents the data for onef 2 / f 1 . The I/O func-
tions for the four differentf 2’s were arbitrarily displaced
along the abscissa. The abscissa (L1) is divided into 5 dB/
division steps which are locally interpretable. For presenta-
tion purposes the DPOAE amplitudes have been normalized
so that the amplitude of the largest DPOAE for each function
was assigned the referent sound pressure level~i.e., 0 dB!.
This normalization equated for level differences such as
those resulting from differences in the resonance character-
istics of peripheral auditory structures. The saturation level
~and the maximum amplitude DPOAE! was recorded at
higher levels with increasingf 2 ~and alsof 2 / f 1!. These re-
sults characterized newborns and adults whose I/O functions
were very similar.

The three adult subjects with more extensive data of-
fered an opportunity to describe DPOAE I/O functions as a
function of f 2 / f 1 in greater detail. These data were similar to

the group data at commonf 2 / f 1’s. For the sameL2,
2 f 12 f 2 amplitude X f2 / f 1 functions were calculated for
different L12L2’s. As L12L2 increased, these functions
peaked at increasingly largef 2 / f 1’s. Abdala ~1996! has re-
ported the same result in newborns and adults. Figure 5 pre-
sents an example of this result for one subject. Smaller am-
plitude DPOAEs at small f 2 / f 1’s ~not observed in
corresponding psychophysical functions! have been ex-
plained by the characteristic resonances of cochlear struc-
tures, specifically the tectorial membrane~Allen, 1990;
Brown and Gaskill, 1990; Stoveret al., 1994; Abdala, 1996!.
Figure 5 implies that this filtering changes significantly as
the relative levels of the primaries were varied. It should be
noted that Taschenbergeret al. ~1995! have questioned fil-
tering DPOAEs by the tectorial membrane on other grounds.
Specifically, they have reported the hypothesized result of
this filtering ~reduced DPOAE amplitudes at smallf 2 / f 1’s!
in barn owls and alligator lizards~species lacking tectorial
membranes!.

III. DISCUSSION

The shapes of the newborn and adult 2f 12 f 2 DPOAE
I/O functions recorded in this study were similar. Unity gain

FIG. 3. MeanL2 I/O functions for full term newborns and adults as a
function of f 2 / f 1 at f 254 kHz. The ordinate for these graphs is 2f 12 f 2

amplitude. The abscissa isL1 . The parameter isL2 . L2540 dB SPL for the
I/O functions represented by squares connected by a solid line.L2545 dB
SPL for the I/O functions represented by circles connected by a dashed line.
L2550 dB SPL for the I/O functions represented by triangles connected by
a solid line.L2555 dB SPL for the I/O functions represented by diamonds
connected by a dashed line.L2560 dB SPL for the I/O functions repre-
sented by crosses connected by a solid line. Adult symbols are filled; new-
born symbols are not filled.
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~1-dB increase in DPOAE amplitude/1-dB increase in pri-
mary level! characterized the initial increasing portion of
those functions in most subjects. At the highest stimulus lev-
els presented, those functions saturated and then decreased in
amplitude with further increases in primary levels.

At higher primary levels than presented in this study, the
2 f 12 f 2 DPOAE may again increase in amplitude with in-
creasing level of the primaries. Fahey and Allen~1986! have
reported I/O functions in the cat that behaved according to a
simple overloading polynomial transfer function at very high
levels of the primaries. Several other researchers have also
reported steeper I/O functions at high primary levels~Brown
and Gaskill, 1990; Gaskill and Brown, 1990; Whitehead
et al., 1992! although those functions do not seem to be quite
as steep as predicted by an overloading polynomial transfer
function. I/O functions at high levels seem to be unaffected
by loop diuretics that reduce OHC function~Whitehead
et al., 1992; Mills and Rubel, 1994,1996!. In contrast, I/O
functions at low levels are markedly affected by loop diuret-
ics. These data suggest different DPOAE generation pro-
cesses at low and high input levels~Brown and Gaskill,
1990; Gaskill and Brown, 1990; Norton and Rubel, 1990;
Whiteheadet al., 1992; Mills and Rubel, 1994,1996!. The
evidence for different DPOAE generators at low and high
stimulus levels is less compelling in primates than nonpri-
mate laboratory animals~Whitehead et al., 1992; see
Lonsbury-Martinet al., 1997 for a review and discussion of
this issue!.

Although newborn and adult I/O functions were gener-
ally similar, the recorded functions did differ. In particular,
adult functions tended to be more linear with less evidence
of saturation~experiment I! or saturation at higher primary
levels ~experiment II!. Some of the newborn functions satu-
rated at very low stimulus levels. These functions often in-
creased in amplitude after saturating@similar to Nelson and
Kimberley’s ~1992!, ‘‘diphasic’’ I/O functions#. These re-
sults are consistent with previously reported results for hu-
mans~Lasky et al., 1992!, i.e., more compressive functions
with decreasing age. They are also consistent with more
compressive~Tierney et al., 1994! and lower saturating
~Tierney et al., 1994; Nortonet al., 1991! I/O functions re-
ported in immature experimental animals.

Norton et al. ~1991! and Tierneyet al. ~1994! have of-
fered physiologic explanations for their animal data, focus-
ing on immaturity of the cochlear amplifier. Other explana-
tions are also plausible. In this study the levels of the
primaries presented to newborns and adults were equated at
the probe microphone and not at the stapes footplate. Be-
cause of developmental differences in peripheral auditory
structures, the range of primary levels presented to the co-
chleae of newborns and adults may have differed in this
study. Higher newborn noise levels were also more likely to
obscure the contribution of low level DPOAEs to newborn
I/O functions. Depending on the stimulus and recording pa-
rameters, only the initial linear portion of the I/O function,
the saturating portion, the increasing portion after saturation,
or some combination of the above may be recorded. In ef-
fect, different portions of the I/O function may have been
sampled in newborns and adults in this study and other de-
velopmental studies reported in the literature.

A comprehensive study contrasting I/O functions devel-
opmentally is a rather daunting task. Two-dimensional I/O
functions are slices of a multidimensional function mini-

FIG. 5. 2 f 12 f 2 amplitude X f2 / f 1 functions for one subject atf 2

54 kHz. The ordinate is 2f 12 f 2 amplitude ~dB SPL!, the abscissa is
f 2 / f 1 , and the parameter isL12L2 ~L2540 dB SPL!.

FIG. 4. MeanL2545 dB I/O functions for full term newborns and adults as
a function off 2 ~1, 2, 4, and 8 kHz! and f 2 / f 1 @1.1 ~a!, 1.2 ~b!, and 1.3~c!#.
The ordinate for these graphs is normalized 2f 12 f 2 amplitude. RelativeL1

is represented on the abscissa.L1 increases 5 dB/division from left to right
for each function. The parameters are age andf 2 frequency.
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mally characterized by five dimensions~frequency of the
sourceX f2 / f 1XL1XL2X DPOAE amplitude!. Even that is a
simplification because a complete description would be a
nonlinear transfer function which would characterize the out-
put given any input. The input to that function would include
the physiologic range of stimuli. The output would include
the complete response to the input and not just the response
at the frequency of one distortion product. Furthermore, be-
cause the peripheral auditory system consists of different
structures which contribute in an indeterminate fashion to the
recorded responses, a comprehensive description of newborn
and adult differences would also include the transfer func-
tions of those structures.

Nevertheless, the conclusion to be drawn from a com-
parison of a limited sample of human newborn and adult
DPOAE I/O functions is that they are quite similar. Further-
more, many of the observed differences can be accounted for
by a scaling factor~a linear operation! which may be ex-
plained by cochlear maturation and/or by differences in
structures~outer ear, middle ear, efferent suppression from
the medial olivocochlear bundle! that affect emissions. This
study cannot resolve those alternatives.

In the absence of definitive biophysical models, heuristic
biophysical explanations have been proposed to account for
some distortion product results~Zwicker, 1981; Humes,
1985; Gaskill and Brown, 1990; Nortonet al., 1991; Lasky
et al., 1995; Whiteheadet al., 1995b!. Although generally
not quantitative@Zwicker ~1981! and Humes~1985! are ex-
ceptions#, these explanations are useful in organizing and
interpreting data. They assume that distortion products result
from the overlap between the traveling waves to the prima-
ries. Insight into the effects of stimulus parameters on
DPOAE amplitudes are gained by translating the acoustic
parameters of the stimuli into traveling wave displacements.
Such a translation is imperfect at present for a number of
reasons including the unspecified effects of the resonance
characteristics of the peripheral auditory structures.

The general shape of the DPOAE I/O function described
in this study is similar to that of basilar membrane 2f 12 f 2

distortion product I/O functions~Rhode and Cooper, 1993!.
The shapes of psychophysical 2f 12 f 2 distortion product
I/O functions are also similar~Plomp, 1976!. The similarity
in these data adds credence to the hypothesized relationship
between DPOAE amplitude and basilar membrane displace-
ment.

Despite the general correspondence of these data, there
are differences. The slopes of basilar membrane 2f 12 f 2

DPOAE I/O functions in rodents and cats at low stimulus
levels~Robleset al., 1990; Ruggeroet al., 1992; Rhode and
Cooper, 1993! are close to unity~1 dB/1 dB!. Similar slopes
are calculated from human DPOAE I/O function slopes at
low levels in this and other studies~Popelkaet al., 1993,
1995; Nelson and Zhou, 1996!. In contrast, low level
DPOAE I/O function slopes for laboratory animals including
rodents and cats are generally greater than unity gain~Brown
and Gaskill, 1990; Whiteheadet al., 1992; Tierneyet al.,
1994; Mills and Rubel, 1994; Laskyet al., 1995!. More spe-
cifically, they are between one and two. These data cast some

doubt on a simple correspondence between DPOAE ampli-
tude and basilar membrane displacement.

Another difference concerns the diversity of DPOAE
I/O functions as can be appreciated from Figs. 1 and 2 and
from the literature~e.g., Nelson and Kimberley, 1992!. This
diversity does not seem to be present in the more limited
basilar membrane and psychophysical data. Other factors
than basilar membrane displacement seem to contribute to
the diversity of DPOAE I/O shapes~Wiederholdet al., 1986;
Brown, 1987; Harris and Probst, 1990; Nelson and Kimber-
ley, 1992; Laskyet al., 1994; Nelson and Zhou, 1996!. Har-
ris and Probst~1990! explain the unusual shapes of DPOAE
I/O functions they recorded by the fact that ‘‘... two tones are
interacting not only with each other in both the forward and
reverse directions, but also with multiple combination tones
generated within the cochlea coincident with two-tone stimu-
lation’’ ~p. 183!. Brown and Beveridge~1997! have argued
that there may be at least two generators of DPOAEs. As a
consequence, even modest level changes in the primaries
may cause changes in the phases of the DPOAEs generated
that have dramatic consequences on the recorded DPOAE
amplitudes. He and Schmiedt~1993! have demonstrated that
small differences in frequency and level of the primaries can
cause major DPOAE amplitude differences.

Despite limitations, some of the results in this study may
be explained by considering displacements of the basilar
membrane. Differences amongL12L25a constant,L1 , and
L2 I/O functions may be a case in point. TheL12L2

50 dB I/O function peaks at a higher level of the primaries
than the correspondingL2 I/O function peak which in turn is
at a higher level than theL1 I/O function peak~Brown, 1987;
Lasky et al., 1995; Whiteheadet al., 1995b!. WhenL1 and
L2 increase simultaneously their interaction increases until
the two traveling waves saturate. In contrast, when one of the
primaries is held constant~L1 or L2 I/O functions! the over-
lap between the primaries can increase only until the ampli-
tude of the constant primary is exceeded. As Gaskill and
Brown ~1990! have reasoned, this will occur at higher levels
of the varying primary forL2 thanL1 I/O functions.

IncrementingL1 while holding L2 constant should in-
crease DPOAE amplitude as the overlap betweenL1 andL2

increases. As long as theL1 displacement does not exceed
that of L2 at the location of the 2f 12 f 2 generator,L1 and
not L2 should determine the amplitude of the 2f 12 f 2 dis-
tortion product. This was demonstrated in Fig. 2. However,
once theL1 displacement at the location of distortion product
generation exceeds that ofL2 , further increasingL1 cannot
increase the overlap withL2 . The L2 I/O function should
saturate~DPOAEs actually decrease in amplitude with in-
creasingL1 after saturating!. As L2 is increased, the level of
L1 that can overlap with the high frequency primary at the
location of distortion product generation should increase.
Thus theL1 at saturation of theL2 I/O function should in-
crease withL2 . In addition, theL1 at saturation should in-
crease with frequency becausef 1 and f 2 are more tuned at
higher frequencies, and, therefore, maximum overlap of the
two primaries occurs at higherL1’s. These results have been
reported in this study and Laskyet al. ~1995!. Furthermore,
because traveling waves flatten as input levels increase~i.e.,
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they are less tuned!, the L12L2 associated with optimal
DPOAE amplitudes should decrease with increasingL2 .
This reasoning also has empirical support~Gaskill and
Brown, 1990; Mills and Rubel, 1994; Laskyet al., 1995;
Whiteheadet al., 1995a!.

The present study also provided data concerning the ef-
fect of f 2 / f 1 on I/O functions consistent with predictions
based on traveling wave considerations. As the separation in
frequency between the primaries (f 2 / f 1) increases, their in-
teraction resulting in distortion products decreases. Thus
DPOAE I/O functions should and do saturate at higher pri-
mary levels with increasingf 2 / f 1 .

This study contrasted the effect of varying the levels of
the primaries on human newborn and adult DPOAEs. In ad-
dition to addressing important developmental questions con-
cerning peripheral auditory function in newborns, this re-
search has implications for clinical efforts to assess newborn
hearing. Otoacoustic emissions are an attractive alternative
for those interested in screening hearing in the newborn pe-
riod. Indeed, an NIH Consensus Statement~1993! recom-
mends otoacoustic emission testing as the first stage of a
universal hearing screening program for newborns. Under-
standing how stimulus and recording parameters affect emis-
sion recordings in newborns is critical to that effort.
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The in-plane and bending stiffnesses of the outer hair cell wall are characteristics crucial to the
understanding of force and energy transmission between cochlear elements. A mathematical
interpretation is given of the micropipet experiment directed at determining the outer hair cell wall
stiffness. On the basis of the microstructural observation of the wall showing that it comprises
protein networks with different elastic properties, the model of an orthotropic cylindrical shell is
used. The boundary-value problem is analyzed corresponding to the stress–strain state of the wall
~shell! caused by the action of the micropipet. The solution is given in terms of Fourier series with
respect to the circumferential coordinate. An asymptotic analysis of the solution is developed and an
approximate formula for the length of the tongue aspirated within the pipet is derived. This leads to
an analytical expression for the stiffness parameter measured in the micropipet experiment in terms
of Young’s moduli and Poisson’s ratios of the wall. This expression is an important part of the
estimation of the elastic constants of the wall. ©1998 Acoustical Society of America.
@S0001-4966~98!03602-9#

PACS numbers: 43.64.Ld, 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

The outer hair cell is considered the major candidate for
the active component within the cochlea, principally because
of the cell’s ability to change its length in response to
changes of the membrane potential~Brownell, 1990!. It may
have a strong effect on the force and energy transmission
between the vibrating elements of the cochlea and may ex-
plain sharp tuning of the basilar membrane. The cell stiff-
ness, a characteristic crucial to this transmission, is important
for understanding the role of the outer hair cell in the hearing
process. According to results from computer simulation of
the in vivo dynamics of the organ of Corti~e.g., Bohnke and
Arnold, 1996!, outer hair cells undergo axial, bending, and
torsional modes of loading. Therefore, to determine the wall
stiffness, the wall resistance to bending and twisting has to
be characterized as well as the resistance to in-plane exten-
sion.

Microstructural studies of the outer hair cell wall show
that it is a composite in which two major components, the
plasma membrane and the subsurface cisternae, have in-
plane isotropic properties. The third component, the cortical
lattice, comprises two almost perpendicular networks: actin
filaments and spectrin crosslinks, which have different elas-
tic properties. The axes of the frame related to the two net-
works are slightly inclined with respect to the natural cell
axes. The average angle of their inclination was estimated as
15° by Holley and Ashmore~1988! and as 9° by Holleyet al.
~1992!.

Steeleet al. ~1993! and Tolomeo and Steele~1995! ana-

lyzed the anisotropic properties of the outer hair cell wall.
They used the model of an orthotropic elastic membrane and
neglected the angle of inclination of the principal axes of
orthotropy with respect to the natural cell axes. Combining
the data from the experiment with axial loading~Holley and
Ashmore, 1988! and the experiment with inflation of the cell
~Iwasa and Chadwick, 1992!, they demonstrated consider-
able anisotropy of the wall.

Several experimental techniques have been developed
for measuring of the outer hair cell stiffness. Among them
are the experiments with axial loading~Holley and Ashmore,
1988; Russell and Schauz, 1995; Hallworth, 1995!, with in-
flation of the cell~Iwasa and Chadwick, 1992!, and with the
osmotic challenge~Chertoff and Brownell, 1994; Ratnan-
atheret al., 1996!. The micropipet experiment is directed at
determining the local stiffness of the outer hair cell wall.
Previously, the micropipet technique has been effective in
the analysis of the mechanical properties of many types of
cells including red blood cells~Evans and Skalak, 1980!,
white blood cells~Needham and Hochmuth, 1990; Waugh,
1991!, and endothelial cells~Satoet al., 1987; Theretet al.,
1988!. For the outer hair cell, interpretation of the micropipet
experiment needs a solution of specific problems related to
nonaxisymmetry of the wall stress–strain state and to con-
siderable bending around the pipet~Spectoret al., 1996a!.

In the present paper, we interpret the micropipet experi-
ment by using the model of an orthotropic cylindrical shell.
With regard to the analysis of the composite outer hair cell
wall ~Spectoret al., 1996b!, the wall is treated here as an
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effective single-layer shell. We assume that the area of the
wall located inside the internal contour of the pipet is under
the action of a prescribed uniform suction pressure. We also
assume that the portion of the wall in contact with the pipet
is under the action of a uniform reactive pressure whose
magnitude is determined from the force balance of the pipet
as a whole.

We use Morley-type equations for the characterization
of the orthotropic wall~Lukasiewicz, 1979! and reduce the
problem to an eighth-order differential equation in terms of a
potential function. It has been shown~Kraus, 1967;
Lukasiewicz, 1979! that equations of this type represent an
improved version of simplified Donnell’s equations and give
results close to those of complete higher-order Flu¨gge’s
equations~Flügge, 1960!. Thus, the analysis developed in the
present paper is based on a more complete mechanical
~orthotropic! model as well as more advanced mathematical
description of the stress–strain state of the outer hair cell
wall compared to our study~Spectoret al., 1996a! where
Donnell’s equations for an isotropic shell were used. By us-
ing Fourier expansion with respect to the circumferential co-
ordinate, we derive a solution of the problem in terms of the
eigenfunction of a fourth-order characteristic equation. We
develop an asymptotic analysis of leading terms of Fourier
series and obtain all characteristics in the closed form. As a
result, we derive an analytical formula for the stiffness pa-
rameter measured in the experiment. The stiffness parameter
is expressed in terms of the elastic constants of the aniso-
tropic wall and the dimensions of the pipet. The derived
relationship is used further for the estimation of Young’s
moduli, Poisson’s ratios, and bending stiffnesses of the outer
hair cell wall ~Spectoret al., 1998!.

I. MATHEMATICAL FORMULATION AND SOLUTION
OF THE PROBLEM

A. Basic equations

We analyze the stress–strain state of the outer hair cell
wall caused by the action of the micropipet~Fig. 1!. To
characterize this state, we use the model of an orthotropic
linear elastic cylindrical shell ~e.g., Calcote, 1969;
Lukasiewicz, 1979; Ambartsumian, 1991!. To analyze the
orthotropic wall, we use Morley-type equations

~Lukasiewicz, 1979!. According to these equations, the prob-
lem is reduced to the determination of a potential function
c(x,u) that satisfies the following equation:

FL1~Di j !L2~Ai j !1
1

a2

]4

]x4Gc5p~x,u!, ~1!

wherep(x,u) is the normal pressure acting on the shell sur-
face, and a is the the shell radius. ConstantsAi j ( i , j
51,2,3) are the elements of the compliance matrix@A# ex-
pressed by the formula

@A#5
1

h F E1
21 2n1E1

21 0

2n1E1
21 E2

21 0

0 0 G21
G . ~2!

Here,h is the shell thickness,E1 andE2 are Young’s moduli
for the longitudinal and circumferential directions, respec-
tively, n1 is Poisson’s ratio corresponding to the extension
along thex axis and to the deformation along theu axis, and
G is the independent shear modulus. The second Poisson’s
ratio is determined by the equation

n25n1E2E1
21. ~3!

The relationship~3! is the necessary and sufficient condition
of symmetry of stress–strain relations for a 2-D elastic ortho-
tropic wall ~e.g., Kraus, 1967; Ambartsumian, 1991!. Con-
stantsDi j ( i , j 51,2,3) are the elements of the bending stiff-
ness matrix@D# expressed by the following formula:

@D#5
h3

12 F E1~12n1n2!21 n1E2~12n1n2!21 0

n1E2~12n1n2!21 E2~12n1n2!21 0

0 0 G
G .

~4!

Similar to the compliance matrix@A#, the bending stiffness
matrix @D# can be expressed in terms of Poisson’s ration1

only, if Poisson’s ration2 is eliminated by using Eq.~3!.
OperatorsL1(Di j ) andL2(Ai j ) are determined by the expres-
sions:

L1~Di j !5D11

]4

]x4 1
2~D1212D33!

a2

]4

]x2]u2

1
D22

a4 S ]4

]u4 12
]2

]u2 11D
1

2~D1212D33!

a2

]2

]x2 , ~5!

L2~Ai j !5A22

]4

]x4 1
2A121A33

a2

]4

]x2 ]u2 1
A11

a4

]4

]u4 .

~6!

Membrane forcesNx , Nu , andNxu and normal displacement
w are expressed in terms of potential functionc by the for-
mulas

Nx5
1

a3

]4c

]x2 ]u2 , Nu5
1

a

]4c

]x4 , Nxu5
1

a2

]4c

]x3 ]u
,

~7!

w5L2~Ai j !c. ~8!

FIG. 1. Schematic sketch of the micropipet experiment.
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B. Fourier expansions

Because of symmetry of the pipet, we seek a solution of
Eq. ~1! in the form

c5(
n

cn~x!cosnu. ~9!

Assuming that the wall is under the action of known suction
pressurep0 inside the internal contour of the pipet and reac-
tive pressurep* between the internal and external contours
of the pipet, we obtain for the Fourier coefficients of pressure
p ~Spectoret al., 1996a!

pn~x!5
1

pn H po sin nf1~x!2p* @sin nf2~x!2sin nf1#,
0<x<Ri ,

2p* sin nf2~x!, Ri<x<Ro ,
~10!

p* 5
p0

a221
, a5

Ro

Ri
, ~11!

f15arcsin
~Ri

22x2!0.5

a
, ~12!

f25arcsin
~R2

o2x2!0.5

a
. ~13!

We seek Fourier coefficientscn(x) of potential function
c in the following form:

cn5exp lnx ~14!

Substituting Eqs.~14! and ~9! into Eq. ~1!, we obtain the
following characteristic equation,

F1~l2!F2~l2!1
l4

a2 50, ~15!

where

F15D11l
422~n221!

D1212D33

a2 l21
D22

a4 ~n221!2,

~16!

F25A22l
42n2

2A121A33

a2 l21
A11

a4 n4. ~17!

Equation~15! is an eighth-order equation of a special type.
The left-hand side in~15! is a polynomial in terms ofl2 that
has real coefficients. Consequently, the roots of Eq.~15! take
the form

l15m11 im2 , l25m31 im4 ,
~18!

l352l1 , l45l1,

l552l1, l652l2 , l75l2, l852l2. ~19!

Combining eigenfunctionscn @Eq. ~14!# for l1 and l4

5l1, we can represent them in the form

c* 5exp~m1x!sin m2x,c* 5exp~m1x!cosm2x. ~20!

The same representation of the eigenfunctions can be ob-
tained for the rest of the pairs of the roots~ln ,ln). This
analysis is similar to the traditional treatment of the charac-

teristic equations for circular cylindrical shells~e.g., Flugge,
1960; Gol’denveizer, 1961!. The range of the outer hair cell
length-over-radius ratios is about 4–18 for thein vivo con-
ditions. The cells used for the experimental conditions are
characterized by ratios in the range 10–15. Based on this, we
treat the cell as an infinite cylinder. To guarantee a decay of
the solution for highx, we choose half of the roots of Eq.
~15! that have the negative real parts. The corresponding
eigenfunctions take the form

c15exp~2m1x!sin m2x, c25exp~2m1x!cosm2x,
~21!

c35exp~2m3x!sin m4x, c45exp~2m3x!cosm4x,
~22!

wherem1.0 andm3.0. Finally, Fourier expansion of po-
tential functionc takes the form

c5(
n

@2C1c1~x!1C2c2~x!2C3c3~x!

1C4c4~x!#cosnu, ~23!

where Ci are the coefficients determined by the boundary
conditions.

C. Solution of the problem in terms of a Green’s
function

Following the technique developed for the isotropic case
~Spectoret al., 1996a!, we present a solution of the problem
in terms of a Green’s function. The solution of the specific
problem on the deformation of an infinite cylindrical shell
under the action of concentrated normal pressure

p~x,u!5d~x!cosnu ~24!

plays the role of such a function. Hered(x) is the Dirac
delta-function. Taking into account the symmetry of the mi-
cropipet action on the wall, we reduce the problem of the
Green’s function determination to the problem for a semi-
infinite shell with the following boundary conditions:

unux5050, ~25!

Nxu
n ux5050, ~26!

]wn

]x U
x50

50, ~27!

Qx
nux5050. ~28!

In conditions~25!–~28!, u is the longitudinal component of
the displacement andQx is the x component of the shear
force. Let f n(x,u) be a solution of the above formulated
boundary-value problem. Using it, we can express the radial
displacement in the original problem by the formula

w~x,u!52E
0

R0

(
n

f n~j2x,u!pn~j! dj, ~29!

where coefficientspn are given by Eq.~10!.
To solve the problem~25!–~28!, we express the force

and displacement components involved in the boundary con-
ditions ~25!–~28! in terms of potential functionc. For Nxu
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andw, such expressions are obtained from Eqs.~7! and~8!.
For Qx and u, the corresponding expressions are derived
from the following equations~Lukasiewicz, 1979!:

Qx52
]

]x FD11

]2w

]x2 1
D121D33

a2

]2w

]u2 1
D12

a2 wG , ~30!

u5
A12

a

]3c

]x3 1
A11

a3

]3c

]x]u2 . ~31!

Fourier expansions for the displacement and force compo-
nents take the form

Qx5(
n

(
i

Ci
Qc i~x!cosnu,

~32!

u5(
n

(
i

Ci
uc i~x!cosnu,

Nxu5(
n

(
i

Ci
Nc i~x!cosnu,

~33!

w5(
n

(
i

Ci
wc i~x!cosnu.

The expressions for coefficientsCi
Q , Ci

u , Ci
N , and Ci

w in
terms of coefficientsCi are determined by Eqs.~30!, ~31!,
~7!, and ~8!. These linear expressions can be represented in
the following compact form

Ci
Q5(

j
Bi j

QCj , Ci
u5(

j
Bi j

u Cj ~34!

Ci
N5(

j
Bi j

NCj , Ci
w5(

j
Bi j

wCj . ~35!

Based on Eqs.~34! and ~35! and the boundary conditions
~25!–~28!, we can determine coefficientsCi as

F C1

C2

C3

C4

G5@B#F 0
0
0

0.5
G cosnu, ~36!

where matrix@B# is expressed by the equation

@B#5F 0 B12
u 0 B14

u

0 B22
N 0 B24

N

0 m2B31
w 2m1B32

w 0 m4B33
w 2m3B34

w

0 B42
Q 0 B44

Q

G21

.

~37!

Finally, the Green’s function for our problem takes the form

f n~j2x,u!52C1
wc1~j2x!1C2

wc2~j2x!

2C3
wc3~j2x!1C4

wc3~j2x!, ~38!

where coefficientsCi
w are determined by the second equation

in formula ~35!, coefficientsCi are given by Eq.~36!, and
eigenfunctionsc i are given by Eqs.~21! and ~22!.

II. APPROXIMATE ANALYTICAL SOLUTION

A. Asymptotic analysis of the Fourier coefficients

We obtain now an approximate analytical solution by
keeping several leading terms in Fourier expansions and de-
riving asymptotic formulas for the corresponding coeffi-
cients. Our asymptotic approach is similar to one used by
Gol’denveizer~1961! in the analysis of isotropic cylindrical
shells. We usee5h2/12a2 as a small parameter for the
asymptotic estimates. Assuming that

u2m11 im2u→` when e→0 ~39!

and

u2m31 im4u→0 when e→0, ~40!

we develop the corresponding asymptotic analysis of Eq.
~15! in these two cases. In the case~39!, we keep the terms in
~15! with the lowest power in terms ofl. In case~40!, we
keep the terms in~15! with the highest power in terms ofl.
Solving the corresponding equations, we obtain the follow-
ing asymptotic formulas for the eigenvalues of Eq.~15!:

m15m25
&

2

~12n1n2!0.25

b0.25e0.25a
@1, b5E1E2

21, ~41!

m35m45
&

2

e0.25n~n221!0.5

~12n1n2!0.25b0.25a
!1. ~42!

We give now an asymptotic analysis of the boundary condi-
tions ~25!–~28!. Keeping the asymptotically leading terms in
the expression forNxu , we obtain the following equation:

Nxu
n ux5052m1

3~C22C1!12m3
3~C42C3!. ~43!

Assuming thatC1 andC2 , C3 andC4 are, respectively, the
same order of magnitude, we obtain the following estimates:

C1;C2;C3S m3

m1
D 3

;C3e1.5;C4e1.5. ~44!

Considering the boundary condition~25! and keeping the
asymptotically leading terms in the expression foru, we
have

unux5052
A12

a
m1

3~C22C1!2n2A11m3a3~C41C3!.

~45!

Based on estimates~44!, we conclude that the second term
on the right-hand side of Eq.~45! is much greater than the
first term. It leads to the following relationship:

C452C3 . ~46!

We consider now boundary condition~27!. Keeping the lead-
ing terms in the expression forw, we obtain

]wn

]x U
x50

54m1
5A22~C11C2!2

n4m3

a4 ~C31C4!. ~47!

Because of~44!, both terms on the right-hand side of~47! are
the same order of magnitude. Taking into account Eq.~46!,
we obtain

C152C2 . ~48!
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To find asymptotic expressions for coefficientsCi , we con-
sider the boundary condition~28!. Taking into account esti-
mates~44!, we derive an asymptotic formula

Qx
nux50516D11l1

7A22C2 . ~49!

From the boundary conditions~28!, we obtain

C252C15
cosnu~12n1n2!

32a2bm1
7e

, ~50!

C452C35
& cosnu~12n1n2!0.75b0.75a5

4n3~n221!0.75e0.75 . ~51!

Taking into account thatC4;C3@C1;C2 and keeping the
leading terms in the expression forw, we derive the follow-
ing asymptotic formula for the Green’s function:

f n~x,u!5
naA11

~n221!1.5

&

4

cosnu~12n1n2!0.75b0.75

e0.75

3@c3~x!1c4~x!#. ~52!

Notice that representation~52! is used for several low har-
monics in Fourier expansion of displacementw.

B. Analytical formula for the stiffness parameter and
its discussion

Substituting Eq.~52! into ~29!, we obtain

w~x,u!5
a&A11

4

~12n1n2!0.75b0.75

e0.75 (
n

n cosnu

~n221!1.5

3E
0

R0
exp@2m3~j2x!#@cosm3~j2x!

1sin m3~j2x!#pn~j! dj. ~53!

The results of the micropipet experiments are usually formu-
lated in terms of the stiffness parameter~e.g., Satoet al.,
1987!,

Ks5
p0Ri

2

w~0,0!
, ~54!

which is equal to the ratio of the integral suction force ap-
plied via the micropipet over the maximal normal displace-
ment caused by this force. Settingx50 andu50 in Eq.~53!
and substituting coefficientspn from Eq. ~10!, we obtain

w~0,0!5
&ap0Ri~12n1n2!0.75a1

0.75

pE11he0.75

a

a221

3(
n

1

~n221!1.5 @aI n~a i ,m3!2I n~a0 ,m3!#,

~55!

where

I n~h,m3!5E
0

1

sin~n arcsinh~12j2!0.5!

3exp~2m3haj!~cosm3haj1sin m3haj! dj.

~56!

Because of the equilibrium conditions for the shell as a
whole, the terms withn50 and n51 disappear from the
sum in Eq.~55! ~e.g., Gol’denveizer, 1961!. We keep three
leading terms in sum~55! and use an approximation

g~h,m3!5 (
n52

4
1

~n221!1.5 I n~A,m3!

'0.5A2~0.51m2!A210.2A3

5 f ~h,m!, ~57!

where

m5F e

~12n1n2!a1
G0.25

. ~58!

Substituting approximation~57! into Eq. ~55!, we obtain

w~0,0!5
&ap0Ri~12n1n2!0.75a1

0.75

pE11he0.75

a

a221

3@a f ~a i ,m!2 f ~a0 ,m!# ~59!

and

Ks5
&pE11he0.75Ri

2a~12n1n2!0.75b0.75

~a221!

a

1

a f ~a i ,m!2 f ~a0 ,m!
.

~60!

All components in Eqs.~59! and ~60! for w(0,0) and
Ks , except functiong(h,m3), are exactly reduced to the
corresponding expressions for the isotropic case if we set
E115E22 and n15n2 . Here we use a slightly different ap-
proximation of functiong than was used for the correspond-
ing function in the analysis of the isotropic case~Spector
et al., 1996a!. The reason for this difference is related to an
improved version of shell theory that we use for the current
analysis of the anisotropic case. Independent shear modulus
G enters the original governing equations, but the asymptotic
estimation shows that its effect on the stiffness parameter is
of a higher order of magnitude. This estimation is based on
an assumption that shear modulus is the same order of mag-
nitude that Young’s moduli. As a result, shear modulus dis-
appears from final expressions~59! and ~60!.

The developed technique can be routinely extended to
the case of a finite-length cylindrical shell with an arbitrary
position of the pipet along the wall. In this case, we have to
keep all eigenfunctions, including those with the positive real
parts, and find the additional constants from the conditions at
the edges of the cylinder. The substitution of the experimen-
tal data for the stiffness parameter~Sit et al., 1997; Popel
et al., 1995! transforms expression~60! into an equation in
terms of the elastic constants of the wall. In combination
with interpretation of some other experiments, this equation
leads to estimates of the elastic characteristics of the outer
hair cell wall ~Spectoret al., 1998!.
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The outer hair cell makes both passive and active contributions to basilar membrane mechanics. The
outer hair cell mechanics is strongly coupled to the elastic properties of the cell lateral wall. The
lateral wall experiences both in-plane deformations and bending under physiological and
experimental conditions. To characterize the outer hair cell wall, the model of an orthotropic
cylindrical shell is used. The elastic constants of the wall are estimated by solving a set of three
equations based on the analyses of three independent experiments. The first equation is derived from
a new interpretation of the micropipet experiment; the other two are obtained from the axial loading
and the osmotic challenge experiments. The two Young’s moduli corresponding to the longitudinal
and circumferential directions and two Poisson’s ratios are estimated. The longitudinal,
circumferential, and mixed modes of the bending stiffness are also estimated. The sensitivity of the
derived constants to the variation of the cell axial stiffness, which has been measured by several
independent groups, is examined. The new estimates are also compared with results obtained by
using the assumption of the wall isotropy. ©1998 Acoustical Society of America.
@S0001-4966~98!03702-3#

PACS numbers: 43.64.Ld, 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

The cochlear outer hair cell is considered an active ele-
ment that can add and transmit energy to the vibrating basilar
membrane. It has a substantial effect on the amplitude-
frequency response of the basilar membrane, and its electro-
motile properties~Brownell et al., 1985! may explain fine
tuning of the mammalian ear. The stiffness of the outer hair
cell is a critical characteristic for both the active addition and
the passive transmission of energy to the basilar membrane.

A full analysis of outer hair cell mechanics requires con-
sideration of the structural components that make up the cell.
The first estimates of the outer hair cell effective stiffness
were obtained based on a simplified isotropic single-layer
membrane model~Iwasa and Chadwick, 1992!. Spectoret al.
~1996a! arrived at a higher but consistent value for the outer
hair cell wall stiffness by using an isotropic single-layer shell
model and data from the micropipet experiment. Spector
et al. ~1996a! also estimated the effective bending stiffness
of the outer hair cell wall and showed that it had a high
bending resistance. Steeleet al. ~1993! and Tolomeo and
Steele~1995! provided an analysis of the anisotropic proper-
ties of the outer hair cell wall. By using the model of a
single-layer orthotropic membrane and combining data from
the experiment with axial loading and data from the experi-
ment with cell inflation, they showed that the in-plane prop-
erties of the wall were considerably anisotropic. Spector
et al. ~1996b! proposed the model of a three-layer aniso-
tropic shell with internal connections between the compo-

nents and used that model for the analysis of the composite
structure of the wall.

In the present paper, we use the model of a single-layer
orthotropic shell and estimate the in-plane and bending stiff-
nesses of the cell wall. To find the elastic constants of the
wall, we derive three equations based on a combination of
the data from three independent experiments. The first equa-
tion comes from a new interpretation of the micropipet ex-
periment ~Spectoret al., 1998!. The second equation is a
result of an interpretation of the experiment with osmotic
pressure change~Ratnanatheret al., 1996!. The last equation
is based on an interpretation of the experiment with axial
loading ~Holley and Ashmore, 1988!.

We give a general solution of these equations where the
results of the micropipet and axial loading experiments enter
as free parameters. This solution allows us to estimate the
elastic moduli for the values of experimental parameters cor-
responding to the data from several independent research
groups. We show that the values of Young’s moduli are
about 1023 N/m and that the wall is substantially aniso-
tropic. These data are consistent with the results of Steele
et al. ~1993! and Tolomeo and Steele~1995!, which were
derived by using a different combination of independent ex-
periments. We show that one of the Poisson’s ratios is
slightly higher than 0.5 and that the second is slightly lower
than 2. These values are close to the upper limits of Pois-
son’s ratios in a 2-D orthotropic material. We also estimate
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the longitudinal, circumferential, and mixed modes of the
bending stiffness and show that they are about 10216 Nm.

I. EQUATIONS FOR THE ELASTIC CONSTANTS

For the determination of the elastic constants character-
izing the outer hair cell wall, we use the model of an ortho-
tropic cylindrical shell. Anisotropy of the cell wall is related
to the difference between the properties of the filament net-
work and those of the crosslink network. Comprising the
cortical lattice, two networks are almost perpendicular to
each other and slightly inclined with respect to the natural
axes of the cell. The average angle of inclination was esti-
mated as 15° by Holley and Ashmore~1988! and 9° by Hol-
ley et al. ~1992!. We neglect this small angle and assume
that the principal axes of orthotropy are parallel to the lon-
gitudinal and circumferential directions. In this case, the
stress–strain relationships are characterized by two Young’s
moduli, E1 and E2 , two Poisson’s ratios,n1 and n2 , and
independent shear modulusG ~e.g., Lekhnitskii, 1981!.
Young’s moduli,E1 andE2 , correspond to the longitudinal
and circumferential directions, respectively. Poisson’s ratios,
n1 andn2 , correspond to the lateral deformations along the
longitudinal and circumferential directions, respectively.
ConstantsE1 , E2 , n2 , andn2 are not independent and are
related by the equation

n1

n2
5

E1

E2
. ~1!

The longitudinal, circumferential, and mixed modes of the
bending stiffness are expressed, respectively, by the follow-
ing formulas:

D115
E1h3

12~12n1n2!
, D225

E2h3

12~12n1n2!
, ~2!

D125
n1E2h3

12~12n1n2!
, ~3!

whereh is the thickness of the wall.
We now transform the expression for the stiffness pa-

rameter measured in the micropipet experiment@Eq. ~60!,
Spectoret al., 1998# to an equation in terms of unknown
elastic constants. This equation takes the form

~12n1n2!0.75b0.75

E1h
@a f ~a i ,m!2 f ~a0 ,m!#

5
&pe0.75Ri

2aKs

a221

a
, ~4!

where

b5
E1

E2
, a5

R0

Ri
, a i5

Ri

a
, a05

R0

a
, ~5!

e5
h2

12a2 , m5F e

~12n1n2!b G0.25

, Ks5
p0Ri

2

w~0,0!
. ~6!

Here,Ro andRi are, respectively, the outer and inner radii of
the pipet,a is the radius of the cell, andKs is the stiffness
parameter determined as a result of the micropipet experi-

ment. In this experiment, the length of the aspirated tongue
@radial displacementw(0,0) at the central point under the
pipet# is measured. Functionf (A,m) is determined by the
following formula ~Spectoret al., 1998!:

f ~A,m!50.5A2~0.51m2!A210.2A3. ~7!

We also use an equation that is based on an interpreta-
tion of the experiment with axial loading~Holley and Ash-
more, 1988; Russell and Schauz, 1995; Hallworth, 1995;
Chan and Ulfendahl, 1996!. The straightforward derivation
of this equation is based on two equilibrium equations for the
cylinder and the preservation condition for the liquid volume
inside the cell. The equation is written in terms of the wall
in-plane stiffnesses

C115
E1h

12n1n2
, C225

E2h

12n1n2
, C125

n1E2h

12n1n2
, ~8!

and, neglecting an electrical effect on the mechanical char-
acteristics, it takes the form

C112C1210.25C225ga . ~9!

Here

ga5
L

pa
ja ; ~10!

L is one-half of the cell length,a is the radius of the cell, and
ja is the measured axial stiffness of the cell as a whole. The
axial stiffness of the cell is defined as the ratio of the applied
axial force to the corresponding axial displacement of the
unfixed end of the cell.

The last equation necessary for the determination of the
elastic constants comes from an interpretation of the osmotic
pressure change experiment~Ratnanatheret al., 1996!

1.4C111C2222.7C1250. ~11!

By using Eqs.~9! and~11!, we can expressb andn1 in
terms ofC22:

b50.2512.08
ga

C22
, ~12!

n150.511.08
ga

C22
. ~13!

Substituting Eqs.~12! and ~13! into Eq. ~4! and taking into
account Eqs.~1! and~8!, we obtain the following equation in
terms ofC22:

0.520.2~a01a i !

F1~C22!
1S e

ga
D 0.5 1

F2~C22!

5
&pe0.75Ri~a221!ga

0.25

2aKsaa0~a02a i !
, ~14!

where

F15C22
0.75S 121.17

ga

C22
D 0.25

, ~15!

F25C22
0.25S 121.17

ga

C22
D 1.25

. ~16!
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Solving Eq. ~14! and substituting the results into~12! and
~13!, we determineC22, b5C11/C22, andn1 . The Young’s
modulus corresponding to the longitudinal direction is deter-
mined by the equation

E1h5gaS 121.08
ga

C22
D . ~17!

The other constants can be calculated from Eqs.~1!–~3! and
~8!. As a result of the solution of Eq.~14!, we obtain the
graphs forC22, b21, andn1 versus stiffness characteristic
ga shown in Figs. 1–3. For each parameter, we give three
curves corresponding to three values of stiffness parameter
Ks . The intervals

1023 N/m,ga,1022 N/m ~18!

and

0.531023 N/m,Ks,1023 N/m ~19!

chosen for Figs. 1–3 can be used for the analysis of all
available experimental data~see below!, as well as for the
calculation of the wall moduli that will be based on future
experiments.

II. ESTIMATION OF THE STIFFNESS
CHARACTERISTICS AND DISCUSSION OF RESULTS

Several independent groups have measured the axial
stiffness of the outer hair cell. The data of Holley and Ash-

more ~1988!, Russell and Schauz~1995!, and Chan and Ul-
fendahl ~1996!, corresponding to an average 60–65-mm
length of the cell, fall inside the range

1023 N/m<ga<231023 N/m. ~20!

The latest data of Hallworth~1997! for cells of the same
length give

ga'6.631023 N/m. ~21!

We substitute the stiffness parameter along with the di-
mensions of the pipet~Popel et al., 1995; Sitet al., 1997!
and use the axial stiffness value from Holley and Ashmore’s
~1988! experiment. The corresponding in-plane and bending
stiffnesses are given in column 1 of Table I. To characterize
the stiffness of the outer hair cell relative to some other types
of cell, we compare it with the stiffness of the red blood cell.
This cell, structurally somewhat similar to the outer hair cell,
has a liquid core that is bounded by a composite membrane
including a lipid bilayer and a cytoskeleton. Our results show
that the in-plane and bending stiffnesses of the outer hair cell
are both about three orders of magnitude greater than those
of the red blood cell~Evans and Skalak, 1980!. The in-plane
stiffness of the outer hair cell wall is four to five orders of
magnitude greater than that of neutrophils~Schmid-
Schönbein, 1987!. On the other hand, the obtained stiffness
is about four orders of magnitude lower than that for the
Deiter cells~Tolomeo and Holley, 1997!. The Deiter cells,
located in the cochlea between the outer hair cells and the
basilar membrane, transduce the deformations of the outer
hair cells into forces affecting vibration of the basilar mem-
brane.

The ratios of Young’s moduli in Table I and in Fig. 2
indicate substantial anisotropy of the outer hair cell wall. For
the axial stiffness within the range~20!, the ratio of the cir-
cumferential modulus over the longitudinal modulus is close
to 4. For Hallworth’s~1997! data, this ratio is about 3.

An interesting feature of the obtained results is related to
the values of Poisson’s ratios. The basic mathematical analy-
sis valid for any 2-D orthotropic material gives the following
upper bounds for Poisson’s ratios:

n1<AE1

E2
, n2<AE2

E1
. ~22!

FIG. 3. Poisson’s ration1 versus cell axial stiffness characteristicga ; ---
Ks51, ——— Ks50.75, and –•– Ks50.5.

FIG. 1. Circumferential stiffnessC22 versus cell axial stiffness characteristic
ga ; --- Ks51, ——— Ks50.75, and –•– Ks50.5.

FIG. 2. Ratio of the circumferential Young’s modulus over the longitudinal
Young’s modulus versus cell axial stiffness characteristicga ; --- Ks51,
——— Ks50.75, and –•– Ks50.5.
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These inequalities are necessary and sufficient for the posi-
tiveness of the elastic energy of the material. We can point
out that for the material of the outer hair cell wall, Poisson’s
ratios almost reach their upper limits. It is especially clear
from Eqs. ~12! and ~13! where the ratio ga /C22 is
1023– 1022 if ga is within the range~20!. This means that
one Poisson’s ratio has to be slightly greater than 0.5, the
second one has to be slightly lower than 2, and the ratio of
Young’s moduli should be near 4. For the data of column 1
of Table I, the difference between the lower Poisson’s ratio
and the corresponding upper limit is 0.3%, and it does not
exceed 3.5% up to ga56.631023 N/m (Ks50.75
31023 N/m). To obtain the upper limits for Poisson’s ra-
tios, we need to calculate the ratios of Young’s moduli on
the right-hand side of the inequalities~22!. Notice that it has
to be done based on the exact expression~12!. The Young’s
moduli in Table I present the values rounded up to two sig-
nificant digits.

We give a possible explanation of such properties of the
obtained values of Poisson’s ratios. Our model and the ob-
tained data characterize an effective layer that reflects prop-
erties of the major wall components~the subsurface cister-
nae, the cortical lattice, and the plasma membrane!. The
elastic parameters of the components have not been deter-
mined. However, it is unlikely that Poisson’s ratios of the
cortical lattice and the subsurface cisternae reach their upper
limits. The cortical lattice is a composition of two almost
perpendicular networks, and its Poisson’s ratio should be
small. The subsurface cisternae is a relatively thick~about
30–40 nm! 3-D structure that can be considered isotropic.

This means that its Poisson’s ratio is somewhere between 0
and 0.5. The plasma membrane is a 2-D thin~about 5 nm!
isotropic layer that is a lipid bilayer with relatively rigid
protein inclusions. The limiting value of Poisson’s ratio in
this case is 1, and it corresponds to an incompressible mate-
rial. It is known that lipid bilayers have low compressibility
~Evans and Skalak, 1980!. Thus, the obtained values of the
effective Poisson’s ratios may be a manifestation of the low
compressibility of the outer hair cell plasma membrane.

For comparison with our results, we calculated Young’s
moduli, Poisson’s ratios, and bending stiffnesses based on
the values of stiffnessesC11, C12, and C22 published by
Steeleet al. ~1993! and Tolomeo and Steele~1995!. Their
data were extracted from a different set of independent ex-
periments@a combination of the axial loading experiment by
Holley and Ashmore~1988! and the inflation experiment by
Iwasa and Chadwick~1992!#. Notice that we interpreted Hol-
ley and Ashmore’s~1988! experiment~Eq. 9! slightly differ-
ently than did Tolomeo and Steele~1995!. The additional
terms in Tolomeo and Steele’s~1995! version describe
strains of the electrical nature that occur during axial loading
of the cell. However, these additional terms are very small,
and quantitatively the discrepancy between two interpreta-
tions is negligible. Comparing the data in columns 1 and 4,
we can see that our values of Young’s moduli and Poisson’s
ratios are in a good agreement with the results of Steeleet al.
~1993! and Tolomeo and Steele~1995!. The range of our
Young’s moduli is also consistent with effective Young’s
modulus extracted by Tolomeoet al. ~1996! from an experi-

TABLE I. The elastic moduli and bending stiffness of the outer hair cell wall.

Present
orthotropic

model
~cell stiffness
data froma!

Present
orthotropic

model
~cell stiffness
data fromb!

Isotropic
modelc

Orthotropic
model

~interpretation
of data fromd,e!

Isotropic
modelf

Young’s
modulus,
E1h, N/m

1.231023 1.631023 3631023 0.9831023 2531023

Young’s
modulus,
E2h, N/m

4.831023 6.431023 3631023 3.431023 2531023

Poisson’s
ratio, n1

0.5016 0.5026 0.9 0.5179 0.82

Poisson’s
ratio, n2

1.979 1.971 0.9 1.81 0.82

Bending
stiffness,
D11 , N3m

1.7310216 1.4310216 1.6310216 0.1310216 0.6310216

Bending
stiffness,
D12 , N3m

3.4310216 2.8310216 1.4310216 0.2310216 0.5310216

Bending
stiffness,
D22 , N3m

6.8310216 5.6310216 1.6310216 0.5310216 0.6310216

aHolley and Ashmore~1988!.
bRussell and Schauz~1995!.
cSpectoret al. ~1996!.
dSteeleet al. ~1993!.
eTolomeo and Steele~1995!.
fIwasa and Chadwick~1992!.
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ment with three-point bending. In that analysis, the outer hair
cell was treated as a one-dimensional beam.

In column 3, we present the data derived by using the
assumption of the wall isotropy. These data were obtained
from the combination of the results of the micropipet and the
osmotic challenge experiments. Thus in our analysis of the
isotropic model, we used two of three experiments on which
the current orthotropic model is based. Comparing the data
for the present orthotropic model~column 1! with that for the
isotropic model~column 3!, we can conclude that Young’s
modulus derived from the assumption of the wall isotropy
gives a several-fold overestimate. Another confirmation of
this overestimate comes from comparison of Young’s moduli
in columns 4 and 5. The isotropic model by Iwasa and Chad-
wick ~1992! used the same experimental data with cell infla-
tion as the orthotropic model by Steeleet al. ~1993! and
Tolomeo and Steele~1995!. The ratio of Young’s modulus
of the isotropic model of column 5 to the longitudinal~cir-
cumferential! Young’s modulus of the orthotropic model of
column 4 is about the same as the corresponding ratio calcu-
lated for the columns 3 and 1. In terms of Poisson’s ratios,
the value of Poisson’s ratio corresponding to the isotropic
model is between the values of the two Poisson’s ratios for
the orthotropic model. This is valid for the data of both col-
umn 3 and column 5.

To characterize the sensitivity of the derived moduli
with respect to the results of the axial stiffness measurement,
in column 2 we present the data obtained from the Russel
and Schauz ~1995! experiment (ga'1.6
31023 N/m). The substitution of them for the Holley and
Ashmore ~1988! data gives about 35% greater and 20%
lower, respectively, in-plane and bending stiffnesses. The
substitution of the Chan and Ulfendahl~1996! value of the
cell axial stiffness (ga'1.5631023 N/m) results in the data
falling between those in columns 1 and 2, closer to the Rus-
sell and Schauz~1995! data. The value of the axial stiffness
from the Hallworth~1995, 1997! data results in the longitu-
dinal Young’s modulus about 5.5 times greater than that for
the data from Holley and Ashmore~1988! and about four
times than that for Russell and Schauz~1995!. For the cir-
cumferential Young’s modulus, the differences are about
four and three times, respectively. The data in Figs. 1–3
show that all qualitative conclusions regarding properties of
the anisotropic outer hair cell wall are valid up toga

51022 N/m.
The obtained elastic constants characterizing the effec-

tive passive properties of the outer hair cell wall are also
important for the analysis of the active properties of this cell.
This is because the molecular motors that are likely respon-
sible for the active cell length changes work against the pas-
sive resistance of the surrounding material of the wall. The
in-plane and bending moduli are characteristics necessary for
developing advanced models of the hearing process where
the outer hair cell is a crucial part of the multicomponent
cochlear mechanics.

ACKNOWLEDGMENTS

The work was supported by research grants DC02775
from National Institute of Deafness and Other Communica-

tion Disorders and KO1 AG00732 from National Institute of
Aging. We would like to thank Dr. Richard Hallworth for
providing us with his latest experimental data.

Brownell, W. E., Bader, C. D., Bertrand, D., and de Ribaupierre, Y.~1985!.
‘‘Evoked mechanical responses of isolated cochlear outer hair cells,’’ Sci-
ence224, 194–196.

Chan, E., and Ulfendahl, M.~1996!. ‘‘Compression stiffness of isolated
guinea-pig outer hair cell,’’ inAbstracts of the 19th Annual Meeting of the
Association for Research in Otolaryngology, Des Moines, IA, p. 62.

Evans, E. A., and Skalak, R.~1980!. Mechanics and Thermodynamics of
Biomembranes~CRC, Boca Raton!.

Hallworth, R. ~1995!. ‘‘Passive compliance and active force generation in
the guinea pig outer hair cell,’’ J. Neurophysiol.74, 2319–2329.

Hallworth, R. ~1997!. ‘‘Modulation of OHC force generation and stiffness
by agents known to affect hearing,’’Diversity in Auditory Mechanics,
edited by E. R. Lewis, G. R. Long, R. F. Lyon, P. M. Narins, C. R. Steele,
and E. Hecht-Poinar~World Scientific, Singapore!, pp. 524–530.

Holley, M. C., and Ashmore, J. F.~1988!. ‘‘A cytoskeletal spring in co-
chlear outer hair cell,’’ Nature~London! 335, 635–637.

Holley, M. C., Kalinec, F., and Kachar, B.~1992!. ‘‘Structure of the cortical
cytoskeleton in mammalian outer hair cell,’’ J. Cell. Sci.102, 569–580.

Iwasa, K. H., and Chadwick, R. S.~1992!. ‘‘Elasticity and active force
generation of cochlea outer hair cells,’’ J. Acoust. Soc. Am.92, 3169–
3173.

Lekhnitskii, S. G.~1981!. Theory of Elasticity of an Anisotropic Body~Mir
Publishers, Moscow, Russia!.

Popel, A. S., Ratnanather, J. T., Spector, A. A., Sit, P. S., Jerry, R. A., and
Brownell, W. E.~1995!. ‘‘Mechanics of the cochlear outer hair cells,’’ in
Proceedings of the Fourth China-Japan-USA-Singapore Conference on
Biomechanics, edited by G. Yang, K. Hayashi, S. L.-Y. Woo, and J. C. H.
Goh ~Beijing International Academic Publishing, China!, pp. 433–436.

Ratnanather, J. T., Zhi, M., Brownell, W. E., and Popel, A. S.~1996!. ‘‘The
ratio of elastic moduli of cochlear outer hair cells derived from osmotic
experiments,’’ J. Acoust. Soc. Am.99, 1025–1028.

Russell, I. J., and Schauz, C.~1995!. ‘‘Salicylate ototoxicity: effects of the
stiffness and electromotility of outer hair cells isolated from the guinea pig
cochlea,’’ Aud. Neurosci.1, 309–320.

Schmid-Scho¨nbein, G. W.~1987!. ‘‘Rheology of leukocytes,’’ inHandbook
of Bioengineering~McGraw–Hill, New York!, pp. 13.1–13.25.

Sit, S. P., Spector, A. A., Lue, A. J.-C., Popel, A. S., and Brownell, W. E.
~1997!. ‘‘Micropipet aspiration of the outer hair cell lateral wall,’’ Bio-
phys. J.72, 2812–2819.

Spector, A. A., Brownell, W. E., and Popel, A. S.~1996a!. ‘‘A model of
cochlea outer hair cell deformations in micropipette experiments: an ana-
lytical solution,’’ Ann. Biomed. Eng.24, 241–249.

Spector, A. A., Brownell, W. E., and Popel, A. S.~1996b!. ‘‘A model of
elastic properties of cell membranes,’’ inContemporary Research in Me-
chanics and Mathematics of Materials, edited by R. C. Batra and M. F.
Beatty ~International Center for Numerical Methods in Engineering, Bar-
celona, Spain!, pp. 55–66.

Spector, A. A., Brownell, W. E., and Popel, A. S.~1998!. ‘‘Analysis of the
micropipet experiment with the anisotropic outer hair cell wall,’’ J.
Acoust. Soc. Am.103, 1001–1006.

Steele, C. R., Baker, G., Tolomeo, J., and Zetes, D.~1993!. ‘‘Electrome-
chanical models of the outer hair cell sensory systems,’’ inBiophysics of
Hair Cell Sensory Systems, edited by H. Duifuis, J. W. Horst, P. van Dijk,
and S. M. van Netten~World Scientific, Singapore!, pp. 207–214.

Tolomeo, J. A., and Steele, C. R.~1995!. ‘‘Orthotropic properties of co-
chlear outer hair cell wall,’’ J. Acoust. Soc. Am.97, 3006–3011.

Tolomeo, J. A., Steele, C. R., and Holley, M. C.~1996!. ‘‘Mechanical prop-
erties of the lateral cortex of mammalian auditory outer hair cells,’’ Bio-
phys. J.71, 421–429.

Tolomeo, J. A., and Holley, M. C.~1997!. ‘‘The function of the cytoskel-
eton in determining the mechanical properties of epithelial cells within the
organ of Corti,’’ in Diversity in Auditory Mechanics, edited by E. R.
Lewis, G. R. Long, R. F. Lyon, P. M. Narins, C. R. Steele, and E. Hecht-
Poinar~World Scientific, Singapore!, pp. 556–562.

1011 1011J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Spector et al.: Elastic constants of outer hair cell wall



Masking by sinusoidally amplitude-modulated tonal maskersa)
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In experiment 1, masking patterns were obtained with a tonal masker that was sinusoidally
amplitude modulated~SAM! at a rate of 8 Hz and a depth (m) of 1.0. The signal was centered at
a masker peak or masker valley. Masker frequency (f m) was 750, 1350, or 2430 Hz, and signal
frequency (f s) ranged from 0.8 to 1.62f m . Thresholds were generally higher for a signal in a
masker peak than in a masker valley. The magnitude of this peak-to-valley~PV! difference was
governed byf s / f m , rather than byf s , and was largest forf s. f m . The PV differences were
smallest at the lowestf m , at least whenf s. f m . In experiment 2, growth-of-masking functions were
measured~f m51350 Hz, f s51.44f m!. The masker was modulated at a depth (m) of 1.0, 0.75, or
0.50. These thresholds were compared with those obtained with an unmodulated masker in forward
or simultaneous masking. The comparisons suggest that thresholds for a signal at a peak of an 8-Hz
SAM masker are due to simultaneous masking, while those in a valley are due primarily to forward
masking whenm51.0 or simultaneous masking whenm50.75 or 0.50. For these masker depths,
the PV difference first increased but then decreased as masker level increased from 60 to 90
dB SPL. This was a consequence of the slope of the masking function for peak placement changing
from a value greater than 2.0 to a value of 1.0 at the highest signal levels~an effect that was also
observed with the unmodulated simultaneous masker!, a result that may be understood in terms of
basilar membrane nonlinearity. ©1998 Acoustical Society of America.@S0001-4966~98!05202-3#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@JWH#

INTRODUCTION

Maskers with slowly fluctuating envelopes may produce
less masking than those with relatively flat envelopes~Egan
and Hake, 1950; Fastl, 1975; Buus, 1985; Mott and Feth,
1986; Moore and Glasberg, 1987; van der Heijden and Kohl-
rausch, 1995; Nelson and Schroder, 1996!. This masking re-
lease has been attributed to the ability of subjects to utilize
periods of low masker energy~or to ‘‘listen in the valleys’’!
to improve signal detection~Fastl, 1975; Buus, 1985; Mott
and Feth, 1986; Moore and Glasberg, 1987!. A related ex-
planation was proposed by Buus~1985!, who suggested the
release may be due to enhanced signal detection as a result of
comodulation masking release~CMR!. Threshold improve-
ment due to CMR is contingent upon the presence of masker
energy within auditory filters centered away from that of the
signal. If the masker energy is slowly varying in amplitude,
and if the variations are coherent across all involved auditory
filters, it is thought that the auditory system makes use of
across-channel comparisons of the temporal envelope of the
stimulus to aid in signal detection. Both of these hypotheses,
‘‘listening in the valleys’’ and CMR, require adequate tem-
poral resolution that will yield an internal representation of
the fluctuating masker envelope that is reasonably faithful to
that of the external stimulus.

The auditory processing underlying the masking release
also presumably underlies the difference in masking that is

observed when comparing the thresholds for a brief signal
placed during a peak versus a valley of a fluctuating masker
~Zwicker and Schu¨tte, 1973; Zwicker, 1976a, b, c; Nelson
and Swain, 1996!. These two thresholds, comprising the
peak-to-valley~PV! difference, represent two points on a so-
called masking period pattern~Zwicker, 1976a, b, c!.

The results published thus far have consistently shown
that there is a sizeable temporal effect~masking release or
PV difference! when the signal frequency (f s) is higher than
the masker frequency (f m), but that there is little or no tem-
poral effect whenf s is lower thanf m ~Egan and Hake, 1950;
Zwicker, 1976c; Buus, 1985; Mott and Feth, 1986; Moore
and Glasberg, 1987; Glasberg and Moore, 1994; van der
Heijden and Kohlrausch, 1995; Nelson and Schroder, 1996;
Nelson and Swain, 1996!. Mott and Feth~1986! suggested
that the reduced temporal effect for the conditions wheref s

is lower thanf m could be attributed to the poorer temporal
resolution of the~relatively narrow! auditory filters centered
at the lower signal frequencies~i.e., they suggested that the
smaller masking release observed whenf s is lower thanf m is
tied to the frequency of the signalper se, rather than to the
frequency of the signal relative to that of the masker!. This
explanation seems unlikely, however, based on other results
in the literature. For example, Glasberg and Moore~1994!
found little or no masking release for signal frequencies of
250, 1000, or 4000 Hz~f s'0.83 or 0.91f m!, even though
the bandwidths of the auditory filters centered at 1000 and
4000 Hz, if not at 250 Hz, would be sufficiently wide to
impose little or no smoothing of the envelope fluctuations of
their 16-Hz-wide noise masker. Furthermore, the fact that
Glasberg and Moore~1994! did not observe a masking re-

a!Portions of this research were presented at the 133rd meeting of the Acous-
tical Society of America@M. J. Gregan, S. P. Bacon, and J. Lee, ‘‘Masking
of pure tones by sinusoidally amplitude modulated tonal maskers,’’ J.
Acoust. Soc. Am.101, 3147~A! ~1997!#.

b!Corresponding author; electronic mail: spb@asu.edu
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lease at 4000 Hz~in the presence of a masker centered at
4400 or 4800 Hz!, whereas Mott and Feth~1986! did ~but in
the presence of a masker centered at 1500 Hz!, suggests that
the masking release is more closely tied to processing influ-
enced by the frequency of the signalrelative to that of the
masker, rather than to processing influenced by the fre-
quency of the signalper se. Further support for this can be
observed in a recent paper by Nelson and Swain~1996; their
Fig. 3!, in which they show that the PV differences that they
observe with a 500-Hz masker are similar in magnitude to
those observed by Zwicker~1976c! with a 1000-Hz masker,
as long as the PV difference is plotted as a function of
f s / f m .

The influence off s / f m on the size of the temporal effect
may be understood in terms of the way in which the
masker’s excitation grows with level at the place correspond-
ing to f s ~i.e., it may reflect the way in which the response of
the basilar membrane grows with masker level at the place
corresponding tof s!. In terms of psychophysics, this is akin
to suggesting that the size of the effect is influenced by the
growth-of-masking function~Zwicker, 1976c; Moore and
Glasberg, 1987!. If masked thresholds are governed by the
instantaneous level of the masker at the time of signal pre-
sentation, then the difference between the threshold for a
signal at a masker peak and that for a signal at a masker
valley ~i.e., the PV difference! could be predicted from
growth-of-masking functions. In other words, the two thresh-
olds obtained may be considered as representing two points
along a growth-of-masking function, one for the masker
level at the peak and the other for the masker level at the
valley. The difference between the two thresholds, then,
would depend upon the slope of that growth-of-masking
function: the steeper the slope, the greater the threshold dif-
ference. Masking functions in simultaneous masking have a
slope greater than 1.0 whenf s is higher thanf m , and a slope
less than 1.0 whenf s is lower than f m ~Wegel and Lane,
1924; Egan and Hake, 1950; Scho¨ne, 1977; Bacon and
Viemeister, 1985; Stelmachowiczet al., 1987; Murnane and
Turner, 1991!. Thus the steeper function whenf s is higher
than f m is certainly consistent with the possibility that the
greater temporal effect for those conditions is due to process-
ing influenced by the relative frequency of the signal.

Although the results in the literature suggest that the
temporal effect is influenced byf s / f m rather than byf s , the
evidence exists in the form of comparisons across studies
that have used different subjects and, more importantly, dif-
ferent stimulus parameters, such as masker level and masker
fluctuation rate. Indeed, no single study has specifically ad-
dressed the issue of whether this temporal effect in masking
is influenced byf s / f m rather than byf s . This was one of the
purposes of the first experiment. The approach was to mea-
sure masking patterns for three separate masker frequencies
for both a peak and valley signal placement, and to compare
the PV difference for various signal frequencies, both when
they were higher in frequency than a masker and when they
were lower in frequency than a masker. If the magnitude of
the effect were dependent upon processing influenced byf s

per se, this situation should result in the same PV difference
regardless off m . Alternatively, if the PV difference were

dependent upon processing influenced byf s / f m , the amount
of release at a givenf s would depend uponf m . The other
purpose of the first experiment was to examine whether the
size of the temporal effect, for a givenf s / f m , is dependent
upon f m . As noted above, Nelson and Swain~1996! showed
that the PV differences they obtained with a 500-Hz masker
were similar to those obtained by Zwicker~1976c! using a
1000-Hz masker, when the comparisons were made at simi-
lar f s / f m ratios. Experiment 1 extends that by evaluating a
wider range of masker frequencies, and making the compari-
sons within the same group of subjects.

I. EXPERIMENT 1: MASKING PATTERNS

A. Apparatus and stimuli

The sinusoidally amplitude-modulated~SAM! masker
was digitally generated and produced at a 20-kHz sampling
rate. The output of the digital-to-analog converter~TDT
DA1! was low-pass filtered at 8 kHz~Kemo VBF 25.01; 135
dB/oct!. The masker can be described by the following equa-
tion:

@11m sin~2pFmt1f!#sin~2p f mt1u!,

wherem represents the modulation depth,Fm represents the
modulator frequency,f represents the modulator phase
~which was 270°!, f m represents the masker carrier fre-
quency, andu represents the carrier phase~which was 0°!.
The masker was presented at a level of 80 dB SPL. It was
modulated at a rate of 8 Hz and a depth of 1.0. Masker
duration was 500 ms; no rise/fall was incorporated, other
than that imposed by the modulation.

The signal was a sinusoid, digitally generated and pro-
duced at a 20-kHz sampling rate~TDT DA1! and low-pass
filtered at 8 kHz~Kemo VBF 25.01; 135 dB/oct!. The start-
ing phase was 90°. Signal duration was 30 ms, including a
15-ms cos2 rise/fall time~i.e., there was no steady state!. The
onset of the signal was delayed relative to the onset of the
masker by either 172 ms~to be centered in the second
masker peak! or 235 ms~to be centered in the second masker
valley!. The level of the signal was varied adaptively via a
programmable attenuator~Wilsonics PATT!.

The frequency of the masker was 750, 1350, or 2430 Hz.
The frequency of the signal was 0.8, 0.9, 0.95, 1.0, 1.2, 1.44,
or 1.62f m . When f s was greater thanf m , a low-pass noise
was presented continuously to mask potential cues due to the
detection of the cubic difference tone~CDT! 2 f m2 f s . The
noise ~GenRad 1381! was low-pass filtered~Kemo VBF
25.01; 135 dB/octave! at a cutoff frequency equal to the
CDT that would be present whenf s / f m51.2. Therefore, the
cutoff frequency was fixed for a givenf m . The spectrum
level of the noise was 20 dB SPL.

The masker, signal, and low-pass noise were added to-
gether before being presented monaurally~right ear! through
a TDH-49P headphone mounted in an MX/51 cushion.

B. Procedure

Testing was completed in a double-walled, sound-
treated booth for both quiet and masked thresholds. An adap-
tive, two-interval, forced-choice paradigm with a three-
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down, one-up decision rule that tracked 79.4% correct
performance~Levitt, 1971! was employed. Each run con-
sisted of 60 trials. A 4-dB step size was used for the first two
reversals, after which the step size decreased to 2 dB. The
first two reversals~three, if the total number of reversals was
odd! were discarded, and the threshold estimate for a given
run consisted of the average of the signal levels at the re-
maining reversal points. Runs were discarded if the standard
deviation of the threshold estimate was greater than 5 dB or
if the number of reversals used for the threshold estimate was
less than six; this rarely happened. Three estimates of thresh-
old were averaged to produce an overall threshold for a par-
ticular subject and condition. If the standard deviation of this
average was greater than 3 dB, an additional estimate was
obtained and included in the average. This continued until
either the standard deviation of the final threshold average
was less than 3 dB, or a total of six threshold estimates were
obtained. Most~92%! of the thresholds reported here had
standard deviations less than 3 dB.

C. Subjects

Four subjects participated. All had thresholds of 15 dB
HL or less ~ANSI, 1989! for octave test frequencies from
250 to 4000 Hz. Each subject received 3–6 h of training
prior to data collection. Subjects ranged in age from 22 to 26
years. One subject~S1! was the first author; the other three
subjects~S2, S3, and S4! were paid an hourly wage for their
participation.

D. Results and discussion

Figure 1 shows the masking patterns obtained when the
signal was at a masker peak~filled symbols! and when it was
in a masker valley~unfilled symbols!. The results for the
individual subjects and those averaged across subjects are
shown in separate panels. The low-frequency and especially
the high-frequency slopes of the masking patterns were no-
ticeably steeper when the signal was in a masker valley. The

especially large differences on the high-frequency side be-
tween the two masking patterns for a givenf m confirm pre-
vious findings that the PV difference or masking release is
especially pronounced whenf s is higher thanf m ~Egan and
Hake, 1950; Mott and Feth, 1986; Nelson and Swain, 1996!.
Moreover, the magnitude of the effect observed here is con-
sistent with that observed previously~Buus, 1985; Moore
and Glasberg, 1987; Nelson and Schroder, 1996; Nelson and
Swain, 1996!.

The arrows in each panel denote the signal frequencies
for which a masked threshold was obtained both when the
signal was higher in frequency than a masker, and when it
was lower in frequency than a masker. An important finding
revealed in the present results is that, for a givenf s , the PV
difference was more pronounced whenf s was higher thanf m

than whenf s was lower thanf m . This is seen more clearly in
Fig. 2, in which the PV difference is plotted as a function of
f s . The arrows have the same meaning as in Fig. 1. There
are 16 conditions~4 signal frequencies for 4 subjects! which
provide a test of whether the PV difference is determined by
f s per se, or whether it is determined byf s relative to f m .
For 13 of the 16 conditions, the difference was larger when
f s was higher thanf m than whenf s was lower thanf m . For
the other three conditions~1080 Hz for S3 and S4; 1216 Hz
for S4! the PV difference was essentially the same, regard-
less of whetherf s was higher or lower thanf m . Averaged
across all 16 conditions, the PV difference was 30 dB when
f s was higher thanf m , but only 18 dB whenf s was lower
than f m . Thus overall, it appears that it is the frequency of
the signal relative to the masker that determines the magni-
tude of the temporal effect.

The PV differences in Fig. 2 have been replotted in Fig.
3 as a function off s / f m , in order to see more clearly
whether the size of the temporal effect for a given frequency
ratio depends uponf m . In general, the PV differences are
similar across the three masker frequencies at the four lowest
frequency ratios (f s / f m<1.0). At the three highest-
frequency ratios (f s / f m.1.0), however, the PV differences
are clearly smallest for the lowestf m ~750 Hz!, but are simi-
lar to one another at the two highest masker frequencies
~1350 and 2430 Hz!. These results thus suggest that the PV
difference depends at least somewhat uponf m , a conclusion

FIG. 1. Individual and mean masking patterns. The filled symbols represent
thresholds obtained with the signal at a masker peak and the unfilled sym-
bols represent thresholds obtained with the signal in a masker valley.
Masker frequencies of 750, 1350, and 2430 Hz are represented by the tri-
angles, squares, and circles, respectively. The arrows denote the signal fre-
quencies for which a masked threshold was obtained both when a masker
was higher in frequency than the signal, and when one was lower in fre-
quency than the signal.

FIG. 2. Individual and mean peak-to-valley~PV! differences. Masker fre-
quencies of 750, 1350, and 2430 Hz are represented by triangles, squares,
and circles, respectively. The arrows have the same meaning as for Fig. 1.
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that may seem at odds with the one that might be drawn from
Fig. 3 in Nelson and Swain~1996!. In that figure, the PV
differences at variousf s / f m ratios are shown to be similar
for a 500-Hz ~data from Nelson and Swain, 1996! and
1000-Hz masker~data from Zwicker, 1976c!. It is unclear
why an effect off m was observed here and not in the com-
parisons across the two other studies. Although it could be
related to the fact that the comparisons made here were
within a single group of subjects tested with comparable
stimuli across frequency, another possibility is that it is re-
lated to the choice of masker frequencies. In particular, if the
PV differences are smaller for masker frequencies below
about 1000 Hz than they are for masker frequencies above
that, then an effect off m would only be observed when
masker frequencies are sampled both below and above 1000
Hz ~as was done here!. Additional research should clarify the
situations in which an effect off m exists.

II. EXPERIMENT 2: MASKING FUNCTIONS

A. Rationale

Although it is possible, as suggested in the Introduction,
that the PV difference for a fluctuating masker could be pre-
dicted by considering two points on a single growth-of-
masking function~where one masker level represents the
masker valley and one represents the masker peak!, it is also
possible that more than one type of masking could influence
threshold. In that case, nosinglegrowth-of-masking function
could accurately predict the PV difference. Consistent with
this are results from Moore and Glasberg~1987!. They de-
termined that the amount of masking seen in the valley of a
100% SAM masker is greater than would be expected if the
masking were due solely to simultaneous masking during
periods of low masker energy. They hypothesized that mask-
ing during envelope valleys is probably due to a combination
of simultaneous masking from the masker energy in the val-
ley and forward masking from the preceding masker peak.
Recent results from Nelson and Swain~1996! yield further
support for the possibility that forward masking may influ-
ence the threshold for a signal in the valley of a modulated
masker. Using a 100% SAM tone as a masker, they mea-
sured growth-of-masking functions for conditions where the
signal’s temporal location coincided with either a masker

peak or a masker valley. Their masking functions~f s higher
than f m! had a slope greater than 1.0 when the signal coin-
cided with a masker peak, but a slope less than 1.0~consis-
tent with forward-masking results, where slopes are typically
less than those seen in simultaneous masking! when the sig-
nal coincided with a masker valley. Although it seems likely
that forward masking would influence threshold when the
signal is located in a masker valley, this has thus far not been
explicitly evaluated.

For a given modulation rate, the influence of forward
masking would most likely depend upon the modulation
depth of the masker; specifically, forward masking would
exert a greater influence on masked thresholds in conditions
with large modulation depths, while thresholds in conditions
with smaller depths would be influenced more by simulta-
neous masking or perhaps a combination of simultaneous
and forward masking. For a given modulation depth, how-
ever, the influence of forward masking will depend upon the
modulation rate of the masker. As the modulation rate in-
creases, the influence of forward masking on the detection of
signals in the valley will increase. Consequently, at higher
rates, thresholds in the valley may be influenced by forward
masking even at relatively low modulation depths. This in-
teraction between modulation rate and modulation depth
makes it unlikely that general statements can be made re-
garding the depth at which the influence of forward masking
gives way to the influence of simultaneous masking. Never-
theless, because most research on the PV difference~or
masking release! has concentrated on relatively low modula-
tion rates, the purpose of the second experiment was to de-
termine to what extent thresholds for a signal at a peak or in
a valley of the masker used in experiment 1~rate of 8 Hz!
can be accounted for by simultaneous or forward masking
produced by an unmodulated masker. This was accom-
plished by measuring growth-of-masking functions for a sig-
nal at a peak or in a valley of a SAM masker modulated at
various modulation depths, and comparing those results with

FIG. 4. Individual and mean growth-of-masking functions in simultaneous
~squares! and forward ~triangles! masking with an unmodulated masker
( f m51350 Hz andf s51944 Hz!. The lines represent the best fits to the
thresholds using either linear~forward masking! or polynomial ~simulta-
neous masking! regression. The asterisk represents the absolute threshold
for the signal. Only thresholds representing 5 dB or more of masking were
included in the fits.

FIG. 3. Data from Fig. 2 replotted as a function off s / f m .
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growth-of-masking functions obtained in forward or simulta-
neous masking with an unmodulated masker.

B. Method

The method of stimulus generation, procedures, and sub-
jects were as for experiment 1. The level of the masker was
varied in 5-dB steps from 60 to 90 dB SPL. The masker was
either unmodulated or SAM at a rate of 8 Hz and a depth
(m) of 1.0, 0.75, or 0.5. Whenm was equal to 1.0, no rise/
fall time was incorporated, but whenm was less than 1.0, a
5-ms cos2 rise/fall time was employed to avoid audible
clicks. Total masker duration was 500 ms. Masker frequency
was 1350 Hz;f s was 1944 Hz~i.e., f s51.44f m!. Signal du-
ration was 30 ms. When the masker was modulated, the on-
set of the signal was delayed as described for experiment 1
@i.e., it was delayed by 172 ms~peak! or 235 ms~valley!#.
When the masker was unmodulated, the onset of the signal
was delayed relative to the onset of the masker by either 408
ms ~simultaneous-masking condition! or 500 ms~forward-
masking condition!. The low-pass noise, with a cutoff fre-
quency of 1260 Hz and a spectrum level of 20 dB SPL, was
presented continuously in both the simultaneous- and
forward-masking conditions~even though combination tones
would not be generated in a forward-masking condition!.
Most ~91%! of the thresholds in this experiment had standard
deviations less than 3 dB.

C. Results and discussion

1. Predicting thresholds based on forward or
simultaneous masking

The results obtained with the unmodulated masker are
shown in Fig. 4. The asterisk in each panel represents the
absolute threshold for the signal, the symbols represent the
masked thresholds, and the lines represent the best fits to
those thresholds. Only thresholds representing 5 dB or more
of masking were included in the fits. As can be seen in the
figure as well as in Table I, the forward-masked thresholds

~triangles! were fitted very well using linear regression. Con-
sistent with previous results~e.g., Widin and Viemeister,
1979!, the slopes of these functions are less than 1.0. The
simultaneous-masked thresholds~squares! were fitted well
~not shown! with a linear regression only for masker levels
from 60 to about 80 dB SPL. The slope values for this por-
tion of the function were considerably greater than 1.0~val-
ues of 2.40, 2.62, 2.17, and 1.92 for S1 to S4, respectively!,
consistent with previous reports~Wegel and Lane, 1924;
Egan and Hake, 1950; Scho¨ne, 1977; Bacon and Viemeister,
1985; Stelmachowiczet al., 1987; Murnane and Turner,
1991; van der Heijden and Kohlrausch, 1995!. For masker
levels above 80 dB SPL, the slopes were more shallow, ap-
proaching a value close to 1.0. The change in slope at high
masker levels will be discussed in Sec. III. Because of the
change in slope at high masker levels, the simultaneous-
masking functions were fitted with a polynomial regression.
The resulting parameter values and goodness of fit are shown
in Table II.

The intent of the present experiment was to determine
how well the thresholds in Fig. 4~obtained with an unmodu-
lated masker! could account for thresholds obtained in the
presence of a modulated masker. The symbols in Fig. 5 show
the growth-of-masking functions obtained with a modulated
masker~m51.0, 0.75, or 0.5! and the signal centered at a
masker peak. These masking functions are similar to those
obtained with an unmodulated masker in simultaneous mask-
ing ~Fig. 4!, even to the extent that the slopes of the func-
tions decrease at high masker levels. Indeed, the lines in Fig.

TABLE I. Resulting parameter values (m,b) and goodness-of-fit (r 2) from
the best-fitting lines to the forward-masking functions in Fig. 4. The fits can
be described by the equationy5mx2b.

Subject m b r2

S1 0.90 44.6 0.977
S2 0.67 12.0 0.995
S3 0.83 28.5 0.995
S4 0.72 16.7 0.970

Mean 0.80 26.8 0.996

TABLE II. Resulting parameter values~b0 , b1 , b2 , andb3! and goodness-of-fit (r 2) from the best-fitting lines
to the simultaneous-masking functions in Fig. 4. The fits can be described by the equationy5b01(b1x1)
1(b2x2)1(b3x3).

Subject b0 b1 b2 b3 r 2

S1 1031.511 245.279 0.651 20.00295 0.999
S2 1709.038 270.477 0.965 20.00425 0.998
S3 662.922 230.667 0.466 20.00219 0.999
S4 636.414 229.284 0.448 20.00213 0.999

Mean 978.918 242.725 0.617 20.00282 1.000

FIG. 5. The symbols represent individual and mean masked thresholds as a
function of masker level for a signal located at a peak of a SAM masker
modulated at a depth of 1.0~triangles!, 0.75~squares!, or 0.50~circles!. The
lines represent the fits to the simultaneous-masking functions in Fig. 4,
shifted an appropriate amount to account for instantaneous level differences
between the modulated and unmodulated maskers~see text!. The asterisk
represents the absolute threshold for the signal.
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5 are the fits to the simultaneous-masking functions in Fig. 4.
These lines were shifted slightly in Fig. 5, however, to ac-
count for the fact that the masker level at the peak was some-
what greater than the unmodulated carrier level. For ex-
ample, when the carrier level was 80 dB SPL, the level of the
masker at the peak was 85.9 dB SPL when the masker depth
was 1.0~calculated with a 30-ms window centered at the
peak!. Thus the fit to the function in Fig. 4 was shifted to the
left by 5.9 dB to fit the results in Fig. 5 when the masker
depth was 1.0. Similarly, the function was shifted to the left
by 4.8 and 3.4 dB when the masker depth was 0.75 and 0.50,
respectively. As can be seen in Fig. 5 and in Table III, the fits
derived from the growth-of-masking functions obtained with
an unmodulated masker in simultaneous masking predict the
masked thresholds in Fig. 5 reasonably well. These results
suggest, not surprisingly, that the threshold for a signal at the
peak of a modulated masker is due to simultaneous masking.

The symbols in Fig. 6 show the growth-of-masking
functions obtained with a modulated masker~m51.0, 0.75,
or 0.50! and the signal centered in a masker valley. The lines
in Fig. 6 are the fits to the masking functions with an un-
modulated masker, from Fig. 4. For the case in which the

masker was modulated at a depth of 1.0~triangles!, the dot-
ted line represents the fit to the masking functions obtained
in forward masking. This fit thus assumes that the masking in
the valley is governed by forward masking by the preceding
peak. The function representing the fit was shifted to the left
an appropriate amount~5.9 dB! to account for the fact that
the instantaneous level of the masker at a peak was greater
than the nominal level of the carrier, as described above.
This forward-masking function provides a reasonably accu-
rate prediction of the thresholds when the masker was modu-
lated at a depth of 1.0~see Table IV!; at lower modulation
depths, the fits based on forward masking were considerably
worse~not shown!. This suggests that thresholds were gov-
erned primarily by forward masking by the preceding masker
peak only when the modulation depth was 1.0.

It is worth noting that the forward-masked thresholds
predict the thresholds in the presence of a 100% SAM
masker especially well for only S1, S3, and the mean across
subjects. For S4, the threshold at the highest masker levels
inexplicably increased rather abruptly, and hence the
forward-masked thresholds underpredict the thresholds in the
presence of the modulated masker at high levels. For S2, on
the other hand, the forward-masked thresholds overpredict
the thresholds over most of the range of masker levels. The
lower thresholds in the presence of the SAM masker could
reflect the fact that the effective forward-masker duration is
shorter in the modulated condition~regardless of whether the
effective duration is considered to be that of the single pre-
ceding peak or the entire masker prior to signal presenta-
tion!. The lower thresholds could also reflect the fact that the
effective signal delay may be longer in the modulated con-
dition ~because the signal occurs near the end of the 62.5-ms
‘‘fall’’ of the 8-Hz masker envelope!. Indeed, given these
and other differences between the forward-masking condi-
tion and the SAM condition (m51.0), it is perhaps surpris-
ing that the fits are generally as good as they are.

The lines representing the fits to the masking functions
when the masker was modulated at a depth of 0.75~squares!
or 0.50~circles! were based on the fits to the simultaneous-
masking functions in Fig. 4. As before, these lines have been
shifted to account for instantaneous level differences due to
modulation. Specifically, they have been shifted to the right
by 11.4 ~dashed curve! and 5.8 dB~solid curve! when the
masker depth was 0.75 and 0.50, respectively, to reflect the

TABLE III. These r 2 values indicate how well the functions used to fit
growth-of-masking data for an unmodulated simultaneous masker~Fig. 4! fit
the growth-of-masking data for a SAM masker with the signal at a masker
peak ~Fig. 5!. The functions have been shifted slightly to account for
changes in instantaneous masker level caused by modulation~see text for
details!.

Subject m51.0 m50.75 m50.50

S1 0.944 0.984 0.929
S2 0.889 0.944 0.959
S3 0.917 0.961 0.966
S4 0.851 0.953 0.944

Mean 0.922 0.967 0.986

FIG. 6. The symbols represent individual and mean masked thresholds as a
function of masker level for a signal located in a valley of a SAM masker
modulated at a depth of 1.0~triangles!, 0.75~squares!, or 0.50~circles!. The
lines represent the fits to the growth-of-masking functions in Fig. 4. When
the masker was modulated at a depth of 1.0~triangles!, the fits were derived
from the forward-masking functions in Fig. 4. When the masker was modu-
lated at a depth of 0.75~squares! or 0.50~circles!, the fits were derived from
the simultaneous-masking functions in Fig. 4, shifted to the right by 11.4 dB
~dashed curve! and 5.8 dB~solid curve! to account for instantaneous level
differences due to modulation~see text!. The asterisk represents absolute
threshold for the signal.

TABLE IV. These r 2 values indicate how well the functions used to fit
growth-of-masking data with an unmodulated masker~Fig. 4! fit the growth-
of-masking data for a SAM masker with the signal in a masker valley~Fig.
6!. The fits to the forward-masking data were used to fit the results when
m51.0, and the fits to the simultaneous-masking data were used to fit the
results whenm50.75 or 0.50. In all cases, the functions have been shifted to
account for changes in instantaneous masker level caused by modulation
~see text for details!.

Subject m51.0 m50.75 m50.50

S1 0.943 0.818 0.978
S2 0.667 0.598 0.935
S3 0.919 0.791 0.872
S4 0.660 0.816 0.870

Mean 0.947 0.742 0.919
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fact that the level in the valley is 11.4 and 5.8 dB lower than
the nominal carrier level at those modulation depths. At
these two lower modulation depths, the simultaneous-
masking functions predict thresholds reasonably well~see
Table IV!. However, the predicted values were consistently
less than the measured values, particularly at a depth of 0.75,
where the fits were generally the worst. This suggests that
although simultaneous masking plays a greater role in situa-
tions where the signal is in a valley of an 8-Hz SAM masker
modulated at a depth less than 1.0, there still may be some
contribution of forward masking from the masker energy at
the preceding peak, as was previously suggested by Moore
and Glasberg~1987!. That the fits were noticeably worse for
a masker depth of 0.75 than 0.50 is consistent with the pos-
sibility that forward masking played a greater role when the
masker was modulated at a depth of 0.75.

2. PV difference as a function of masker level

Although it was not the intent of the present experiment
to examine the effects of masker level on the PV difference,
it is possible to do so by subtracting the thresholds in Fig. 6
from those in Fig. 5. The results of this are shown in Fig. 7,
where the masker depth is the parameter. In general, the size
of the temporal effect first increased but then decreased as
masker level increased from 60 to 90 dB SPL. This was
particularly true at a masker depth of 0.5~circles! and 0.75
~squares!. At a depth of 1.0~triangles!, the PV difference
either decreased to varying degrees or reached an asymptote
at the higher masker levels.

To gain a better understanding of this nonmonotonic be-
havior, the mean thresholds from Figs. 5 and 6 are replotted
in Fig. 8, where the modulation depth of the masker is plot-
ted across panels. When the signal was positioned at a
masker peak~triangles!, the slope of the masking function
decreased at a masker level of about 75 dB SPL, regardless
of modulation depth.1 At that and higher masker levels, how-
ever, the slope did not decrease when the signal was posi-
tioned in a masker valley~squares!. ~The exception to this
was at the highest masker level when the modulation depth
was 0.5; this probably reflects the highsignal level in that

condition—see footnote 1 and Sec. III.! Consequently, the
difference between the two functions decreased for masker
levels above 75 dB SPL. As can be seen in Fig. 7, the func-
tions relating the PV difference to masker level are very
similar to one another at masker depths of 0.5 and 0.75; this
is probably because the processes underlying the masking in
those cases are likely to be the same. The somewhat different
function at a depth of 1.0, on the other hand, reflects the fact
that thresholds for a signal in the valley are governed prima-
rily by forward masking. A similar, nonmonotonic effect of
level on the PV difference was observed by Zwicker~1976c;
his Figs. 4 and 5!, who masked a 1600-Hz signal with a
1000-Hz masker modulated at a depth of 1.0 and a rate of 4
or 10 Hz. The PV difference initially increased with an in-
crease in masker level, but then decreased as the masker
level increased from 76 to 86 dB SPL. In their study, how-
ever, van der Heijden and Kohlrausch~1995! did not observe
a decline in masking release at high masker levels. They
measured the threshold for a 2000-Hz tone in the presence of
various maskers centered at 1300 Hz. The narrow-band noise
maskers tended to produce less masking than the sinusoidal
masker; this masking release increased with increasing
masker level, but then reached an asymptote at a masker
level of 78 dB SPL. The discrepancy across studies with
regard to whether the temporal effect declines at high levels
may be attributed to differences in signal level~see Sec. III!.
In the present study and in Zwicker~1976c!, the PV differ-
ence decreased when the signal level~peak placement! ex-
ceeded 70–75 dB SPL. In van der Heijden and Kohlrausch
~1995!, however, where the masking release did not decline
at high masker levels, the signal level at threshold never
exceeded 70 dB SPL.

FIG. 7. Individual and mean PV differences~the difference between the
thresholds in Fig. 6 and those in Fig. 5! as a function of masker level. The
triangles, squares, and circles correspond to a modulation depth (m) of 1.0,
0.75, and 0.50, respectively.

FIG. 8. Mean thresholds from Figs. 5 and 6. The signal was located at a
masker peak~triangles! or valley ~squares!. The modulation depth of the
masker varies across panels. The asterisk represents the mean absolute
threshold for the signal.
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III. GENERAL DISCUSSION

A. Predicting the PV difference from thresholds with
unmodulated maskers

One purpose of experiment 1 was to determine if the
reduced PV difference for conditions in whichf s is lower
than f m can be attributed to processing influenced by the
frequency of the signal itself, or if it is due to processing
influenced by the frequency of the signal relative to that of
the masker. The results suggest that the magnitude of this
temporal effect is tied to the relative frequency of the signal;
the results from experiment 1 are thus not consistent with the
idea ~Mott and Feth, 1986! that the reduced temporal effect
when f s is lower than f m is due to less efficient temporal
resolution at the lowerf s . Instead, the results are consistent
with the possibility that the temporal effect for a givenf s / f m

is governed by the rate at which masking grows as a function
of masker level ~Zwicker, 1976c; Moore and Glasberg,
1987!; thus the smaller effect whenf s is lower thanf m can
be understood by the relatively shallow growth of masking in
that condition.

The purpose of experiment 2 was to evaluate quantita-
tively the relationship between the PV difference and growth
of masking. In particular, the goal was to determine to what
extent thresholds in the presence of a modulated masker can
be accounted for by thresholds in the presence of an un-
modulated masker in either simultaneous or forward mask-
ing. The results indicated that the threshold for a signal at a
masker peak is, as expected, due to simultaneous masking.
The type of masking that dominates threshold for a signal in
a masker valley, however, appears to depend upon the modu-
lation depth of the masker. Specifically, for the 8-Hz SAM
masker used here, thresholds appear to be influenced pre-
dominantly by forward masking when the masker is modu-
lated at a depth of 1.0, but by simultaneous masking when
the masker is modulated at depths of 0.75 and 0.50. How-
ever, for the latter conditions, the finding that the
simultaneous-masking functions generally underpredicted
masked thresholds for a signal in a masker valley suggests
that there is still a contribution from forward masking, and
thus that thresholds would be better predicted by a combina-
tion of simultaneous and forward masking. Although the
modulation depth at which masking can be better predicted
by simultaneous masking versus either forward masking or a
combination of simultaneous and forward masking will de-
pend upon masker rate, it is still probably the case that the
magnitude of the temporal effect can be predicted reasonably
well from growth-of-masking functions obtained with un-
modulated maskers. Importantly, this strongly suggests that
the temporal effect in masking observed here and elsewhere
with similar maskers is almost certainly not influenced by
factors underlying CMR~see Buus, 1985!.

It should be noted that growth-of-masking functions
were obtained only forf s / f m51.44; this raises the question
of whether growth-of-masking functions from unmodulated
maskers will also accurately predict the PV difference for
other ratios. Although this should probably be addressed em-
pirically, a comparison of the masking release obtained here
with growth-of-masking functions obtained in simultaneous

and forward masking by Bacon~1985! suggests that accurate
predictions can probably be made for a wide range off s / f m .
In Bacon’s experiments, the masker duration was 400 ms
and the signal duration was 20 ms. The signal was presented
either at the temporal center of the masker or immediately
after the masker~the forward-masking results were published
by Bacon and Jesteadt, 1987!. The frequency of the signal
was fixed at 1000 Hz andf m was varied, withf s / f m ranging
from 0.87 to 1.18. The masking functions were fitted using
linear regression. The difference between the fits to the func-
tions in simultaneous and forward masking, averaged across
subjects for a masker level of 80 dB SPL, is shown in Fig. 9
~filled triangles!. Also shown is the mean PV difference
~over a similar range off s / f m! from Fig. 2 ~unfilled tri-
angles! for the 1350-Hz SAM masker modulated at a depth
of 1.0. As can be seen, the pattern of results in both sets of
data is similar. The data from the present study forf s / f m

51.44 are replotted in the upper right corner of Fig. 9. The
unfilled circle represents the actual PV difference averaged
across subjects, whereas the filled circle is the predicted PV
difference based on the fits to the growth-of-masking func-
tions in Fig. 4~i.e., it is the difference between the fits to the
simultaneous- and forward-masked thresholds at a masker
level of 80 dB SPL!. The agreement within a group of sub-
jects ~circles! is similar to that across subjects~triangles!.
Overall, the data in Fig. 9 suggest that the temporal effect for
SAM maskers (m51.0) is reasonably well predicted from
growth-of-masking functions for most, if not all,f s / f m .

Inasmuch as PV differences can be accounted for by
growth-of-masking with unmodulated maskers, the smaller
PV differences observed for the 750-Hz masker compared to
the 1350-Hz or 2430-Hz masker~at least whenf s. f m! sug-
gest that growth-of-masking functions may be more shallow

FIG. 9. The filled triangles represent the average difference between
simultaneous- and forward-masked thresholds~based on best fits to growth-
of-masking functions! from Bacon~1985!. The unfilled triangles correspond
to average masking release values from Fig. 2. In the upper right corner, the
filled circle is the predicted PV difference based on the growth-of-masking
functions in Fig. 4~i.e., the difference between simultaneous- and forward-
masked thresholds based on the fits to the data in Fig. 4!, whereas the
unfilled circle represents the actual PV difference averaged across subjects
~Fig. 2!.
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at the lower frequency. Although masking functions were
measured only for the 1350-Hz masker, and thus slope com-
parisons across frequency cannot be made here, unpublished
data from our laboratory indicate that masking functions are
indeed more shallow for masker frequencies below about
1000 Hz than they are for masker frequencies above 1000
Hz. These slope differences may reflect different degrees of
compression across frequency~see below!.

B. Change in slope of simultaneous-masking
functions at high levels

Both the simultaneous growth-of-masking functions in
Fig. 4 ~squares! and the growth-of-masking functions in Fig.
5 ~also see Fig. 8! obtained with a modulated masker
(depth51.0, 0.75, or 0.50! and the signal at a masker peak
show a decrease in slope at high masker levels. The slope is
about 2.0 for masker levels from 60 to 75 or 80 dB SPL, but
it decreases to an average value of 1.0 for masker levels
higher than that. The decrease in slope almost certainly can-
not reflect the emergence of the detection of the combination
tone 2f m2 f s at high levels, given the low-pass noise that
was used to mask the distortion product. Instead, the differ-
ent slope values may be understood in terms of the nonlin-
earity of basilar membrane vibration.@Others have also ar-
gued that growth of masking may reflect basilar membrane
nonlinearity~Oxenham and Moore, 1995; Nelson and Schro-
der, 1996, 1997; Oxenham and Plack, 1997!#.

First consider the initially steep slope of the masking
function. For signals of low to moderate intensity, the re-
sponse to the signal, at the basilar membrane location corre-
sponding to the signal frequency, is presumably compres-
sive. In contrast, the response to the masker, at the location
corresponding to the signal frequency, probably grows lin-
early over the entire range of masker levels whenf s is well
abovef m ~e.g., Pickles, 1988; Ruggeroet al., 1993!. There-
fore, if masked threshold reflects a constant signal-to-masker
ratio ~in terms of a physiological response!, and the masker
level is increased by 10 dB, a greater than 10-dB increase in
signal level would be required to yield the same ratio be-
cause the basilar membrane response to the signal is com-
pressed. This would account for the expansive slope over the
initial range of masker levels. The essentially linear slope at
higher levels could be understood if, at high signal levels, the
response to the signal~at the signal place! becomes linear.
Although some results suggest that the basilar membrane
response to characteristic frequency tones changes from
compressive to linear at high input levels~e.g., Ruggero
et al., 1992, 1993!, a more recent study suggests that such a
change occurs only in cases of~at least slight! cochlear dam-
age ~Ruggero et al., 1997!. Although more physiological
data are needed to resolve this discrepancy, the recent results
of Ruggero et al. ~1997! suggest that, if the growth-of-
masking functions can be understood in terms of basilar
membrane responses, then the subjects tested here must have
at least a small degree of cochlear damage that may be im-
pervious to standard audiometric testing.

Others have observed a similar change in slope at high
levels in simultaneous masking~for f s. f m!. Zwicker
~1976c, 1979! reported a decrease in slope at high levels, and

interpreted this as a manifestation of cochlear nonlinearities.
He noted in his 1979 paper that the decrease occurred when
the signal reached a sensation level~SL! of 40 dB~i.e., at the
point where there was 40 dB of masking!. For the functions
reported in the present study, the decrease in slope occurred
at a signal SL of about 50 dB. Scho¨ne ~1977! also observed
a decrease in slope at high levels, although the signal SL at
which the slope changed depended somewhat upon the sub-
ject and, for a given subject, the frequency separation be-
tween the masker and signal~f s. f m , in all cases!. Finally,
the slope of some of the masking functions in Egan and Hake
~1950! also decreased at high levels~signal SLs between
about 30 and 50 dB!.

Although some investigators have observed a change in
slope at high levels, others have not~e.g., Bacon and Vie-
meister, 1985; Moore and Glasberg, 1987; Stelmachowicz
et al., 1987; Murnane and Turner, 1991; Nelson and Swain,
1996; Nelson and Schroder, 1997!. It is unclear why this is
the case. It may, however, be related to whether or not the
signal reached a sufficiently high level to place it in a region
of linear response growth. In general, the signal levels were
lower in the studies that did not observe a decrease in slope
of the masking function.

Recently, Oxenham and Plack~1997! found a decrease
in slope at high masker~and signal! levels in a forward-
masking paradigm (f s / f m52.0), and attributed it to basilar
membrane response characteristics. The interpretation of the
psychophysical data obtained in forward masking is probably
less complicated than that observed with simultaneous mask-
ing ~present experiment!, given the potential for other types
of interactions~e.g., suppression! to occur in simultaneous
masking. Nevertheless, it seems likely that the decrease in
slope at high levels reflects the same processing, regardless
of the masking paradigm.

Finally, although the decrease in slope at high signal
levels may reflect a change in response growth~from com-
pressive to linear! at the place corresponding to the signal
frequency, it could, of course, reflect something else. One
possibility is that the change occurs at the point where sub-
jects begin to listen off frequency, on the high-frequency
side of the signal’s excitation pattern. Because the excitation
at this place in response to the signal~as well as to the
masker! would grow linearly, the masking function would
thus presumably have a linear slope. An excitation pattern
analysis~Glasberg and Moore, 1990!, however, employing
the masker and signal levels~at threshold! used here, sug-
gests that subjects are more likely to listen near the place
corresponding to the signal frequency. Further, pilot data
from a subject not tested here suggest that the change in
slope at high signal levels is not due to off-frequency listen-
ing: the addition of a high-pass masker~cutoff of 1.25f s! did
not alter the slope of the masking function at high levels.

IV. SUMMARY

The present study examined the masking of pure tones
by SAM tonal maskers, and attempted to relate it to the
masking produced by unmodulated maskers in simultaneous
or forward masking. The primary findings can be summa-
rized as follows:
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~1! The magnitude of the PV difference~threshold for a
signal at a peak of a modulated masker minus threshold for a
signal in a valley of that masker! is determined byf s / f m ,
rather thanf s itself, and is largest whenf s is abovef m ~ex-
periment 1!.

~2! Thresholds for signals at a peak of a modulated
masker are determined by simultaneous masking. Thresholds
for signals in a valley of a masker modulated at a rate of 8
Hz are influenced mainly by forward masking from the pre-
ceding masker peak whenm51.0, or by simultaneous mask-
ing from the masker’s energy in the valley whenm50.75 or
0.50 ~experiment 2!. Thus the amount of masking release in
the presence of a fluctuating masker may be predicted from
growth-of-masking functions obtained with an unmodulated
masker, indicating that the masking release is probably not
influenced by factors underlying CMR.

~3! When f s was abovef m , the PV difference~for a
given f s / f m! was smallest for the lowestf m ~experiment 1!.
This difference across frequency may be due to a more shal-
low growth-of-masking function (f s. f m) at low overall fre-
quencies.

~4! For the condition wheref m51350 Hz and f s

51944 Hz, the slope of the masking function~obtained in
simultaneous masking with an unmodulated masker or with a
SAM masker and the signal at a masker peak! decreased
from an average value of 2.0 to an average value of 1.0 at
high levels. With a SAM masker, this decrease in slope at
high signal levels results in the nonmonotonic effect of
masker level on the magnitude of the PV difference~Fig. 7!.
This change in slope may possibly be understood in terms of
basilar membrane nonlinearity, which results in a compres-
sive response to the signal at low to mid stimulus levels, and
a ~damage-induced?! linear response at high levels, while the
response to the masker~when f s is well abovef m! is linear
regardless of the masker level.
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be governed by thesignal level, rather than the masker level, and the signal
level in Fig. 4 at a masker level of 80 dB SPL is approximately equal to that
in Fig. 8 at a masker level of 75 dB SPL.
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Loudness-intensity functions for click stimuli were obtained from 30 adult listeners having normal
(n510), flat (n510), or sloping (n510) high-frequency cochlear hearing loss configurations. The
procedure of cross-modality matching~CMM! between loudness and perceived line length@R. P.
Hellman and C. H. Meiselman, J. Speech Hear. Res.31, 605–615~1988!; J. Acoust. Soc. Am.88,
2596–2606~1990!; J. Acoust. Soc. Am.93, 966–975~1993!# was used to validate their loudness
growth functions. Mean group loudness exponents were similar to those reported in recent
investigations that utilized pure tone stimuli, further supporting the validity and reliability of the
CMM task as an estimate of the loudness growth function. The results also suggest that the mean
loudness function for clicks is similar to the function obtained with tonal stimuli at least for listeners
with moderately impaired hearing or better. Moreover, CMM produced less variability than the
more conventional psychophysical methods of magnitude estimation and production for the groups
with cochlear hearing loss. Toward direct application of the CMM technique, in lieu of absolute
exponential slope values, the individually determined loudness growth function over a range of
intensities should be compared to the normal mean function for calculations of deviations. ©1998
Acoustical Society of America.@S0001-4966~98!01502-1#

PACS numbers: 43.66.Cb, 43.66.Sr@WJ#

INTRODUCTION

An international standard for loudness~ISO R 131-
1959! was formulated in 1959 based on a large scale study of
individuals with normal hearing across several laboratories.
The ISO standard defines loudness in sound pressure for pure
tones as a power function with a slope~exponent! of 0.6
~Robinson, 1957; Stevens, 1955!. Loudness measures for in-
dividuals with hearing loss are important for the clinical pur-
poses of selecting and evaluating the output of amplification
devices~Mueller and Bright, 1994! and to assist in the dif-
ferential diagnosis of auditory disorders~Hall, 1991!.

Recently, several investigators have suggested that loud-
ness scaling methods such as category rating~Robinson and
Gatehouse, 1996!, magnitude estimation~Geller and Marg-
olis, 1984! or cross-modality matching~Hellman and Meisel-
man, 1988! should be incorporated into selection procedures
for specifying the frequency-gain and compression character-
istics of amplification devices that are recommended for use
by individuals with cochlear hearing loss. These methods are
necessary in order to provide precise information about an
individual’s loudness growth function, a prerequisite for the
fitting of nonlinear circuitry that is increasingly available in
current, personal amplification devices~Fabry and Schum,
1994!.

Geller and Margolis~1984! hypothesized that the resto-

ration of the normal loudness function is the desired result of
any hearing aid fitting. Indeed, several hearing aid manufac-
turers have developed amplification devices based on this
principle~Peterson, 1993; Williams, 1994!. The intent of this
approach to hearing aid fitting is to abandon the traditional
linear response of amplification in lieu of a more appropriate
nonlinear model that would account for dynamic sounds,
such as those that occur in speech, as well as for the phe-
nomenon of ‘‘rapid’’ loudness growth experienced by listen-
ers with cochlear hearing loss~Brunved, 1994!. Toward this
end, rather than focus on absolute thresholds, suprathreshold
measurements, such as the determination of a patient’s loud-
ness sensitivity to frequency- and intensity-specific narrow
bands of noise, have been suggested in order to establish the
gain, output and compression characteristics of the amplifi-
cation device~Mikami et al., 1993!.

In the clinical setting, several methods exist for assess-
ing loudness although the results are used for different pur-
poses. First, most comfortable loudness~MCL! and uncom-
fortable listening level~UCL! thresholds are two subjective
measures that are commonly obtained at several speech-
frequency regions, in order to specify hearing aid gain and
output, respectively~Skinner, 1988!. Second, loudness
growth over a range of intensities has also been examined
using a loudness matching procedure, one being the Alter-
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nate Binaural Loudness Balance~ABLB ! test~Fowler, 1936,
1937!. The ABLB test~among other variations! is typically
used as a site-of-lesion measure in order to identify the pres-
ence or absence of ‘‘recruitment’’ in listeners with senso-
rineural hearing loss~Hall, 1991; Brunt, 1994!.

Several investigators have noted that the conventional
clinical procedures used for assessing loudness in individuals
with hearing loss are inadequate~Geller and Margolis, 1984;
Hellman and Meiselman, 1990; Stevens, 1959; Thalmann,
1965!. Specifically, the measures of MCL and UCL do not
provide indices of loudness growth over the dynamic range
of hearing. Furthermore, the utilization of a loudness-
matching procedure is often restricted in individuals with
bilateral sensorineural hearing losses. For example, listeners
who do not exhibit normal or near normal hearing~for at
least one frequency! in the ear contralateral to the test ear are
not candidates for the classic ABLB~Hellman and Meisel-
man, 1990; Knight and Margolis, 1984!. Moreover, Thal-
mann ~1965! indicated that bilateral hearing impairment of
long duration may alter subjective loudness judgments. Fi-
nally, the task of conducting loudness matches may be diffi-
cult in individuals with cochlear hearing loss due to the pres-
ence of diplacusis and tinnitus~Hellman and Meiselman,
1990!.

Numerous studies conducted by Stevens and others re-
vealed that the most accurate representation of the loudness
function was obtained by calculating the geometric average
of slopes obtained through magnitude estimation and produc-
tion methods~Hellman, 1976; Stevens, 1969, 1975; Stevens
and Greenbaum, 1966!. Further, Stevens~1959! suggested
that an alternative method for assessing loudness growth for
individuals with hearing loss was through the use of a cross-
modality matching~CMM! task that would substitute the
performance of a normally functioning sensory modality for
the impaired ear as the comparison metric. This cross-
modality matching procedure would compare judgments of
change of sensation in the substituted sensory modality with
judgments of changes in loudness.

Hellman and Meiselman~1988, 1990, 1993! investi-
gated the clinical utility of the cross-modality matching
~CMM! technique for assessing loudness growth using per-
ceived length as the modality substituted for loudness. Spe-
cifically, subjects with normal hearing and cochlear hearing
losses were required to match judgments of loudness to per-
ceived magnitudes of line lengths. CMM was determined to
be a valid and reliable technique for the estimation of loud-
ness growth in individuals with normal hearing and varying
degrees of cochlear hearing loss.

The purpose of this study was to further explore the
applicability of the CMM technique as proposed by Hellman
and Meiselman~1988, 1990, 1993! by investigating a simple
stimulus used in a standard audiological assessment proce-
dure with listeners typical of those frequently presenting
with hearing loss in clinical settings. The auditory brainstem
response~ABR! remains the most commonly used electro-
physiologic procedure for estimating auditory sensitivity and
neurologic integrity from the periphery through the brain-
stem auditory pathways~Jacobson, 1994!. The technique has
gained popularity in the clinical setting as it is considered

objective. Among other applications, it is useful for examin-
ing very young children and other difficult-to-test popula-
tions. Owing to the difficulties imposed by obtaining behav-
ioral measures in children younger than 6 months,
amplification is often fitted for the pediatric population on
the basis of click and tonal ABR findings~Pediatric Working
Group, 1996!. Moreover, in a recent study, Serpanoset al.
~1997! found that the click-elicited ABR latency-intensity
function could be used to estimate loudness growth in listen-
ers with normal hearing and cochlear hearing loss. Thus, this
electrophysiologic procedure shows promise for providing
information on an individual’s loudness growth function.

Despite the clinical necessity and popularity of the click-
evoked ABR, inconclusive data are available on the loudness
growth functions with clicks. While inconsistent data exist
on the subjective loudness growth function for clicks~Cazals
and Stephens, 1975; Davidsonet al., 1990; Geisleret al.,
1958; Pratt and Sohmer, 1977; Raab and Osman, 1962; Wil-
son and Stelmack, 1982!, there is evidence that the loudness
growth function obtained with clicks approximates the loud-
ness function obtained with tonal stimuli~Cazals and
Stephens, 1975; Geisleret al., 1958!. However, there are no
data available from CMM loudness studies that used clicks
as stimuli; tones have been used in recent CMM studies~Ce-
faratti and Zwislocki, 1994; Collins and Gescheider, 1989;
Hellman and Meiselman, 1988, 1990, 1993!. Therefore, a
second purpose of this study was to perform a further inves-
tigation of the click loudness function utilizing the CMM
technique for the specific purpose of expanding our under-
standing of the characteristics of this frequently used stimu-
lus for estimating loudness in individuals with normal hear-
ing and with cochlear hearing loss.

I. METHOD

A. Subjects

Subjects in this study included 30 adults, aged 18 to 65
years. Ten subjects comprised each of three test groups, dis-
tinguished by the hearing status of one test ear~normal or
cochlear hearing loss!. Subject sample size was chosen based
on previous studies of loudness scaling. Stable, reproducible
averaged loudness exponents have been obtained using
groups of approximately ten listeners~Hellman, 1981;
Stevens, 1959, 1975; Stevens and Guirao, 1964!. Subjects
were unpaid volunteers or reimbursed participants solicited
from the outpatient population of the Hearing and Speech
Center at Long Island Jewish Medical Center, New Hyde
Park, New York. None of the subjects had any prior experi-
ence with loudness scaling.

Subjects in this study were required to demonstrate nor-
mal or corrected-normal vision, and normal middle ear func-
tion as supported by otoscopy and tympanometry. Aural
acoustic immittance testing was performed using an immit-
tance audiometer~GSI-33 Middle Ear Analyzer! and a 226
Hz probe-tone frequency. Normal middle ear function was
defined by peak admittance within 0.3 to 1.4 mmho, middle
ear pressure within2150 to1150 daPa, and ear canal vol-
ume between 0.6 and 1.7 daPa~Margolis and Shanks, 1991!.
The conventional modified Hughson–Westlake technique
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was used for the assessment of pure tone air and bone con-
duction thresholds~Wilber, 1991!.

Group I ~mean age535 years! consisted of a group of
listeners with normal hearing for the octave frequencies of
250 to 8000 Hz and the 6000 Hz interoctave, bilaterally.
Normal hearing was defined by pure tone hearing threshold
levels better than or equal to 20 dB HL~re: ANSI, 1989!
without air–bone~conduction! threshold differences greater
than 10 dB.

Groups II and III included subjects with bilateral pre-
dominantly cochlear hearing loss of at least five years’ dura-
tion; one subject~from group II! was unilaterally impaired.
Cochlear hearing loss was verified in the test ear by case
history information, and the results obtained from a battery
of audiometric procedures. The tests that were used to sup-
port a cochlear site-of-lesion included speech recognition
~Penrod, 1994!, contralateral acoustic reflex threshold testing
~Gelfand et al., 1990!, contralateral acoustic reflex decay
~Wilson and Margolis, 1991!, high-level Short Increment
Sensitivity Index ~SISI; Hall, 1991!, and suprathreshold
ABR assessment~Hall, 1992; Schwartzet al., 1994!. The
etiologies of the hearing losses were determined by case his-
tory information, and were attributed to familial or congeni-
tal factors for 9 of 20 subjects. The remaining 11 subjects
had acquired, late-onset impairments resulting from noise
exposure, ear trauma, or unknown causes.

The hearing losses of subjects in group II~mean
age545 years! were of ‘‘flat’’ audiometric configuration, de-
fined as pure tone thresholds no different than 15 dB be-
tween the octave frequencies of 250 to 8000 Hz~including
the 6000 Hz interoctave!, for at least six of the seven test
frequencies. The mean hearing thresholds for each frequency
tested ranged from 43 to 53.5 dB. Subjects in group III
~mean age555 years! had sloping high-frequency hearing
loss beginning at 2000 Hz. Specifically, hearing thresholds
were within normal limits~thresholds better or equal to 20
dB! from 250 to 1500 Hz, with a 5- to 55-dB slope between
octave frequencies from 2000 to 8000 Hz and the 6000 Hz
interoctave. The mean hearing thresholds at 2000 Hz and
above ranged from 34 to 67 dB.

B. Procedures

All audiometric measures were obtained in a double-
walled sound-treated test room~IAC 1403 ACT!, meeting
standards for noise attenuation~re: ANSI, 1977!. The ABR
procedure and the tasks for the loudness growth estimates
were conducted in a quiet room.

C. Stimuli

Clicks generated by a clinical auditory evoked potential
system ~Nicolet Auditory Compact! were the acoustic
stimuli. The stimuli consisted of a 1-min train of 100-ms
rarefaction clicks presented monaurally to the test ear
through an Etymotic ER-3A insert earphone at a rate of
61.4/s. The amplitude spectrum of this stimulus reveals that
the spectral energy of the stimulus is equally concentrated to
approximately 3000 Hz where there is a 6 dB peroctave
roll-off ~Gorga and Thornton, 1989!. The click train was pre-

sented only once unless the subject requested repeated pre-
sentation. Intensities ranging from 20 to 90 dB nHL~re: 25
dB peak equivalent sound pressure level! were varied para-
metrically in 10 dB steps. The duration was chosen to ap-
proximate the amount of time required to obtain an ABR
recording at each intensity level using the specified rate~Ser-
panoset al., 1997!. The range of intensities were considered
a representative range for loudness growth testing.

The visual stimuli consisted of line lengths displayed on
35-mm slides projected~Kodak 860 H! onto a screen located
at a distance of 2.74 m from each subject, and 1.83 m from
the projector lens~Kodak Zoom Ektanar C!. Each slide con-
tained one horizontal 1.5-mm-wide line, with eight variations
of length: 0.52, 1.04, 2.08, 5.2, 10.4, 20.8, 41.6, and 65 cm
~ratio of 125:1!. The line lengths are in accordance with
those utilized in the CMM task described by Hellman and
Meiselman~1988!.

D. Psychophysical tasks for assessing loudness
growth

Validation of the CMM procedure using click stimuli
was necessary as previous CMM studies utilized tonal
stimuli. As noted by the scaling theory of Stevens~1969!, the
validity of CMM could be established by demonstrations of a
close agreement in the slopes of the measured~geometric
mean of absolute magnitude estimation@AME# and produc-
tion @AMP# of loudness: Indow and Stevens, 1966! and pre-
dicted @product of CMM and AME of line length# loudness
functions among individuals. Calculation of the exponent of
the power function relating loudness in perceived number to
sound pressure was possible as both perceived number and
loudness were matched to the same continuum of line length.
Therefore, it was reasoned that when the slope of the loud-
ness function was unknown, the value could be predicted
from the products of the slopes obtained from CMM and
AME of line length ~Stevens, 1969, 1975!. Therefore, four
sensation-magnitude functions of AME of line length, AME
and AMP of loudness, and CMM between perceived line
length and loudness were obtained.

Prior to performing the loudness task, thresholds of au-
dibility and discomfort were measured for each subject using
an ascending method of limits. The mean click stimulus
threshold was 14 dB for group I~normal hearing!, 49.5 dB
for group II ~flat cochlear hearing loss!, and 26.5 dB for
group III ~sloping cochlear hearing loss!. The intensity of
uncomfortable loudness was established by asking the sub-
ject to indicate the intensity level that could not be tolerated
for any length of time~Skinner, 1988!, and served as the
loudness limit of the testing procedure.

For each of the sensation-magnitude functions, eight
stimuli ~either line lengths or click intensities! were pre-
sented by the examiner to each of the subjects with normal
hearing. For subjects with impaired hearing, less than eight
intensities were often presented for the tasks that involved
loudness judgments~AME L and AMP L!, due to the limi-
tations imposed by their thresholds of audibility and/or loud-
ness discomfort. The specific intensity ranges were deter-
mined individually based on these threshold limitations.
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Stimuli were presented one at a time in a randomized
order that differed for each of three separate trials per sub-
ject. Therefore, each stimulus was judged three times by
each subject. The specific procedures, adapted from Hellman
and Meiselman~1988! are described below according to the
sequential order of testing~for details see the Appendix!.

1. Absolute magnitude estimation of line length (AME
LL) and absolute magnitude estimation of
loudness (AME L)

Each subject was asked to verbally provide a numerical
judgment of the perceived length of each one of the eight
projected lines for the AME LL task. For the AME L task,
subjects were instructed to provide a numerical judgment of
the perceived loudness of each of one presented click-train
intensity. Eight separate click-train intensities were judged
by the listeners with normal hearing~group I!. As noted pre-
viously, less than eight auditory stimulus intensities were
presented to the subjects with cochlear hearing loss due to
threshold limitations imposed by their hearing impairments.
For the subjects with a flat configuration of hearing loss
~group II!, four to six click-train intensities were presented.
Six to eight stimulus intensities were presented to the sub-
jects with a sloping configuration of hearing loss~group III!.

Based on methods utilized in previous studies~e.g.,
Hellman and Meiselman, 1988, 1990, 1993; Stevens, 1956,
1969; Zwislocki and Goodman, 1980!, subjects were asked
to assign an appropriate number~including decimals or frac-
tions! to judge the length of each projected line, or the loud-
ness of each intensity. No reference standard was given, and
the subjects were permitted to utilize any number, regardless
of the number assigned to the previous stimulus. The listener
was able to control the duration of the presentation of each
stimulus.

2. Absolute magnitude production of loudness (AMP
L)

For this task, each subject was required to produce a
loudness to match the subjective magnitude of an assigned
number. The numbers consisted of the individually averaged
estimations provided by each subject from the procedure of
AME L.

The subject was blind to the numerical scale of the ABR
attenuator, while exact intensity settings were visible to the
examiner. The subject controlled the adjustments of loudness
using the attenuator control~up and down arrow keys! on the
ABR equipment, which ranged from 0 to 100 dB. Subjects
were asked to utilize a bracketing technique to set the loud-
ness of the sounds to settings both above and below the
perceived magnitude of the assigned number, and then to an
approximate equal-sensation point within these limits. The
intensity setting was then recorded by the examiner.

3. Cross-modality matching (CMM) between loudness
and line length

Cross-modality matches were obtained between loud-
ness and perceived length. The subjects were asked to adjust
the loudness of the click sounds produced by the ABR equip-
ment ~intensity range of 0 to 100 dB! until judged to be

subjectively equal to the length of a projected line presented
by the examiner. The subject was blind to the numerical
scale of the attenuator, while the exact decibel settings were
visible to the examiner. The line length stimuli for the CMM
task were the same as those used for the task of AME of line
length. The intensity judgments were recorded by the experi-
menter after each presentation.

E. Data analysis

1. Overall analysis

Four sensation-magnitude functions were obtained for
every individual subject for each of the series of measure-
ments of AME of line length, AME and AMP of loudness,
and CMM. All data were analyzed in accordance with pro-
cedures described by Hellman and Meiselman~1988, 1990,
1993!. The first trial for each task was considered a prelimi-
nary training run, and therefore was not included in the over-
all analysis. The geometric means of each of the stimulus
judgments were computed over the last two trials for the
AME procedure of line lengths and loudness. For AMP of
loudness and CMM between loudness and perceived length,
decibel averages over the last two trials were computed
~Stevens, 1975!. A geometric mean is an appropriate calcu-
lation of the AME of line length and loudness tasks as it
accounts for any skewness in the data, particularly since sub-
jects are providing numerical estimates presumably in ratio
form ~Stevens, 1966!. For the AMP L and CMM tasks, the
subjects provided loudness adjustments and therefore re-
sponses are recorded in decibel units. Thus, the decibel data
that are referenced relative to an arbitrary standard become
interval data, and an arithmetic mean is the proper average
~Stevens, 1955!.

2. Slope analysis

a. Normal hearing. Slope values for each of the indi-
vidual sensation-magnitude functions for the subjects with
normal hearing were obtained by linear regressions~SPSS
for Windows version 6.0.! utilizing the method of least
squares.

b. Cochlear hearing loss.Linear regressions were per-
formed for the slope analysis of individual AME LL func-
tions. However, a different slope analysis of the remaining
individual loudness functions of AME and AMP of loudness
and CMM for the subjects with cochlear hearing loss was
performed. Recently, several studies have utilized polyno-
mial regression analysis to describe the slope of the loudness
function for listeners with cochlear hearing loss as linear
regression analysis may inaccurately represent the presence
of nonlinearities ~Hillman and Meiselman, 1990, 1993;
Knight and Margolis, 1984!. Knight and Margolis~1984!,
however, noted that the slope estimate obtained with polyno-
mial regression in isolation may not accurately characterize
the steep pattern in the loudness growth function that is typi-
cally displayed by listeners with cochlear hearing loss. Hell-
man and Meiselman~1990, 1993! therefore supported the
use of polynomial regression in combination with linear re-
gression over the steep, low, or mid-range intensity portion
of the loudness function.
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The procedures for the slope analysis of individual AME
and AMP of loudness and CMM functions were in accor-
dance with those described by Hellman and Meiselman
~1990, 1993!. Specifically, following a paraboloic fit to the
data, a localized slope was obtained using linear regression
analysis on the partial stimulus range over which the func-
tion was linear~SPSS for Windows version 6.0.!.

II. RESULTS

A. Group cross-modality matching functions

Figure 1 depicts the averaged data of the loudness func-
tions obtained with CMM by group. Produced loudness in
dB (X) is plotted against line length in cm (Y). Each point
represents the averaged response for ten listeners. Note that
the CMM functions for the groups with cochlear hearing loss
are steeper over a wider intensity range than the function for
normal hearing~see below!.

B. Individual and group exponents

The individual and group exponents for each sensation-
magnitude function are described separately for subjects with
normal and impaired hearing. The individual measured ex-
ponents for loudness were calculated by the geometric mean
of the individual exponents obtained for AME and AMP
loudness. The individual predicted exponent of loudness was
obtained by the product of the individual exponents from
AME LL and CMM.

Group exponents were obtained for each sensation-
magnitude function by calculating the geometric mean for
AME of perceived length and loudness and the arithmetic
mean for AMP of loudness and CMM. The group measured
loudness exponent was calculated by the geometric mean of
the group exponents obtained for AME and AMP of loud-
ness. The predicted loudness exponent for the group was
obtained by the product of the exponents from AME LL and
CMM.

1. Normal hearing

Table I displays the individual and group exponents for
each sensation-magnitude function for subjects with normal
hearing~group I!. The results suggest that the sensory mo-
dality of perceived length is a power function of physical
length with a mean exponent of 0.95~range50.70 to 1.24!.
Loudness is a power function of sound pressure with mean

FIG. 1. Group loudness functions obtained with cross-modality matching
~CMM! between loudness and perceived line length from listeners with
normal hearing, flat and sloping high-frequency configurations of cochlear
hearing loss. Each data point represents mean values obtained from ten
listeners~see text!. Produced loudness is referenced to intensity in dB nHL
~re: 25 dB peak equivalent sound pressure level!.

TABLE I. Individual slope values obtained for four sensation-magnitude functions by normal-hearing subjects.a

Subject

Line
length

AME LL

Loudness

CMM
Measured~M!

~AME LxAMP L !1/2
Predicted~P!

~AMELLxCMM !
Deviation

~P-M!
Percent

deviationAME L AMP L

1 0.83 0.55 0.71 0.66 0.63 0.55 20.08 212.70
2 1.09 0.56 0.53 0.61 0.55 0.67 0.12 21.82
3 0.95 0.62 0.58 0.60 0.61 0.58 20.03 24.92
4 1.01 0.56 0.48 0.64 0.52 0.65 0.13 25.00
5 0.70 0.63 0.70 0.80 0.67 0.56 20.11 216.42
6 0.80 0.64 0.61 0.73 0.63 0.58 20.05 27.94
7 0.88 0.38 0.58 0.61 0.47 0.54 0.07 14.89
8 1.07 0.50 0.51 0.72 0.51 0.77 0.26 50.98
9 1.24 0.37 0.64 0.51 0.49 0.63 0.14 28.57

10 1.05 0.38 0.80 0.53 0.55 0.54 20.01 21.82
Mean 0.95 0.51 0.61 0.64 0.56 0.61 0.04 9.75
s.d. 0.15 0.10 0.09 0.09 0.06 0.07 0.11 20.76

aNote: Slope values for each of the sensation-magnitude functions were obtained by linear regression analysis;
Loudness slopes are referenced in sound pressure; AME LL, AME L, and Measured means are geometric
averages~see text for explanation!; AME LL 5absolute magnitude estimation of line length; AME L5absolute
magnitude estimation of loudness; AMP L5absolute magnitude production of loudness; CMM5cross-
modality match between loudness and line length; s.d.5standard deviation.
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exponents of 0.51~range50.37 to 0.64! for AME and 0.61
~range50.48 to 0.80! for AMP. The cross-modality match
between perceived length and loudness is a power function
with a mean exponent of 0.64~range50.51 to 0.80!. For the
four functions, the standard deviations~SDs! were 0.15 for
AME LL, 0.10 for AME L, and 0.09 for both AMP L and
CMM. The median correlation coefficients (r ) were 0.99 for
AME LL and 0.97 for the sensation-magnitude functions of
AME L, AMP La nd CMM. Individual r values ranged from
0.90 to 0.99 for all four functions.

The mean group measured exponent for loudness was
0.56 (s.d.50.06). The individual measured slopes range
from 0.47 to 0.67. The group predicted exponent of loudness
was 0.61 slope (s.d.50.07). Individual predicted exponents

range from 0.54 to 0.77. The deviations of the individual
measured from predicted exponents range from20.11 to
0.26 with a mean deviation of 0.04 (s.d.50.11). This results
in an average 7.1% measured deviation when mean mea-
sured and predicted slope values are examined. The high
individual and median correlation coefficients demonstrate
the excellent approximation of the power function for AME
LL, as well as for AME and AMP of loudness and CMM.

2. Cochlear hearing loss

Tables II and III list the individual and mean slope val-
ues for each sensation-magnitude function for subjects with a
flat or high-frequency sloping configuration of hearing loss,

TABLE II. Individual slope values obtained for four sensation-magnitude functions by subjects with flat
cochlear hearing loss.a

Subject

Line
length

AME LL

Loudness

CMM
Measured~M!

~AME LxAMP L !1/2
Predicted~P!

~AMELLxCMM !
Deviation

~P-M!
Percent

deviationAME L AMP L

11 0.76 0.70 0.84 1.33 0.77 1.01 0.24 31.17
12 0.97 1.50 2.70 1.70 2.01 1.65 20.36 217.91
13 1.08 0.56 1.25 1.64 0.84 1.77 0.93 110.71
14 0.87 1.65 2.68 1.72 2.10 1.50 20.60 228.57
15 0.81 0.77 0.92 0.95 0.84 0.77 20.07 208.33
16 1.15 0.78 0.72 0.81 0.75 0.93 0.18 24.00
17 0.75 0.96 0.87 1.19 0.91 0.89 20.02 202.20
18 0.88 0.92 1.12 1.72 1.02 1.51 0.49 48.04
19 0.67 1.05 1.90 1.94 1.41 1.30 20.11 207.80
20 0.91 1.10 1.38 1.68 1.23 1.53 0.30 24.39

Mean 0.87 0.95 1.44 1.47 1.11 1.29 0.99 17.35
s.d. 0.14 0.33 0.70 0.36 0.48 0.34 0.41 38.69

aNote: Slope values for AME LL were obtained by linear regression analysis; slopes for AME L, AMP L, and
CMM were obtained by parabolic fits in combination with linear regression over the steep portion of the curve;
loudness curves are referenced in sound pressure; AME LL, AME L, and Measured means are geometric
averages~see text for explanation!; AME LL 5absolute magnitude estimation of line length; AME L5absolute
magnitude estimation of loudness; AMP L5absolute magnitude production of loudness; CMM5cross-
modality match between loudness and line length; s.d.5standard deviation.

TABLE III. Individual slope values obtained for four sensation-magnitude functions by subjects with high-
frequency cochlear hearing loss.a

Subject

Line
length

AME LL

Loudness

CMM
Measured~M!

~AME LxAMP L !1/2
Predicted~P!

~AMELLxCMM !
Deviation

~P-M!
Percent

deviationAME L AMP L

21 0.85 0.75 1.39 1.33 1.02 1.13 0.11 10.78
22 1.05 0.55 0.84 0.83 0.68 0.87 0.19 27.94
23 0.96 0.60 0.91 0.97 0.74 0.93 0.19 25.68
24 0.73 0.55 1.93 1.39 1.03 1.01 20.02 201.94
25 0.80 0.48 0.58 0.95 0.53 0.76 0.23 43.40
26 0.85 1.14 1.76 1.76 1.42 1.50 0.08 05.63
27 0.80 0.57 1.18 0.87 0.82 0.70 20.12 214.63
28 0.86 0.42 0.45 0.65 0.43 0.56 0.13 30.23
29 0.80 0.39 0.84 0.97 0.57 0.78 0.21 36.84
30 0.92 0.59 0.52 0.66 0.55 0.61 0.06 10.91

Mean 0.86 0.58 1.04 1.04 0.73 0.88 0.11 17.48
s.d. 0.09 0.20 0.49 0.33 0.29 0.26 0.11 17.39

aNote: Slope values for AME LL were obtained by linear regression analysis; slopes for AME L, AMP L, and
CMM were obtained by parabolic fits in combination with linear regression over the steep portion of the curve;
loudness curves are referenced in sound pressure; AME LL, AME L, and Measured means are geometric
averages~see text for explanation!; AME LL 5absolute magnitude estimation of line length; AME L5absolute
magnitude estimation of loudness; AMP L5absolute magnitude production of loudness; CMM5cross-
modality match between loudness and line length; s.d.5standard deviation.
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respectively. The AME LL group mean exponent for sub-
jects with a flat configuration of hearing loss~group II! was
0.87, with individual exponents extending from 0.67 to 1.15
(s.d.50.14). For the group with sloping high-frequency
hearing loss~group III!, a 0.86 mean was calculated, and
individual slopes range from 0.73 to 1.05 (s.d.50.09). The
individual correlation coefficients were 0.95 or higher for
both groups.

a. Group II (flat cochlear hearing loss).For subjects
with a flat configuration of hearing loss, the group mean
loudness exponents as determined by AME and AMP were
respectively 0.95 and 1.44. The individual slope values range
from 0.56 to 1.65 for AME L and from 0.72 to 2.70 for AMP
L. CMM exponents range from 0.81 to 1.94, with a mean
exponent of 1.47. Standard deviations were 0.33 for AME L,
0.70 for AMP L, and 0.36 for CMM.

The individual measured exponents for loudness ex-
tended from 0.75 to 2.10 with a group geometric mean of
1.11 (s.d.50.48). The slope values of the individual pre-
dicted exponents of loudness ranged from 0.77 to 1.77 with
an average value of 1.29 (s.d.50.34).

b. Group III (high-frequency cochlear hearing loss).

For subjects with high-frequency sloping hearing loss, indi-
vidual slope values for AME L ranged from 0.39 to 1.14
with a group geometric mean value of 0.58. A range of 0.45
to 1.93 was calculated for AMP L, yielding an average ex-
ponent of 1.04. The analysis of CMM produced individual
slope values of 0.65 to 1.76 and a group mean value of 1.04.
Standard deviations were 0.20 for AME L, 0.49 for AMP L,
and 0.33 for CMM. The group measured exponent was 0.73
~range50.43 to 1.42; s.d.50.29!. The predicted exponent for
the group was 0.88~range50.56 to 1.50; s.d.50.26!.1

C. Validation of cross-modality matching „CMM…

A two-factor with repeated measures analysis of vari-
ance ~ANOVA ! was performed in order to determine
whether there were any significant differences between the
measured and predicted loudness functions~within-subjects
factor5w1! among the three test groups of hearing status
~normal hearing, flat and sloping high-frequency cochlear
hearing loss; between-subjects factor5w0!. Averaging
across groups, the findings indicated that there were no sig-
nificant differences between the measured and predicted
loudness functions~F52.86,p50.10!.

Two between-subjects contrasts were generated~x1 and
x2! in order to test for interactions of between and within
subjects factors. Specifically, the first contrast (w1x1) ex-
amined the differential effect of the measured and predicted
loudness functions comparing the two hearing-impaired
groups~flat and high-frequency cochlear hearing loss!. The
second contrast (w1x2) examined this difference comparing
the normal against the two hearing-impaired groups. No sig-
nificant differences were obtained for either of the interac-
tions~w1x1:F50.004,p50.95; w1x2:F50.313,p50.58!.
Further, average deviations of measured from predicted ex-
ponents of20.04 and 0.10 were obtained in the normal and
hearing-impaired groups, respectively.

D. Effect of the configuration of hearing loss on the
loudness-intensity functions

Independent two-samplet-tests assuming equal variance
~0.01 level of significance! were performed to determine
whether there were any significant differences between the
hearing-impaired groups, and for each group when compared
to the normal-hearing group. These analyses were performed
for both measured and predicted functions.

For the measured loudness functions, significant differ-
ences were obtained between the slopes of the groups with
flat cochlear hearing loss and normal hearing~t53.89; p
50.001!. For the predicted loudness functions, significant
differences were also obtained between the slopes of the
groups with flat cochlear hearing loss and normal hearing
~t55.89; p,0.0001! and between the high-frequency hear-
ing loss group and normal-hearing group~t53.05; p
50.007!. No significant differences were noted between the
other group comparisons~groups with high-frequency co-
chlear hearing loss and normal hearing; flat and high-
frequency cochlear hearing loss!.

III. DISCUSSION

The purpose of this study was to provide information on
the utility of clicks for the task of cross-modality matching
~CMM! loudness and perceived line length for the assess-
ment of loudness growth as described in recent studies by
Hellman and Meiselman~1988, 1990, 1993!. An important
aspect of this study was to investigate the validity of the
CMM task in the prediction of loudness growth using click
stimuli. Consistent with Stevens and Greenbaum~1966!,
AMP generally resulted in steeper functions than AME. No
significant differences were obtained between the measured
and predicted loudness functions for any of the test groups
which were comprised of subjects that exhibited normal
hearing, flat, or high-frequency cochlear hearing loss. In ad-
dition, the average deviation of the measured from predicted
loudness exponents in each of the three test groups was less
than 20%. These data support the validity of the CMM task
when the stimuli are clicks.

Moreover, the results reveal that the CMM task between
loudness and perceived line length is a more precise method
of assessing loudness growth in listeners with cochlear hear-
ing loss; better than absolute magnitude estimation and pro-
duction of loudness techniques. The standard deviations
were generally smaller for the predicted than for the mea-
sured slope values in both configurations of flat and sloping
high-frequency cochlear hearing loss groups. There was es-
sentially no difference in the predicted and measured stan-
dard deviation exponent values for the normal-hearing
group. The predicted loudness functions for the groups with
flat and sloping high-frequency hearing loss are less variable
than the measured functions by 29% and 10%, respectively.
The greater precision of CMM in estimating the loudness
function with clicks is consistent with the findings of Hell-
man and Meiselman~1993!.
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A. The loudness function for click stimuli

A second purpose of this study was to provide additional
data on loudness functions obtained with clicks. Graphic rep-
resentation of the group CMM function~Fig. 1! reveals a
high-level curvature for the group with normal hearing
~group I! unlike the linear CMM functions obtained with
tonal stimuli~e.g., Hellman and Meiselman, 1988!. This may
be explained in two ways. First, it is possible that this effect
may have been imposed by the listeners at the maximum
intensity level; the subjects may have automatically set the
attenuator to its maximum intensity level to match the per-
ceived length of the longest line. Second, the curvature at the
highest intensities may have resulted from the broad fre-
quency spectrum of the click stimulus, a similar effect ob-
served in the loudness functions for broadband noise~Scharf
and Houtsma, 1986!.

The average measured and predicted exponents~slopes!
obtained from the normal-hearing group with clicks were
0.56 and 0.61, respectively. Examining other studies of nor-
mal listeners that used cross-modality matching or magni-
tude estimation and production methods with tonal stimuli,
these values correspond favorably. The exponents are similar
to both the ISO standard loudness exponent of 0.6~ISO R
131-1959! and the average 0.56 measured/predicted expo-
nents reported by Hellman and Meiselman~1988!. In con-
trast, studies that employed category rating procedures for
listeners with normal hearing yielded flatter loudness func-
tions with slopes approximating 0.2~Ricketts and Bentler,
1996; Robinson and Gatehouse, 1996!.

Current data therefore provide further support for the
agreement between loudness functions obtained with click
and tonal stimuli~Cazals and Stephens, 1975; Geisleret al.,
1958!. Moreover, the similarity between the loudness expo-
nents yielded in this investigation and from previous studies
with normal-hearing listeners suggests that the CMM proce-
dure is a reliable technique for assessing loudness growth.

B. The effect of hearing impairment and configuration
of hearing loss on the loudness function

The differentiation of the loudness function obtained
from listeners with cochlear hearing loss from those of the
subjects with normal hearing would be of clinical value in
site-of-lesion assessment. The comparatively different
measured/predicted mean slope values among the three test
groups suggest that the loudness slopes do vary according to
the hearing ~loss! configuration. The mean measured/
predicted loudness functions obtained with a click stimulus
in the hearing impaired groups with sloping high-frequency
and flat configurations of hearing loss are approximately one
and one half to two times greater than those of the group
with normal hearing. Generally lower exponents were calcu-
lated for the individual loudness functions in subjects with
high-frequency hearing loss~group III! in comparison to the
subjects with a flat hearing loss configuration~group II!. The
mean slope measured/predicted values in group II were 1.5
times greater than those of group III. Furthermore, statisti-
cally significant differences between the group mean slopes
were found when comparing the measured and predicted ex-

ponents of the subjects with normal hearing to those with flat
configuration of hearing loss, and the means of the predicted
slopes for high-frequency hearing loss and normal-hearing
groups.

The differences in the shape and position of the loudness
functions by intensity can also be depicted through graphic
representation of the group data obtained from the CMM
procedure~Fig. 1!. Due to the effect of cochlear hearing loss,
the sensation-magnitude functions for the two hearing-
impaired groups are steeper and displaced towards higher
levels along the intensity axis in comparison to the normal
function. The group with flat hearing loss configuration with
the poorest mean click threshold, had the steepest and fur-
thest displaced CMM function. At intensity levels approxi-
mately 30 dB above the average click threshold in both
hearing-impaired groups however, there is a convergence to-
ward the normal function. This is an expected finding at high
sound pressure levels for listeners with cochlear hearing loss
~Dix et al., 1948; Hellman and Meiselman, 1990, 1993;
Moore, 1989; Scharf, 1986!.

In addition, the results of this study correspond favor-
ably to recent CMM studies, particularly for the group with a
flat configuration of hearing loss~group II!. In the current
work, the mean slope value of 1.29 for group II lies within
61 standard deviation around the mean slope value of 1.2
reported by Hellman and Meiselman~1990! for listeners
with 45-dB hearing losses; all of the individual slope values
lie within 62 standard deviations of this value.

The proximity of the loudness function for the group
with sloping impairment~group III! to the function for nor-
mal hearing listeners may be explained by the degree of
threshold elevations over the tested frequency region. It is
possible, for example, that due to the sloping configuration
of the impairment that the individual loudness exponents are
based primarily on hearing levels at frequencies where
thresholds are only slightly elevated.

Hellman and Meiselman~1990! showed that the loud-
ness growth slopes for hearing losses less than 40 dB are
similar to those for normal hearing. Recall that for group III,
the mean click threshold was approximately 27 dB. Indeed,
the majority of these subjects presented with hearing thresh-
olds below 40 dB in the frequency regions over which most
of the click-train energy was concentrated. Specifically,
eighty percent of the subjects had thresholds better than 40
dB from 250 to 2000 Hz, while 40% of the subjects’ thresh-
olds were less than 40 dB at one or more frequencies above
2000 Hz. Similar to the problem of using broadband clicks to
estimate audiometric threshold~Stapellset al., 1985!, the use
of clicks may not be the ideal stimuli for characterizing the
rate of loudness growth in specific high-frequency regions of
listeners who have sloping high-frequency hearing losses.

C. Clinical application of CMM between loudness and
perceived line length

The present study used audiological instrumentation that
is commonly available in clinical settings. The CMM task is
no more difficult to perform than the present traditional
methods of loudness assessment, namely, ABLB, MCL, and
UCL tasks. The difficulty with the task may arise in the
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computation of the CMM slope value. As noted in the
present study, computer analysis and statistical computations
were required to derive the slope of the sensation-magnitude
functions for hearing-impaired individuals, calculations for
which most audiologists and clinics lack the background,
time and/or computer support~Knight and Margolis, 1984!.
A way to circumvent this problem is to abandon the slope
value, and examine the CMM loudness function in its en-
tirety over the broad range of intensities. This method may
be particularly useful for the fitting of nonlinear amplifica-
tion devices in hearing-impaired individuals.

IV. CONCLUSION

The CMM task between loudness and perceived line
length is a valid, reliable method for predicting the loudness
growth function in individuals with either normal or cochlear
hearing loss. Moreover, the low variability of the CMM task
makes this a viable alternative to the AME and AMP of
loudness technique for use with hearing-impaired individu-
als. In addition, the method of loudness growth assessment
via CMM should be easily incorporated into a clinical pro-
tocol. The CMM procedure may have applicability for site-
of-lesion assessment, and amplification fittings.
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APPENDIX: INSTRUCTIONS FOR THE
PSYCHOACOUSTIC TASKS OF LOUDNESS GROWTH

1. Absolute magnitude estimation of line length
„AME LL …

‘‘You are going to view a series of lines of different
lengths, one at a time, in random order. Your task is to tell
me how long they appear by assigning numbers to them. You
may use any positive numbers that appear appropriate to
you, whole numbers, decimals, or fractions. Do not worry
about running out of numbers; there will always be a smaller
number than the smallest you use, and a larger one than the
largest you use~note that even between 0 and 1, an infinite
range of numbers is possible; repeated use of the same num-
ber is acceptable!. Do not worry about consistency; just try
to assign an appropriate number to each line regardless of the
number you may have given to the previous one. You may
view the same line as often as you wish before deciding on
your number estimate of its length. However, it is best to be
as spontaneous and quick in your response as possible. After
you have reached a decision, report your judgment. Do you
have any questions?’’

2. Absolute magnitude estimation of loudness
„AME L …

‘‘You are going to hear a series of sounds of different
loudnesses, one at a time, in random order. Your task is to
tell me how loud they sound by assigning numbers to them.
You may use any positive numbers that appear appropriate to
you, whole numbers, decimals, or fractions. Do not worry
about running out of numbers; there will always be a smaller
number than the smallest you use, and a larger one than the
largest you use~note that even between 0 and 1, an infinite
range of numbers is possible; repeated use of the same num-
ber is acceptable!. Do not worry about consistency; just try
to assign an appropriate number to each loudness regardless
of the number you may have given to the previous one. You
may listen to the same sound as often as you wish before
deciding on your number estimate of its loudness. However,
it is best to be as spontaneous and quick in your response as
possible. After you have reached a decision, report your
judgment. Do you have any questions?’’

3. Absolute magnitude production of loudness
„AMP L …

‘‘You will be presented with a series of numbers, one at
a time, in random order. Your task is to adjust the loudness
of the sounds to match your judgment of the size of the
assigned number. In order to perform this task, it will be
necessary to push the arrow keys in front of you to set an
appropriate loudness. When you push the upward arrow key,
the loudness will increase. When you push the downward
arrow key, the loudness will decrease. Push the arrow keys
SLOWLY in order to get an exact setting. First, try to adjust
the loudness of the sounds to levels above and below your
estimation of the assigned number. Next, attempt to ‘zero’ in
on the appropriate setting; that is, bracket the loudness. Press
the space bar to turn the signal on and off. After you have
reached a decision, keep your final setting intact and turn off
the signal. Do you have any questions?’’

4. Instructions for cross-modality matching loudness
and perceived line length

‘‘You are going to view a series of lines of different
lengths, one at a time, in random order. Your task is to make
the loudness of the sounds match your judgment of the
length of a line you will see projected on the screen. In order
to perform this task, it will be necessary to push the arrow
keys in front of you to set an appropriate loudness. When
you push the upward arrow key, the loudness will increase.
When you push the downward arrow key, the loudness will
decrease. Push the arrow keys SLOWLY in order to get an
exact setting. First, try to adjust the loudness of the sounds to
levelsaboveandbelowyour estimation of the length of the
assigned line. Next, attempt to ‘‘zero’’ in on the appropriate
setting; that is, bracket the loudness. Press the space bar to
turn the signal on and off. After you have reached a decision,
keep your final setting intact and turn off the signal. Do you
have any questions?’’~adapted from Hellman and Meisel-
man, 1988!.
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Temporal integration at 6 kHz as a function of masker
bandwidth
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Thresholds were measured for a 6-kHz sinusoidal signal presented within a 500-ms masker. The
masker was either a bandpass Gaussian noise of varying bandwidth, or a sinusoid of the same
frequency as the signal. The spectrum level of the noise masker was kept constant at 20 dB SPL, and
the level of the sinusoidal masker was 40 dB SPL. Thresholds for signal durations between 2 and
300 ms were measured for masker bandwidths ranging from 60 to 12 000 Hz. The masker was
spectrally centered around 6 kHz. For masker bandwidths less than 600 Hz, the slope of the
temporal integration function decreased with decreasing masker bandwidth. The results are not
consistent with current models of temporal integration or temporal resolution. It is suggested that the
results at narrow bandwidths can be understood in terms of changes in the power spectrum of the
stimulusenvelopeor modulation spectrum. According to this view, the onset and offset ramps of the
signal introduce detectable high-frequency components into the modulation spectrum, which
provide a salient cue in narrowband maskers. For broadband maskers, these high-frequency
components are masked by the inherent rapid fluctuations in the masker envelope. Additionally, for
signal durations between 7 and 80 ms, signal thresholds decreased by up to 5 dB as the masker
bandwidth increased from 1200 to 12 000 Hz. The mechanisms underlying this effect are not yet
fully understood. ©1998 Acoustical Society of America.@S0001-4966~97!04112-X#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@JWH#

INTRODUCTION

The term temporal integration is often used to describe
the way signal thresholds decrease with increasing signal du-
ration. Generally, for a sinusoidal signal in quiet, or in the
presence of broadband noise, thresholds decrease by between
8 and 10 dB per decade duration for durations between about
10 and 200 ms~Hughes, 1946; Garner and Miller, 1947;
Plomp and Bouman, 1959; Florentineet al., 1988; Gerken
et al., 1990!.

Most models of temporal integration assume either that
the signal intensity is integrated within the auditory system
over a duration of around 200–300 ms~Garner and Miller,
1947; Greenet al., 1957; Plomp and Bouman, 1959! or that
some other transformation of the signal~including compres-
sion and/or adaptation! is integrated to give an overall re-
sponse~Zwislocki, 1960, 1969; Penner, 1978!. The signal-
to-masker ratio at the output of the integrator is assumed to
govern performance. An alternative approach, described by
Viemeister and Wakefield~1991!, assumes that no such
physical integration occurs over durations longer than about
5–10 ms. Instead it is suggested that the auditory system
combines information from across independent ‘‘multiple
looks’’ at brief segments of a given signal. Nevertheless, for
a given segment, it is still assumed that the signal-to-masker
ratio provides the relevant decision criterion~although this
criterion could be altered without changing the fundamental
principle of a multiple-looks hypothesis!.

Both types of model~true integration and multiple
looks! rely on long- or short-term level cues. This may seem
inconsistent with some recent data on the detection of tones
gated simultaneously with maskers of equal duration~Kidd
et al., 1989; Richards, 1992; Kiddet al., 1993!. In these
studies, within-channel energy cues were rendered unreliable
by roving the overall level of the stimuli. It was shown that
the performance of listeners is better than that predicted on
the basis of energy cues alone for both narrow- and broad-
band maskers. In the case of broadband maskers it seems
likely that listeners detect a change in the spectral shape of
the stimulus by performing a comparison of levels across
frequency channels, rather than across trials~e.g., Kidd
et al., 1989!. For narrowband maskers, other cues, such as
changes in the distribution of the envelope or fine structure,
probably play a role~Kidd et al., 1989; Richards, 1992;
Greenet al., 1992; Kidd et al., 1993!. Nevertheless, in the
case of narrowband maskers, it seems that roving the overall
presentation level does produce somewhat higher thresholds
than are measured in a constant-level paradigm~e.g., Kidd
et al., 1989; Richards, 1992!. This may indicate that listeners
use level-related cues in most circumstances, and that other
cues become dominant only when level cues are no longer
reliable.

In most studies of temporal integration, the signal is pre-
sented in a longer, or continuous, masker of a constant level.
In such situations it is also possible for listeners to detect the
signal based on a within-intervaland within-channel level
comparison, by comparing the level of the stimulus before
the signal onset with the level within the time period which
may contain the signal. Thus, at present the assumption of

a!Present address: Communication Research Laboratory, Department of
Speech-Language Pathology and Audiology~133FR!, Northeastern Uni-
versity, Boston, MA 02115.
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most models of temporal integration, that detection is based
on some measure of~integrated! level, seems reasonable for
most conditions. Whether levels are compared across trials,
across frequency channels, or across time intervals within
one trial probably depends on the exact stimulus configura-
tion.

Neither of the integration models mentioned so far pre-
dicts an effect of masker bandwidth~BW! on theslopeof the
temporal integration function, as detection is based purely on
the signal-to-noise ratio. The prediction of invariant slopes
seems to be supported by the two studies that have directly
investigated temporal integration as a function of masker
BW ~Hamilton, 1957; van den Brink, 1964!: neither study
found that the slope of the integration function varied with
masker BW. However, both these early studies used an
800-Hz sinusoidal signal. This frequency may not have been
the optimal choice for two reasons. First, this frequency is
too low to measure temporal integration at signal durations
of less than about 20 ms because the bandwidth of the signal
then begins to exceed that of the auditory filter at 800 Hz.
For masker BWs narrower than that of the auditory filter,
detection may be based on spectral cues associated with the
onset and offset of the signal, known as ‘‘spectral splatter.’’
Van den Brink ~1964! overcame this problem by filtering
both the noise and the signal with a narrow bandpass filter
before presentation. However, in this case if the signal band-
width exceeds the bandwidth of the filter, the temporal char-
acteristics of the signal are affected by the filter, making it
difficult to measure true temporal integration. Second, tem-
poral processing is thought to be influenced by the effects of
peripheral filtering at frequencies below about 1000 Hz
~Moore et al., 1993, 1996!. Thus, at 800 Hz the effects of
temporal integration, which are thought to be of central ori-
gin ~Zwislocki, 1960!, may be difficult to separate from the
influence of peripheral filtering.

In the present study temporal integration was measured
as a function of masker BW using a signal frequency of 6
kHz. At this frequency, the equivalent rectangular bandwidth
~ERB! of the auditory filter is thought to be about 670 Hz
~Glasberg and Moore, 1990!, meaning that the bandwidth of
even brief signals is less than the ERB. For instance, a
Hanning-windowed signal with a half-amplitude duration of
only 2 ms has a 3-dB bandwidth of less than 400 Hz. This
stimulus configuration therefore enables accurate measure-
ment of temporal integration at much shorter signal durations
than was possible in the previous studies using narrowband
maskers~Hamilton, 1957; van den Brink, 1964!.

I. METHOD

A. Stimuli

The signal was a 6-kHz sinusoid, gated with 2-ms
raised-cosine ramps. Thresholds were measured for signal
durations of 2, 7, 20, 80, and 300 ms, defined in terms of the
half-amplitude duration. The signal was temporally centered
around the 300-ms point of a 500-ms masker. The masker
was either a band-limited Gaussian noise or a 6-kHz sinu-
soid. In the latter case, the masker and signal were added in
quadrature phase. The BW of the noise masker was varied

between 60 and 12 000 Hz and, unless otherwise stated, was
arithmetically centered around 6 kHz. The spectrum level of
the noise masker was 20 dB SPL and the level of the sinu-
soidal masker was 40 dB SPL. As the spectrum level was
kept constant, the overall level of the noise masker increased
with increasing BW. The possible confounding effect of in-
creasing overall level is addressed in the Discussion and the
Appendix. To reduce the possibility of detection of spectral
splatter at narrow masker BWs, a background noise with a
spectrum level of25 dB SPL in its passband was gated on
and off with the masker. The background noise was broad-
band ~up to 15 kHz! with a spectral notch 1200 Hz wide
arithmetically centered around 6 kHz. The masker and back-
ground noise were also gated with 2-ms raised-cosine ramps.
Both noise stimuli were obtained by generating a 2-s circular
buffer of wideband Gaussian noise, performing a discrete
Fourier transform, setting the amplitude of the components
outside the desired passbands to zero, and applying an in-
verse Fourier transform. A random starting point within the
resulting noise buffers was selected on each presentation in-
terval. All stimuli were generated digitally at a 32-kHz sam-
pling rate, and were played out using the built-in 16-bit D/A
converter and reconstruction~antialiasing! filter of a Silicon
Graphics workstation. Stimuli were passed through a pro-
grammable attenuator~TDT PA4! and a headphone buffer
~TDT HB6! before being presented to the left ear of subjects
via a Beyer DT990 headset.

B. Procedure

Thresholds were measured using a three-interval forced-
choice method with a two-down one-up adaptive procedure,
which tracks the 70.7%-correct point of the psychometric
function. Each trial consisted of three intervals containing
the masker and the background noise. The interstimulus in-
terval was 400 ms. The signal occurred randomly in one of
the three intervals and subjects were required to select the
signal interval. The signal level was initially adjusted in
steps of 8 dB. After every two reversals, the step size was
halved until a minimum step size of 2 dB was reached. The
run terminated after a further ten reversals. Threshold was
defined as the median level at the last ten reversals. For every
subject, four such threshold estimates were made for each
condition, and the mean and standard deviation of the four
estimates were recorded. Subjects were tested in 2-h ses-
sions, including short breaks. Within a session thresholds for
up to six different masker BWs were measured. All signal
durations for each masker BW were tested contiguously in
either ascending~2–300 ms! or descending~300–2 ms! or-
der. The presentation order of the BWs was neither system-
atic nor completely randomized, but was selected indepen-
dently for each subject in such a way as to avoid the
repetition of a BW within one session. In this way, the four
estimates for each data point were collected on four separate
days. Responses were made via a computer keyboard, and
feedback was provided via a computer monitor. Subjects
were tested in a single-walled sound-attenuating chamber,
which was situated in a sound-attenuating room.
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C. Subjects

Three subjects took part in the experiment. One subject
~the author! had considerable experience in psychoacoustic
tasks. The other two were students who had no previous
experience in psychoacoustic tasks, and were paid an hourly
wage for their participation. All subjects had absolute thresh-
olds of less than 15 dB HL at all octave frequencies between
250 and 8000 Hz, and were given at least 2 h practice before
data were collected. No consistent improvements in perfor-
mance were noted during the course of the experiment; the
mean difference between the first and last estimates across
all conditions was not significantly different from zero for
any of the three subjects.

II. RESULTS

Results across subjects were very similar. Average
within-subject standard deviations for each data point were
between 1.3 and 1.5 dB for all three subjects. As threshold
values were also very similar, only the mean data are shown.
Figure 1 shows the data for masker BWs of 1200 Hz and
less. Error bars represent61 standard deviation across sub-
jects. The uppermost curve~1200-Hz masker! shows a typi-
cal decrease in threshold with increasing signal duration; the
difference in threshold between the 2-ms and the 20-ms sig-
nal is just under 10 dB, corresponding with previous esti-
mates in quiet and in broadband noise. Reducing the masker
BW to 600 Hz produces a decrease in threshold at all dura-
tions, resulting in a roughly parallel downwards shift of the
integration function. For reductions in masker BW below
300 Hz, however, there is a marked flattening of the integra-
tion function, especially for durations of 20 ms and less. For
the 60-Hz masker, increasing the signal duration by a factor
of 10, from 2 to 20 ms, produces only a 2.5-dB decrease in
threshold. For the tonal masker, the difference is even less

~1.5 dB!. Thresholds for brief signals at narrow masker BWs
are therefore lower than would be predicted based on masker
energy. It seems that for narrow masker BWs the slope of the
integration function is strongly dependent on masker BW.

Results for the masker BW of 1200 Hz are replotted in
Fig. 2, together with the results from the other maskers with
BWs greater than the ERB. At the longest signal duration of
300 ms, thresholds are not strongly dependent on masker
BW. Taken on their own, the data from the 300-ms signal
would probably be interpreted as providing additional sup-
port for the idea that thresholds are generally independent of
masker BW for BWs beyond the ‘‘critical band.’’ At other
signal durations the changes with BW are somewhat more
marked. For instance, for durations between 7 and 80 ms
there is a monotonicdecreasein threshold as the BW of the
masker increases from 1200 to 12 000 Hz. For the shortest
duration, the pattern is again somewhat different, and thresh-
olds seem to reach a maximum for a masker BW of 3000 Hz.
Thus, at least for signal durations between 7 and 80 ms,
increasing the BW of the masker from 1200 to 12 000 Hz,
while keeping the spectrum level constant, resulted in a de-
crease in thresholds, by as much as 5 dB. This pattern of
results was observed for all three subjects. A two-way
repeated-measures analysis of variance~ANOVA ! was car-
ried out on the results for all signal durations and for BWs of
1200 Hz and greater, in order to assess the significance of the
observed changes with BW. The factors were BW and signal
duration, and the means of the four threshold estimates for
each subject were used as the dependent variable. The main
effects of duration and BW were both highly significant
@F(4,8)5232.6,p,0.001 andF(3,6)533.69,p,0.001, re-
spectively#. There was also an interaction between BW and
duration @F(12,24)54.28, p,0.005#, reflecting the some-
what different pattern of results at the different signal dura-
tions.

In Fig. 3, the data from signal durations of 2, 20, and
300 ms are replotted to show signal level at threshold as a
function of masker BW. Consider the data from the 300-ms
signal ~triangles!. Consistent with previous studies, thresh-

FIG. 1. Signal thresholds as a function of signal duration, with masker
bandwidth as the parameter. The signal frequency was 6 kHz and the masker
spectrum level was 20 dB SPL~40 dB SPL overall level for the sinusoidal
masker!. The masker duration was always 500 ms, and the signal was tem-
porally centered around the 300-ms point in the masker. Symbols represent
the mean of three subjects. The error bars denote61 standard deviation
across the three subjects and are omitted if smaller than the symbol.

FIG. 2. As in Fig. 1, but for masker bandwidths between 1200 and 12 000
Hz.
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olds increase with increasing masker BW up to a ‘‘critical
bandwidth’’ ~in this case around 1200 Hz! beyond which the
observed change is fairly small. The slope of the function
can be measured in terms of signal level~dB! as a function of
10 log @bandwidth~Hz!#. In these units, the slope for BWs
between 60 and 1200 Hz is 0.75. This value lies between the
slope of unity predicted if only masker power within the
critical band is taken into account~Fletcher, 1940! and the
slope of 0.5 predicted if performance is limited only by the
statistical fluctuations in the level of the noise masker~e.g.,
Greenet al., 1957; Bos and de Boer, 1966!. The slope of the
mean 20-ms function is 0.92 and so also lies between the
predictions from the two models. In contrast, the slope of the
2-ms function is 1.5 and is therefore not in accordance with
either model. In analyzing the slopes, it was assumed that
there were no significant differences between the subjects,
and the three subject thresholds for each condition were
treated as three independent estimates of the same variable.
Under this assumption a comparison of regression test was
performed~Snedecor and Cochran, 1967, p. 432!. This con-
firmed that signal duration had a significant effect on the
slope of the function between 60 and 1200 Hz@F(2,39)
527.51,p,0.001#. This effect was due mainly to the 2-ms
data, as the slopes from the 20-ms and 300-ms data were not
significantly different from each other@F(1,26)52.04, p
.0.1#.

Consider next the data for BWs of 1200 Hz and greater.
The slope of the function for the 20-ms signal for BWs from
1200 to 12 000 Hz is20.52. This is significantly different
from zero @F(1,10)562.63, p,0.001# and confirms that
thresholds decrease with increasing BW between 1200 and
12 000 Hz for the 20-ms signal. The slope between 1200 and
12 000 Hz for the 300-ms signal is less steep (20.26), but is
also significantly different from zero@F(1,10)510.95, p
,0.01#. Thus, even in the case of the long-duration signal,
the results for a signal frequency of 6 kHz are not consistent
with the idea that noise power falling outside the critical
band has no effect on threshold~Fletcher, 1940!. Thresholds

for the 2-ms signal seem to peak at a masker BW of 3000 Hz
and decrease on either side of this.

The difference between the 1200-Hz and the 12 000-Hz
conditions is surprising. It seems that adding additional~un-
correlated! noise energy outside the critical band can en-
hance detection, especially for brief signals. Without yet ad-
dressing the underlying mechanisms, the effect could be due
to the additional high-frequency masker components, the ad-
ditional low-frequency components, or a combination of
both. In order to narrow the possibilities, two further condi-
tions were tested after the main experiment was completed.
All three of the original subjects participated, using the same
procedure as in the main experiment. The two additional
maskers had BWs of 6600 Hz and were asymmetrically
placed around 6 kHz. One had cutoff frequencies of 0 and
6600 Hz~low-frequency condition!, and the other had cutoff
frequencies of 5400 and 12 000 Hz~high-frequency condi-
tion!. In this way each masker shared one cutoff frequency
with the 1200-Hz masker and one with the 12 000-Hz
masker. Results are shown in Fig. 4, together with the replot-
ted results from the 1200-Hz and 12 000-Hz conditions. Both
high and low spectral regions seem to contribute about
equally to the difference in threshold between the 1200-Hz
and the 12 000-Hz conditions at all signal durations except 2
ms. Thus, neither the high- nor the low-frequency portion of
the 12 000-Hz masker is solely responsible for the decrease
in thresholds.

III. DISCUSSION

A. Masker bandwidths less than 1200 Hz: Role of
envelope fluctuations

The main finding of this study is that the slope of the
integration function at 6 kHz is strongly dependent on
masker BW, for BWs less than 600 Hz. These data cannot be

FIG. 3. Data replotted from Figs. 1 and 2, as a function of masker band-
width, with signal duration as the parameter.

FIG. 4. Additional data using maskers asymmetrically centered around the
signal frequency. Symbols joined with solid lines denote signal thresholds in
the high-frequency~up-pointing triangles! and low-frequency ~down-
pointing triangles! asymmetric conditions. Cutoff frequencies for the two
maskers are given in the legend. The signal frequency was again 6 kHz, and
the masker spectrum level was 20 dB SPL. Data from the 1200-Hz and
12 000-Hz conditions are replotted from Fig. 2.
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accounted for by traditional energy detection~integration!
models. For instance, in the case of the sinusoidal masker, a
more than tenfold increase in signal energy, as the duration is
increased from 2 to 20 ms, leads to only a 1.5-dB decrease in
threshold. The simplest explanation for the lack of observed
integration would be that, at narrow masker BWs, subjects
were able to detect the spread of energy into remote spectral
regions due to the onset and offset of the signal. A second
possibility, mentioned in the Method section, is related to the
fact that the overall masker power decreases with decreasing
BW. Oxenhamet al. ~1997! recently measured thresholds for
a 6.5-kHz sinusoidal signal in a broadband-noise masker.
They found that the slope of the temporal integration func-
tion at a masker spectrum level of 20 dB SPL was steeper
than at masker levels of210 and 50 dB by a factor of nearly
2. It could therefore be that the decrease in slope with de-
creasing masker BW is simply due to the decrease in overall
masker power. Both these possibilities are examined in the
Appendix, and it is concluded that neither can account for
the effect. Thus, another explanation is required.

Martens~1982! and Greenet al. ~1992! have proposed
that the auditory system is capable of analyzing the power
spectrum of the linear envelope, referred to here as the
modulation spectrum. The concept of modulation-spectrum
analysis is consistent with studies of modulation masking,
which have indicated that something analogous to spectral
masking occurs in the modulation-spectrum domain~Bacon
and Grantham, 1989; Houtgast, 1989!. Dau and colleagues
have incorporated this concept within a model of auditory
processing using a modulation filterbank. Their model can
account well for a range of psychoacoustic data on modula-
tion detection and masking~Dau et al., 1996, 1997a,b!. So
far, such models have been used mainly to account for the
detection of steady-state stimuli. It is proposed here that a
similar mechanism may account for why brief signals are
more easily detectable in narrowband noise than in wideband
noise. In the present experiment, the rapid onset and offset of
the signal introduce high-frequency components into the
modulation spectrum of the stimulus. This could mean that
short-duration signals in narrowband maskers are detected by
virtue of the high-frequency modulation energy introduced
by the ramps. This modulation energy may be resolved from
the lower-frequency modulation energy of the narrowband
maskers. For broadband maskers, this cue may be masked by
the inherent rapid fluctuations of the noise. Subjects may
then be forced to rely on the overall increase in stimulus
energy due to the addition of the signal. Some simulations
are presented in Sec. IV to illustrate how such a scheme
might account for the data.

B. Masker bandwidths of 1200 Hz and greater

Increases of masker BW beyond 1200 Hz tended to pro-
duce a decrease in thresholds, especially for signal durations
between 7 and 80 ms. It is not clear what mechanism could
underlie this result, although it should be noted that a similar
finding was observed by Bacon and Smith~1991! using a
10-ms, 4-kHz signal. Their Fig. 1 shows that mean thresh-
olds for the signal temporally centered in the noise also de-
crease by about 2.5 dB for BWs beyond the critical band. A

similar trend can be seen in the data of Wright~1997!. Mean
thresholds shown in her Fig. 3 for a 20-ms~noise! signal
centered around 2500 Hz, temporally centered in a noise
masker, also decreased by about 2 dB as the masker BW was
increased from 1000 to 8000 Hz.

It is possible that some kind of profile analysis, or spec-
tral shape discrimination, improves performance as the noise
covers more peripheral frequency channels~Green, 1988!.
This interpretation would argue for the importance of across-
channel comparisons in detecting a tone in a wideband noise
~e.g., Kidd and Dai, 1993!. Also, the fact that both low- and
high-frequency noise components contribute to the effect is
at least qualitatively consistent with this hypothesis. Even so,
it is not immediately clear why profile analysis should be
most effective for short signal durations. One possibility is
that at short signal durations, performance becomes increas-
ingly limited by the trial-to-trial variability of the noise-
masker level. In such cases, combining information about the
level of the masker across adjacent~independent! frequency
channels may improve performance. In the case of long-
duration signals, performance may be limited more by ‘‘in-
ternal’’ variability, or internal noise. If a dominant propor-
tion of such noise is added after information from different
channels is combined, then additional masker energy in ad-
jacent frequency channels would not improve performance.

IV. SIMULATIONS USING ENVELOPE CUES

In the previous section it was postulated that at narrow
masker BWs the detection of brief signals is achieved by
virtue of the high modulation frequencies introduced by the
onset and offset ramps of the signal. To illustrate this, some
simulations were carried out using masker BWs of 60 and
600 Hz. Predictions using a simple weighted intensity-
summation~energy! model were compared with those of a
model using only information from high modulation frequen-
cies ~modulation-filter model!. It is assumed that only enve-
lope information, and not fine structure, is available at 6 kHz.
This is in accordance with physiological results showing that
fine-structure information is not coded at frequencies above
4–5 kHz ~Roseet al., 1968!. Also, the effects of peripheral
filtering are not incorporated as the BWs of both the maskers
and the signal were less than the estimated BW of the audi-
tory filter at 6 kHz.

A. Description of the models

The task of resolving rapid from less rapid envelope
fluctuations can be achieved with a simple bandpass filter in
the modulation domain. This filter could be implemented in a
number of different ways. For the purposes of illustration,
spectral analysis is used here, although similar results could
be achieved using a time-domain representation, as discussed
in Sec. IV E.

In the present simulations, the selected cutoff frequen-
cies for the modulation filter were based on the following
considerations. In a recent study of sinusoidal amplitude-
modulation detection using sinusoidal carriers, Fassel and
Kohlrausch~1995! found that at carrier frequencies of 5 kHz
and above, thresholds remained roughly constant up to
modulation frequencies of around 150 Hz. Beyond 150 Hz

1037 1037J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Andrew J. Oxenham: Temporal integration and masker bandwidth



thresholds increased sharply before finally decreasing as the
sidebands became spectrally resolved. Based on this, it is
assumed that the auditory system is equally sensitive to all
modulation frequencies up to around 150 Hz at 6 kHz. This
value provided the upper cutoff frequency for the model. The
lower cutoff frequency of 80 Hz was chosen so that the over-
all bandwidth~70 Hz! was approximately in line with esti-
mates of modulation-filter bandwidth derived from simula-
tions of modulation detection and masking data~Dau et al.,
1997a!.

The modulation-filter model was constructed as follows.
The Hilbert envelope of each stimulus was calculated, and
the magnitude spectrum of the resulting envelope was ex-
tracted using a FFT. All the amplitude components were nor-
malized with respect to the 0-Hz component, making the
model level-independentfor a given stimulus. Then, the rms
value of the spectral components between 80 and 150 Hz
was calculated and used as the decision criterion. Finally, a
normally distributed~Gaussian! random variable was added
to the rms value to simulate ‘‘absolute threshold’’ for the
detection of high modulation frequencies. The mean of the
variable was zero and its variance was set such that the
model correctly predicted thresholds for the 2-ms signal in
the presence of the tonal masker. In this case, no high modu-
lation frequencies are present in the masking stimulus, and
so thresholds are assumed to be limited by internal noise
alone.

The following considerations were made for the energy
model. It has been shown that it is possible to construct an
intensity integration weighting function that will predict any
desired~straight-line! integration function with a slope be-
tween 0 and21 ~Penner, 1978!. The same is true of the
multiple-looks theory: it is possible to select an arbitrary set
of weights for successive looks, such that any slope between
0 and 21 can be predicted. Both schemes are, however,
independent of masker BW. A slope of20.8 was selected to
provide a good fit to the data for masker BWs of 600 Hz and
greater. The value of20.8 is also in good agreement with
previous estimates of temporal integration at high signal fre-
quencies~e.g., Florentineet al., 1988; Gerkenet al., 1990!.1

The predictions for the 600-Hz masker are 5 dB higher than
those for the 60-Hz masker at a given signal duration. This
relationship is provided by a model which takes into account
trial-to-trial variations in overall masker level~Greenet al.,
1957; Bos and de Boer, 1966!. The absolute levels of the
energy-model predictions were selected to provide a good
~visual! fit to the 600-Hz data.

B. Description of the simulation procedure

The simulations for the modulation-filter model were
run for masker BWs of 60 and 600 Hz, using the same three-
interval adaptive procedure as was used in the experiment.
The stimuli were also generated and controlled in the same
way as in the experiment with the following exception: the
noise maskers were generated by constructing a new 512-ms
circular buffer of random Gaussian noise for each test inter-
val. The duration was 512 ms, instead of 500 ms, so that the
number of samples was a power of 2, making the FFT more
efficient. The use of a circular buffer meant that no high

modulation frequencies were introduced by the onset and
offset of the masker, which were instantaneous.

For each trial, three intervals were generated, all con-
taining the masker and one containing the signal. The inter-
val with the largest value for the decision variable was se-
lected by the model. If this interval contained the signal, the
answer was deemed ‘‘correct,’’ otherwise it was deemed in-
correct and the signal level was increased.

Simulations were also carried out using the sinusoidal
masker for the purpose of determining the correct variance of
the Gaussian random variable, added to the decision variable
of the modulation-filter model. After these values had been
determined, simulations were performed with masker BWs
of 60 and 600 Hz at all the signal durations tested in the
experiment. Each condition was run 12 times through the
model, and the means and standard deviations of the pre-
dicted thresholds are reported.

C. Model predictions

Predictions from both the energy model~dashed lines!
and the modulation-filter model~open symbols! are shown in
Fig. 5 together with the mean data replotted from Fig. 1 for
the 60-Hz and 600-Hz conditions~filled triangles and circles,
respectively!. Consider first predictions from the energy
model ~dashed lines!. As expected, this model provides a
very good fit to the 600-Hz data~upper dashed line!, but not
to the 60-Hz data~lower dashed line!.

Consider next the predictions of the modulation-filter
model~open symbols!. These are fairly independent of signal
duration up to at least 80 ms at 60 Hz, and at least 20 ms at
600 Hz. Beyond these durations the predictions are not
shown as they increase to levels which, in most cases, are
undefined. This is because, as the signal duration becomes a
significant fraction of the duration of the analysis window,
the relativeamount of high-frequency modulation energy ac-

FIG. 5. Predictions using the modulation-filter model~open symbols!, to-
gether with data replotted from Fig. 1~filled symbols! for the 60-Hz~tri-
angles! and 600-Hz~circles! conditions. Error bars for the simulations rep-
resent61 standard deviation across the 12 estimates for each point. Error
bars for the data represent61 standard deviation across the three subjects.
The long-dashed lines indicate a decrease in threshold of 8 dB per decade
duration.
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tually decreaseswith the addition of the signal, due to the
signal’s steady-state portion. Thus, for long signal durations,
the model consistently selects a nonsignal interval. In such
cases, a more suitable criterion would be a reduction in high-
frequency modulation energy.

The predictions match the 60-Hz data reasonably well
for signal durations up to 20 ms. Note that the predicted
thresholds could be increased to match the data better simply
by adding an additional internal noise to represent coding
inaccuracy in the auditory system. The 600-Hz data are not
well described by the predictions of the modulation-filter
model; in this condition the energy model provides a better
description over the entire range of signal durations.

A number of recent studies have shown that it may be
important to take account of peripheral auditory compression
when modeling certain psychophysical data~e.g., Oxenham
and Moore, 1994, 1995; Moore and Jorasz, 1996; Oxenham
and Plack, 1997!. Compressing the envelope of a stimulus
introduces distortion products into the spectrum that may
change the predictions of the model presented here. In order
to evaluate the effect of compression, all simulations were
repeated with the envelope raised to the power 0.4. This is
equivalent to processing intensity raised to the power of 0.2
and is in line with psychophysical estimates of the effective
amount of compression~e.g., Oxenham and Moore, 1995!. It
was found that compression had the effect of raising thresh-
olds by approximately 5 dB for both masker BWs and for all
signal durations tested. The pattern of results was, therefore,
not affected by the introduction of compression.

In summary, it seems that energy detection provides a
reasonable criterion for all signal durations in wideband
noise, and for long-duration signals in narrowband noise. For
brief signals in narrowband noise, more information may be
gained from monitoring increases in high-frequency modula-
tion energy, due to the onset and offset of the signal.

D. Implications for models of temporal resolution

As discussed above, the results from the narrowest BWs
cannot be accounted for by current models of temporal inte-
gration. Furthermore, current models of temporalresolution
have time constants which are too long to account for the
shallow integration function at the narrowest masker BWs,
as shown below.

Two models of temporal resolution were used to predict
thresholds at short signal durations in the 60-Hz condition.
The first, termed the ‘‘lowpass-filter model,’’ is a variant of a
model proposed by Viemeister~1979! and adapted by For-
rest and Green~1987!. In the version used by Forrest and
Green~1987!, the model comprises an initial bandpass filter
with a BW of 4000 Hz, followed by a half-wave rectifier and
a first-order lowpass filter with a cutoff frequency of 53 Hz
~3-ms time constant!. This model has been used to account
for amplitude-modulation detection and gap detection in
broadband noise. The time constant of the lowpass filter is
about two orders of magnitude smaller than that proposed to
account for temporal integration~e.g., Plomp and Bouman,
1959!. The decision device used by Forrest and Green~1987!
was the ratio of the maximum to the minimum instantaneous
output of the lowpass filter within one interval~max/min

decision device!. This decision device was also used in the
present simulations: the interval with the largest ratio was
selected by the model. No initial bandpass filter was used as
all the stimuli were well within the bandpass region of the
4000-Hz-wide filter proposed by Forrest and Green~1987!.

The second model is known as the ‘‘temporal-window
model.’’ It has been used to account for the decay of forward
and backward masking~Moore et al., 1988; Plack and
Moore, 1990!, the additivity of nonsimultaneous masking
~Oxenham and Moore, 1994!, and decrement detection~e.g.,
Plack and Moore, 1991; Peterset al., 1995!. The temporal-
window model comprises a bandpass filter representing pe-
ripheral auditory filtering, a rectifying nonlinearity~often in-
cluding compression!, and a sliding temporal integrator or
temporal window. The window is assumed to have a double-
sided exponential or rounded exponential form~see, e.g.,
Moore et al., 1996, for further details!. In this model, the
random fluctuations of noise maskers are generally ignored,
and only the expected noise power within one auditory filter
is taken into account.

In the present implementation of the temporal-window
model, the initial bandpass filter was again omitted because
both the signal and the masker fell within the estimated BW
of the auditory filter at 6 kHz. The rectified stimuli were
raised to the power 0.7 and passed through a sliding temporal
integrator consisting of two back-to-back exponential func-
tions, as done previously by Peterset al. ~1995! and Moore
et al. ~1996!. The equivalent rectangular duration~ERD; see
Peterset al., 1995! of the window was set to 9.5 ms. This
value corresponds closely to values derived for both decre-
ment detection and forward and backward masking at high
(>4 kHz) signal frequencies~Oxenham and Moore, 1994;
Peterset al., 1995!. The decision device was based on the
ratio between the steady-state output of the temporal window
in the presence of the masker alone and the maximum output
due to the signal and masker together. A constant criterion
ratio was selected in these simulations so as to minimize the
squared error between the predictions and the mean data for
signal durations between 2 and 20 ms.

Thresholds were predicted for signal durations between
2 and 20 ms in the presence of the 60-Hz-wide noise masker.
For the lowpass-filter model, simulations were run as they
were for the modulation-filter model: 12 estimates were
made for each reported data point. Predictions for the
temporal-window model, on the other hand, are determinis-
tic, meaning that the adaptive threshold procedure was not
necessary. Because of this, a number of additional predicted
threshold values were obtained for intermediate durations, in
order to define a fairly smooth curve for the temporal-
window predictions.

The predictions of both models are shown in Fig. 6,
together with the mean experimental data in the 60-Hz con-
dition, for signal durations between 2 and 20 ms. Error bars
for the lowpass-filter model~open triangles! represent61
standard deviation across the 12 estimates. Both models
show a stronger dependence on signal duration than is ob-
served in the data~filled triangles!, although the discrepancy
is greater for the temporal-window model~dashed line!. The
predictions of the lowpass-filter model consistently lie above
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the data. As no ‘‘internal’’ noise was used in the simulations,
it would not be possible for the predictions to match the data
more closely without altering the processing or the decision
device.

Finally, the predictions of both models show no depen-
dence on masker BW, other than a parallel upward shift in
thresholds as the masker energy increases~not shown here!.
As a result, the temporal-window model provides a better fit
to the data from the wideband conditions shown in Fig. 2
than does the lowpass-filter model. In summary, neither
models of temporal integration nor models of temporal reso-
lution can account for the shallower integration functions at
the narrowest BWs.

E. Concluding remarks

The simulations presented here indicate that the data can
be understood if it is assumed that at least two distinct cues
are used by the auditory system for the detection of tones in
masking noise. The first, and more general, is probably based
on a transform of overall signal energy, represented by the
dashed lines in Fig. 5. The second may be based on high-
frequency modulation energy introduced by the onset and
offset of a brief signal. Subjects probably base their judg-
ments on whichever cue produces the lowest thresholds in a
given condition. Note that the integration mechanism could
be implemented as a lowpass filter within a modulation fil-
terbank, meaning that both types of cue would be incorpo-
rated within the same overall structure~see Dauet al., 1996!.

The modulation-filter model presented here was de-
signed purely for illustrative purposes. The goal was to show
that modulation-frequency analysis could provide an expla-
nation for the data at narrow masker BWs, rather than to
present any definitive implementation. As mentioned above,
the maskers in the simulations were generated in circular
buffers to avoid the introduction of high modulation frequen-
cies due to the maskers’ onset and offset. This could also
have been achieved by using an analysis window with ramps
of long duration. If the modulation-filter model as imple-

mented here were taken literally, it would imply that the
auditory system has a necessarily long time window over
which the modulation spectrum is analyzed. Such an as-
sumption could be easily tested by repeating the narrow BW
conditions and introducing, for instance, brief gaps in the
masker at times before and after the signal. So long as the
gaps occurred within the analysis time-window, the high-
frequency modulation energy introduced by the gaps should
impair performance. The same impairment would not be ex-
pected for wider masker BWs.

Another, perhaps more realistic, method of implement-
ing modulation-frequency analysis would not require such a
long analysis window: the modulation filters could be imple-
mented in the time domain, and decisions could be based on
maximum short-term peaks in the output of such filters
around the expected time of the signal, rather than on the
summed output over the whole stimulus interval. The re-
sponse due to the signal onset would be broadly independent
of signal duration. Thus, this type of model would also have
the advantage of being able to produce threshold predictions
for long-duration signals, which the present modulation-filter
model was not able to do.

Finally, analysis in terms of the modulation spectrum
may offer a new approach to dealing with detection in situ-
ations where ‘‘qualitative’’ similarities between masker and
signal are thought to play a role. For instance, in forward
masking, thresholds for a tonal signal following a narrow-
band noise can be affected by signal duration and noise BW
in ways that are not predicted by any current models using
level cues~e.g., Moore and Glasberg, 1982; Neff, 1985!:
generally, if the signal is in the same spectral region as the
masker, and if the temporal envelope of the signal is similar
to a single fluctuation in the masker envelope, thresholds are
higher than if some extra cue is available to distinguish the
signal from the masker. As discussed by Neff~1985!, this
effect has been ascribed to a lack of ‘‘quality-difference
cues’’ ~Weber and Moore, 1981!, and the inability to distin-
guish masker from signal has been referred to as ‘‘confu-
sion’’ ~Neff and Jesteadt, 1983!. Such confusion may be de-
scribed by similarities between masker and signal in the
modulation spectrum. Thus, using an analysis in the modu-
lation frequency domain may provide a way to quantify such
confusion effects, which have so far been described in quali-
tative terms only.

V. SUMMARY

For a 6-kHz sinusoidal signal, gated with 2-ms raised-
cosine ramps, the slope of the integration function is strongly
dependent on masker bandwidth below about 600 Hz. The
mean difference in threshold between a 2-ms and a 20-ms
signal was 8.2 dB for a 600-Hz masker bandwidth, but only
2.5 dB for a 60-Hz masker bandwidth. The results are not
consistent with any current model of temporal integration.
The lack of dependence of signal threshold on duration for
the narrowest masker bandwidths is also not consistent with
models of temporal resolution. However, the results can be
understood if it is assumed that the auditory system is sensi-
tive to changes in the modulation spectrum, or the power
spectrum of the envelope. In this way, the rapid fluctuations

FIG. 6. Predictions for the 60-Hz condition using two models of temporal
resolution. Predictions of the lowpass-filter model of Forrest and Green
~1987! are shown as open symbols and predictions of the temporal-window
model ~e.g., Mooreet al., 1988! are shown as a long-dashed curve. Mean
data~filled symbols! are replotted from Fig. 1.
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introduced by the onset and offset of the signal may be re-
solved from the slower fluctuations of the narrowband noise.
For wideband noise, the inherent rapid fluctuations of the
noise may mask those of the signal’s onset and offset, forc-
ing subjects to rely on overall energy cues. A further effect
was found for wider masker bandwidths: for signal durations
between 7 and 80 ms, thresholds decreased by as much as 5
dB as the masker bandwidth was increased from 1200 and
12 000 Hz. The mechanisms underlying this effect are not
fully understood.
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APPENDIX: POSSIBLE CONFOUNDING FACTORS

The experimental findings reported here suggest that the
slope of the temporal integration function at 6 kHz decreases
with decreasing masker BW below about 600 Hz. The sim-
plest explanation of this finding would be that subjects are
able to detect the spectral spread of energy associated with
the onset and offset of the signal at very narrow masker
BWs. In this case, as long as the overall energy cue remained
less salient than the splatter, no decrease in threshold with
duration would be expected. However, as mentioned in the
Introduction, the use of a high-frequency signal and the ad-
dition of a background noise should have eliminated any
possible spectral cues. The mean threshold~across the three
subjects! for the 2-ms signal in the presence of the notched
noise alone was 29 dB SPL. As this is only 16 and 19.2 dB
below the threshold in the presence of the tonal and 60-Hz
masker, respectively, it is unlikely that low-level splatter
would be detectable. Nevertheless, if performance were de-
pendent on splatter remote from the signal frequency, thresh-
olds would be determined by the masked threshold of the
splatter in the background noise. Thus, thresholds should be
dependent on the level of the background noise. If splatter
were not detectable, and performance were determined by
within-channel processes, then the level of the background
noise should have little effect on thresholds, so long as the
level is not so high as to cause within-channel masking. This
was tested by measuring thresholds for the 2-ms signal in the
presence of the 60-Hz-wide masker, with the background
noise either 5 dB higher or lower in level than in the original
experiment. It was found that changing the level of the back-
ground noise over a range of 10 dB had no significant effect
on masked thresholds: the mean thresholds of the three sub-
jects for background-noise spectrum levels of210, 25, and
0 dB were 48.6, 48.1, and 49.0 dB SPL, respectively. It
therefore appears that detection in narrowband noise was not
mediated by spectral splatter.

A second possibility is that the decrease in the slope of
the integration function is mediated by the decrease in the
overall level of the masker, as the BW is reduced. However,

the change in level between the 600-Hz masker and the
60-Hz masker is only 10 dB. Oxenhamet al. ~1997! found
that for a broadband noise carrier the slope of the integration
function at 6.5 kHz decreased by a factor of nearly 2 as the
masker spectrum level was decreased by 30 dB, from 20 to
210 dB SPL. In the present study, the slope of the mean
data decreased by a factor of more than 3 as the overall level
was changed by only 10 dB. The effect found by Oxenham
et al. ~1997! was therefore much smaller than that observed
here. Nevertheless, the possibility that overall masker level
was the dominant variable was tested directly using one sub-
ject ~AO!: thresholds in the presence of the 60-Hz masker
were measured using a masker level 10 dB higher than in the
original experiment, providing the same overall level as the
original 600-Hz masker. Except for a 10-dB overall increase
in thresholds, the pattern of results remained essentially the
same at the higher level. For durations between 2 and 20 ms,
the slope of the integration function was20.28 at 20 dB and
20.3 at 30 dB. This difference was not significant
@F(1,20)50.01,p.0.5].

In summary, it appears that neither spectral splatter nor
the change in overall level can account for the dependence of
the slope of the integration function on masker BW.
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Factors governing speech reception benefits of adaptive linear
filtering for listeners with sensorineural hearing lossa)
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Adaptive linear filtering can improve effective speech-to-noise ratios by attenuating spectral regions
with intense noise components to reduce the noise’s spread of masking onto speech in neighboring
regions. This mechanism was examined in static listening conditions for seven individuals with
sensorineural hearing loss. Subjects were presented with nonsense syllables in an intense
octave-band noise centered on 0.5, 1, or 2 kHz. The nonsense syllables were amplified to maximize
the articulation index; the noises were the same for all subjects. The processing consisted of
applying frequency-selective attenuation to the speech-plus-noise with the goal of attenuating the
frequency region containing the noise by various amounts. Consonant recognition scores and noise
masking patterns were collected in all listening conditions. When compared with masking patterns
obtained from normal-hearing subjects, all hearing-impaired subjects had higher masked thresholds
at frequencies below, within, and above the masker band except for one subject who demonstrated
additional masking above the masker only. Frequency-selective attenuation resulted in both
increases and decreases in consonant recognition scores. Increases were associated with a release
from upward spread of masking. Decreases were associated with applying too much attenuation
such that speech energy within the masker band that was audible before processing was partially
below threshold after processing. Fletcher’s@Speech and Hearing in Communication~Van
Nostrand, New York, 1953!# version of articulation theory~without modification! accounted for
individual subject differences within the range of variability associated with the consonant
recognition test in almost every instance. Hence, primary factors influencing speech reception
benefits are characterized by articulation theory. Fletcher’s theory appears well-suited to guide the
design of control algorithms that will maximize speech recognition for individual listeners. ©1998
Acoustical Society of America.@S0001-4966~98!00102-7#

PACS numbers: 43.66.Dc, 43.66.Sr, 43.66.Ts, 43.71.Gv@WJ#

INTRODUCTION

Adaptive linear filtering refers to a type of hearing aid
signal processing in which the frequency-gain characteristic
is modified dynamically as a function of input variations.
This single-microphone noise-reduction approach is classi-
fied as a form of slow compression because the characteristic
adapts over periods greater than 200 ms~the approximate
length of syllables! whereas fast compression operates with
attack times of just a few milliseconds~Braidaet al., 1980!.
In a previous report conducted with normal-hearing listeners
~Rankovicet al., 1992! we examined one mechanism respon-
sible for speech reception improvements under adaptive lin-
ear filtering: the release of portions of the speech spectrum
from the masking spread caused by band-limited noise inter-
ference. The present investigation extends those experiments
to listeners with sensorineural hearing loss.

In our earlier report, five normal-hearing subjects were
presented with conversational-level nonsense syllables in a
high-intensity, steeply-skirted octave band of noise. These
listening conditions were chosen so that the noise’s spread of

masking would mask speech in neighboring frequency re-
gions. Consonant recognition scores and masking patterns
for the noise were collected before and after applying
notched-shaped frequency-gain characteristics to the speech-
plus-noise complex. The spectral location and depth of the
notches were such that they attenuated the frequency region
containing the noise by various amounts. We observed sys-
tematic increases in consonant recognition with increases in
notch depth that were clearly associated with reducing mask-
ing spread. Some individual-subject differences in consonant
recognition scores were explained by considering the
subject-specific masking effects of the noise. It was possible
to relate the consonant recognition scores to the masking
patterns using an articulation index analysis~ANSI S3.5,
1969!.

We anticipated that hearing-impaired listeners would
demonstrate even larger increases in consonant recognition
under comparable conditions because they are known to ex-
hibit excessmasking spread whose reduction after processing
would unmaskeven moreof the speech spectrum. Contrary
to this prediction, an evaluation of frequency-selective at-
tenuation by Van Dijkhuizenet al. ~1991! did not show clear
benefits for several of their hearing-impaired subjects. Their
interference consisted of a broadband noise that was spec-
trally shaped to bisect the subject’s dynamic range to which
they added a low-frequency, octave-wide noise increment to

a!Portions of these data were presented at the 122nd and 125th meetings of
the Acoustical Society of America~Rankovicet al., 1991; Rankovic and
Zurek, 1993!.

b!Data were collected while the author was a post-doctoral fellow with the
Communication Biophysics Group in the Research Laboratory of Electron-
ics at the Massachusetts Institute of Technology, Cambridge, MA.
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cause masking spread. The aim of their processing algorithm
was to attenuate the spectral region containing the increment
by the amount necessary to restore the composite noise to the
overall level measured before adding the increment. That is,
the processing goal was to maintain a constant overall back-
ground noise level. Van Dijkhuizenet al. found that speech
recognition was significantly better with than without pro-
cessing on the average, although several subjects did not
demonstrate significant improvement or showed poorer per-
formance with the processing. This mixed outcome was pos-
sible because the averaged data reflected large improvements
for some subjects that offset the lack of improvement for
other subjects.1

To explain the ineffectiveness of adaptive filtering for
some subjects in Van Dijkhuizenet al.’s report, it is essential
to ascertain for each subject whether masking spread caused
by the noise increment masked speech appreciably, and then,
whether the processing introduced enough attenuation to un-
mask the speech. Given the constant presence of a broadband
noise in their test conditions, it is possible for some subjects
that the portion of the speech spectrum susceptible to the
increment’s masking spread was negligible after accounting
for the portion masked directly by the broadband noise. Also,
the amount of attenuation introduced to suppress the noise
increment was always less than required toeliminatethe in-
crement because the processing goal was to restore the over-
all intensity level of the noise to its original level rather than
to eliminate the increment. Therefore, the release from mask-
ing may have been incomplete. To summarize, the process-
ing rules and/or listening conditions may have been such that
they provided no opportunity for releasing speech from up-
ward spread of masking for some subjects. Masked thresh-
olds were not obtained by Van Dijkhuizenet al. so this hy-
pothesis cannot be tested using their data.

The goal of this investigation is to establish whether the
relationship between speech recognition in a band-limited
noise and the masking caused by the noise is systematic
and/or quantifiable for individuals with sensorineural hearing
loss. A predictive relationship is necessary if adaptive filter-
ing algorithms are to effectively exploit the release-from-
masking mechanism. As in our previous report, test condi-
tions were selected so that masking spread reduced speech
audibility and altering the frequency-gain characteristic un-
masked portions of the speech spectrum. Results are ana-
lyzed using the articulation index~AI ! model, a quantitative
framework that predicts speech recognition scores based on
physical measurements describing the listening conditions
and the masking effects of the noise. The analysis incorpo-
rates a comparison of the ANSI S3.5~1969! AI calculation
with the original version of articulation theory presented by
Fletcher ~1953!. Rankovic ~1997! reported that Fletcher’s
calculation was superior to ANSI S3.5 for predicting the
nonsense syllable recognition scores of hearing-impaired
subjects presented with amplified speech in a quiet back-
ground. The present study extends the comparison to condi-
tions with noise interference.

I. METHODS

A. General description

Speech recognition was assessed in static listening con-
ditions with a consonant–vowel nonsense syllable~CV! test
presented in each of three octave-band noises geometrically
centered on 0.5, 1, or 2 kHz. Briefly, the CVs were digitized
using a sampling rate of 10 kHz and were low-pass filtered at
4.5 kHz to prevent aliasing. The entire set of 144 syllables
was presented in each test condition. Unprocessed noises had
overall intensities of 95 dB SPL. The CV articulation test
and noises were identical to those described by Rankovic
et al. ~1992! and further details are provided there. It was
necessary to modify listening conditions somewhat to ac-
commodate the wide range of hearing losses of the subjects
participating in the present experiment. Here, the CVs were
amplified on an individual-subject basis before they were
summed with the noise in an attempt to maximize audibility
of the average nonsense syllable spectrum in quiet. The
frequency-gain characteristics necessary to accomplish this
are referred to as MAX AI and their derivation is described
below ~Section I B!. Speech amplification was introduced so
that speech scores would not be ultimately limited by the
sensitivity loss as defined by absolute thresholds, but rather
by the masking effects of the interfering noise.

After the amplified speech was summed with the noise,
a second frequency-gain characteristic was applied. The sec-
ond characteristic constituted the processing under study:
frequency-selective attenuation applied to the spectral region
containing the noise. Each processing characteristic was
from a set of notched-shaped characteristics constructed spe-
cifically to attenuate the noise by from 5 to 25 dB in 5-dB
steps. Accordingly, processed noises had overall levels of 90,
85, 80, 75, and 70 dB SPL. The notched characteristics were
identical to those used by Rankovicet al. ~1992!. Consonant
recognition was measured as a function of the notch depth
for each octave-band noise condition. Pure-tone thresholds
were collected as a function of frequency in the presence of
each processed noise to map out masking patterns. AIs were
calculated using masking patterns to define the effective
noise spectra.

All test stimuli were presented with the same TDH-39
earphone mounted in a GS001 circumaural cushion and test-
ing was conducted in a double-walled sound-treated test
chamber. Calibration procedures were described by Rank-
ovic et al. ~1992!.

B. Speech frequency-gain characteristic

MAX AI characteristics were specified based on an as-
sumption derived from ANSI S3.5~1969! that the best
speech recognition scores are expected when the 30-dB
short-term band-level distribution of speech is entirely au-
dible ~AI51!. The aim of the MAX AI amplification was to
equate the effective lower limits of 1/3-octave bands of the
short-term speech distribution~band rms in dB minus 18!
with absolute thresholds whenever they were found to be
below absolute thresholds. The average CV spectrum rather
than the ANSI S3.5 speech spectrum was used to determine
MAX AI. The MAX AI frequency response was applied to
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each CV off-line with a 1/3-octave digital multifilter. The
gain was applied during the experiment with an analog am-
plifier.

Before beginning data collection, subjects were pre-
sented with several amplified CVs in quiet to determine
whether loudness discomfort levels were exceeded. SR was
the only subject to report that the MAX AI-amplified speech
was too loud for consonant recognition testing. Loudness of
the syllables was deemed acceptable when the broadband
gain was reduced by 5 dB, but consonant recognition was
unexpectedly poor@P(c)50.29#. The MAX AI characteris-
tic was abandoned and amplification with a half-gain rule
known as POGO~McCandless and Lyregaard, 1983! was
applied. The POGO characteristic assigned more mid- but
less high-frequency gain than the MAX AI characteristic.
The best score for SR was obtained with POGO plus 10 dB
of broadband gain@P(c)50.49# and this characteristic re-
placed MAX AI for subject SR only.

The experimental design is such that speech-to-noise ra-
tios were different for different subjects because the MAX
AI characteristics were dependent on absolute thresholds
whereas noises were identical for all subjects. For example,
subjects with severe hearing losses required more amplifica-
tion to achieve MAX AI than did subjects with less hearing
loss; therefore, subjects with severe losses listened to condi-
tions having higher speech-to-noise ratios. A consequence of
this design is that the experiment does not simulate the ac-
tion of a hearing aid because the speech was amplified
separately—before introducing the processing.

C. Masking patterns

In order to expedite data collection, absolute thresholds
and masking patterns were collected with a method of ad-
justment~MOA! procedure rather than the Bekesy tracking
procedure used by Rankovicet al. ~1992!. The pure-tone fre-
quencies and presentation time-course parameters were iden-
tical to those of the previous report:~1! masked thresholds

were obtained at 15 frequencies ranging from 0.2 to 5.08
kHz at 1/3-octave intervals;~2! the 300-ms test tones had
25-ms rise/fall times and were pulsed on and off with a
200-ms interstimulus interval; and~3! a red light on a re-
sponse box indicated when the tone was present. For the
MOA task, subjects were instructed to ‘‘bracket’’ the detec-
tion threshold by rotating a small knob on the response box
to the right until the tone was definitely audible, then to the
left until it was inaudible, and then to make final adjustments
so that the tone was just barely audible. Five masking pat-
terns were collected in each condition with test tones pre-
sented in random order for each masking pattern. Three
masking patterns were collected in succession and two more
were collected either later during the same test session or
during another test session. Each masked threshold reported
here represents the average of five adjustments. Figure 1 con-
tains a comparison of masking patterns collected with the
Bekesy and MOA procedures for a normal-hearing subject.
The good agreement of the two masking patterns in the fre-

FIG. 1. Masking patterns for an octave-band noise centered on 0.5 kHz~70
dB SPL overall! collected with the method of adjustment~MOA! and
Bekesy procedures. The hatched bar indicates the frequency location and
bandwidth of the noise. For the MOA masking pattern, each point represents
the average of five adjustments. For the Bekesy masking pattern, each point
represents the average of the first two thresholds collected that were within
6 dB of one another. The differences between the two masking patterns
above 2 kHz reflect the noise floors of two different multifilters used for
testing.

FIG. 2. Absolute thresholds of the seven hearing-impaired subjects obtained
with the MOA procedure. The line without data points represents average
thresholds for five normal-hearing subjects~Rankovicet al., 1992!. Abso-
lute thresholds were obtained without the multifilter in line and, therefore
were not affected by noise floor limitations.
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quency region containing the noise suggests there is no dif-
ference between the two procedures. Differences apparent at
higher frequencies reflect the different noise floors of the two
analog multifilters~both General Radio model 1925! used in
the experiments.

D. Subjects

Seven individuals with long-standing, bilaterally sym-
metrical sensorineural hearing loss served as subjects and
completed the experiment. Figure 2 provides their absolute
thresholds collected with the MOA procedure. Subjects were
divided into three groups according to hearing loss. DK and
EG had mild flat losses~top panel! and PG and AL had
severe flat losses~bottom panel!. Subjects JD, SR, and FD
had high-frequency hearing losses~center panel!. JD and FD
had normal hearing at low frequencies whereas SR had a
mild loss at low frequencies.

Table I provides information obtained from subjects dur-
ing their initial test sessions. All subjects had complete au-
diologic evaluations before and after participation and dem-
onstrated no change in hearing over the course of the
experiment. Subject PG has a severe visual impairment. He
did not know how to type, therefore he could not enter re-
sponses to the consonant recognition test using a typewriter
keyboard. Instead, he responded verbally to the experimenter
who sat next to him inside the test chamber and the experi-
menter entered his responses. PG was able to detect the
lights on the response box when the overhead lights were
dimmed so it was not necessary to modify procedures for
collecting masking patterns. The non-test ear of subject JD
was masked with a broadband noise during the entire experi-
ment to prevent participation of that ear. Data were collected
during 2-h test sessions and subjects took frequent breaks.
Total hours of participation ranged from 12 to 30~mean523
h!. The last column of Table I contains standard deviations
for the five adjustments comprising threshold averaged
across all conditions of testing. The averaged standard devia-
tions are representative of performance and indicate that JD
and SR performed somewhat more variably than the other
subjects.

All subjects were questioned repeatedly about whether
test conditions were uncomfortably loud. Conditions were
modified or eliminated from the experiment based on their

comments and all modifications are indicated in this report
where pertinent. Two other subjects were dropped from the
experiment because they reported temporary tinnitus after
the first test session. Another subject was dropped after the
discovery of a large fluctuating conductive component to the
hearing loss.

II. RESULTS

A. Consonant recognition

The bar graphs in Fig. 3 summarize the consonant rec-
ognition test results. There is a separate panel for each noise
condition. In each panel, there is a set of three bars for each
subject that represent~from left to right!: ~1! the unprocessed
score;~2! the best score obtained with processing; and~3! the
worst score obtained with processing. Subjects EG and FD
indicated that the unprocessed 0.5-kHz noise was too loud
and we responded conservatively by eliminating the most
intense conditions for all three noises. Their ‘‘unprocessed’’
scores, then, are actually scores obtained with the 10-dB
deep notches applied, which they found tolerable. The right-
most group of bars in each panel provides the average scores
and standard deviations for the five subjects with normal
hearing who participated in the Rankovicet al. ~1992! ex-
periment. Consonant recognition scores for MAX AI-
amplified speech in quiet are indicated for each subject by
the diamond symbols and are identical across panels.

The consonant recognition scores obtained in quiet~dia-
monds! are the maximum possible scores for each subject in
this experiment. Processed scores are expected to be the
same as scores obtained in quiet when:~1! the noise has no
masking effect on the speech~several instances for PG and
AL !; or ~2! the processing eliminates the influence of the
noise completely~only for AL for the 0.5-kHz noise!. None
of the scores obtained in quiet from hearing-impaired sub-
jects were as high as the scores obtained from the normal-
hearing listeners even though this is predicted by ANSI S3.5
for subjects who received MAX AI amplification~all but
SR!. In quiet, scores for high-frequency loss subjects JD and
SR are particularly low relative to the scores of the other
subjects.

The consonant recognition scores ranged fromP(c) of
0.20 to 0.70 with few exceptions, therefore ceiling and floor

TABLE I. Subjects with sensorineural hearing loss.

Subject Age
Hearing loss
configuration

Hearing loss
onset Etiologya

Hearing aid
use

Test
ear

S.D. for
thresholdb

~dB!

DK 58 mild flat 25 years ago noise right daily R 2.2
EG 59 mild flat 6 years ago aging no R 2.6
JD 76 high frequency 5 years ago aging both, rarely R 3.7
SR 66 high frequency unknown noise/aging left, 2–3 h R 4.0

w/loss in lows daily
FD 38 high frequency 10 years ago noise/hereditary right daily R 2.7
PGc 52 severe flat childhood hereditary both daily R 1.8
AL 26 severe flat childhood unknown both daily L 2.4

aAs reported by the subject during the initial test session.
bFor MOA, averaged across all test conditions.
cSevere visual impairment.
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effects were largely avoided. Two patterns of results
emerged. For all three octave-band noise conditions, the sub-
jects with mild flat and high-frequency hearing losses~DK,
EG, JD, SR, and FD! demonstrated increased consonant rec-
ognition scores for some condition of processing when com-
pared with the unprocessed condition. Except for FD, the
relationship between the three bars was similar to the pattern
demonstrated by the normal-hearing subjects: performance
increased with processing and, in most cases, there was no
decrease associated with processing. SR and FD demon-
strated smaller increases in consonant recognition scores
than did DK, EG, and JD. Decreases in scores with process-
ing were demonstrated in some conditions by EG~1-kHz
noise!, SR ~1- and 2-kHz noises!, and FD~0.5- and 2-kHz
noises!. To summarize, subjects with mild flat or high-
frequency losses received benefit from the application of at
least one of the notched characteristics, however applying
the characteristics did not guarantee improvement and was
detrimental in several instances.

A second pattern of results was exhibited by the subjects
with severe flat hearing loss configurations, PG and AL.
They demonstrated little or no increase in score with pro-
cessing. An exception was an increase in score for AL in the
0.5-kHz noise condition. The similarity of quiet scores and
unprocessed scores indicates that the maskers had almost no
effect on consonant recognition. However, the worst scores
obtained with processing indicate that the processing could
be quite detrimental. For both of these subjects, applying the
notched characteristics usually resulted in no change or
poorer consonant recognition scores.

Not apparent in Fig. 3 is the finding that the best scores
did not always occur when the deepest notch was applied.
The deepest notch did not result in the best score in 9 of a
possible 21 opportunities~3 noise conditions3 7 subjects!.
The deepest notch decreased the consonant recognition score
substantially in 7 of these 9 instances. Almost all of the
decreases occurred for the subjects with severe flat losses,
PG and AL.

B. Masking

The first seven three-part panels in Fig. 4~A through G!
contain selected masking patterns of the seven hearing-
impaired subjects.~The Appendix contains the complete set
of masking patterns.! The last panel~Fig. 4H! provides the
complete set of masking patterns obtained from the normal-
hearing subjects of Rankovicet al. ~1992!. The three graphs
in each set are for the three noise conditions. Each graph
includes absolute thresholds~filled circles connected by solid
lines!, masking patterns for the highest- and lowest-intensity
noises tested~top and bottom solid lines with no symbols,
respectively!, and average masking patterns of the five
normal-hearing listeners for the same noises~top and bottom
dotted lines, respectively!. Many details of the masking pat-
terns are the same as those already noted in the extensive
literature on masking~see Moore, 1995; Nelson and Schro-
der, 1997; Stelmachowiczet al., 1987; Tyler, 1986 for more
detailed discussions!. Therefore only a general description is
presented here.

The major feature of the masking patterns relevant to
this experiment is that masked thresholds are higher for
hearing-impaired subjects than for the normal-hearing sub-
jects when presented with the identical noise. Higher masked
thresholds are apparent for all hearing-impaired subjects at
frequencies below, within, and above the masker with the
exception of subject FD. FD exhibited additional masking
above the masker band but masked thresholds below and
within the band were nearly identical to averaged masked
thresholds of the normal-hearing subjects. Clearly, the noises
were much more deleterious to the hearing-impaired than to
the normal-hearing subjects.

For subjects with severe hearing losses~PG and AL!,
masking patterns were approximately parallel to absolute
thresholds~Fig. 4F and G!. The noises caused masking over
a broad range of frequencies even though the sensation levels
of the noises were very low for these subjects.

The following description pertains to the masking pat-
terns obtained from the other subjects~DK, EG, JD, SR, and
FD!.

FIG. 3. Summary of consonant recognition test results.P(c) on the ordinate
indicates the proportion correct. There are three bars for each hearing-
impaired subject. The right-most set indicates the average performance of
five normal-hearing subjects~Mean NH!. Black bars indicate unprocessed
score. Light gray bars indicate the best processed score. Dark gray bars
indicate the worst processed score. Diamonds indicate scores obtained in
quiet ~MAX AI for the hearing-impaired subjects!. Error bars indicate 1
standard deviation for the five normal-hearing subjects.
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1. Below the masker

At test frequencies immediately below the masker~0.25
and 0.32 kHz for the 0.5-kHz noise; 0.5 and 0.63 kHz for the
1-kHz noise; 1 and 1.2 kHz for the 2-kHz noise!, masking
patterns for hearing-impaired listeners lie above but run
roughly parallel to the steep, positive-sloping regions of the
averaged masking patterns of the normal-hearing subjects.
However, just two data points define these regions so this
description is very rough. At frequencies further below the
masker, the phenomenon referred to as ‘‘remote’’ masking
~Bilger and Hirsh, 1956; Keith and Anderson, 1969; Ritt-
manic, 1962! is apparent for some subjects. This appears
most clearly for thresholds measured at frequencies more
than an octave below the masker~for the 1- and 2-kHz-
centered noises! and particularly for high-intensity maskers
~the top-most solid lines in each graph!. The most dramatic

case of remote masking was exhibited by JD for the unproc-
essed 1-kHz noise~Fig. 4C!. The noise caused about 50 dB
of masking between 0.2 and 0.5 kHz. This portion of the
masking pattern is approximately parallel to JD’s absolute
threshold curve, consistent with published descriptions of re-
mote masking. Clear instances of remote masking were also
exhibited by subjects DK~1- and 2-kHz noises; Fig. 4A!, EG
~1-kHz noise; Fig. 4B!, and SR~1- and 2-kHz noises; Fig.
4D!. It is noteworthy that the averaged data of the normal-
hearing subjects~Fig. 4H! does not reflect the extent of re-
mote masking demonstrated by some of the individual sub-
jects~see Fig. 5 of Rankovicet al., 1992!. This author is not
aware of investigations on the impact of low-frequency
spread of masking on speech reception. However, the mask-
ing patterns suggest that downward spread of masking may
substantially decrease audibility of low-frequency speech

FIG. 4. Selected masking patterns for hearing-impaired subjects~panel sets A through G! and for normal-hearing subjects~panel set H!. In each panel, the
solid lines with symbols are absolute thresholds. The solid lines without symbols are masking patterns for conditions resulting in the highest~upper solid line!
and lowest~lower solid line! intensity noises. The intensity levels are indicated~Lm!. Dotted lines are average masking patterns from five normal-hearing
subjects for the same noises. The hatched bar indicates the frequency location and bandwidth of the noise. The set of panels labeled ‘‘Mean NH’’ contains the
full set of masking patterns of the normal-hearing subjects. The dotted lines in the ‘‘Mean NH’’ panels are the average masking pattern for the noise floor.
Masked thresholds collected at 5.08 kHz were not included in the graphs because they were not used in this report. However, they are provided in the
Appendix.
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components for some listeners, particularly when high-
frequency speech and/or noise components are intense such
as under high-frequency emphasis.

2. Within the masker band

Within-band masked thresholds were poorer for hearing-
impaired than for normal-hearing subjects with the exception
of subject FD. Differences in masked thresholds measured at
the center frequency of the masker are presented in Table II.
Within-band masked thresholds for hearing-impaired sub-
jects exceeded the averaged masked thresholds of the
normal-hearing subjects by more than 5 dB except for EG
~1- and 2-kHz noises!, FD ~all noises!, and PG ~1-kHz
noise!. Poorer masked thresholds in broadband noises for
hearing-impaired subjects have been reported many times in
the literature~see Tyler, 1986, for review! and are typically
attributed to broader auditory filter bandwidths. For the
octave-band noises used here, the poorer within-band

masked thresholds may also be due to an inability to use the
off-frequency listening cues available to normal-hearing lis-
teners. Moore~1995! has provided a discussion of these ef-
fects.

3. Above the masker

All hearing-impaired subjects demonstrated more mask-
ing at frequencies above the masker than did the normal-
hearing subjects. For the normal-hearing subjects, upward
spread of masking decreased with increasing notch depth:
that is, the slope of the high-frequency side of the masking
patterns became steeper as the noise intensity was decreased
by the processing~Fig. 4H!. For the hearing-impaired sub-
jects, the high-frequency slopes of the masking patterns ex-
hibited little or no steepening with increasing notch depth.
The most dramatic instances of excessive masking spread
were demonstrated by subject JD for the 0.5- and 1-kHz
noises~Fig. 4C!. The greater-than-normal masking at fre-
quencies above the masker has been described as a manifes-
tation of broader auditory filters combined with absolute
threshold limits~e.g., Gagne, 1988!. In this study, we at-
tempted to spectrally position the average CV spectrum so
that there was an opportunity for the processing to release
portions of the speech spectrum from masking spread. De-
spite this effort, the processing was less effective at unmask-
ing speech for the hearing-impaired than for the normal-
hearing subjects because the masking patterns remained
broad even with the greatest amount of processing applied.

4. Slopes of masking growth functions

To further characterize the effect of frequency-selective
attenuation on masking spread, the slopes of regression lines
relating masked thresholds to noise sound pressure level~dB/
dB! were calculated. Slopes were calculated at each test fre-
quency for each subject’s set of masking patterns and are
given in Fig. 5. Masked thresholds were included in the re-
gression only if they exceeded the absolute threshold by
more than 5 dB. Regression lines were calculated only when
there were at least three such masked thresholds at a particu-
lar frequency. The curves in Fig. 5 define the range of slopes
for the five normal-hearing subjects from the Rankovicet al.
~1992! experiment. The symbols represent the slopes calcu-
lated from the masking patterns of hearing-impaired sub-
jects. There are no data from subject PG because masking

FIG. 5. Slopes of the growth of masking with masker level~dB/dB! as a
function of pure-tone test frequency. The curves define the range of slopes
obtained from five normal-hearing subjects. Symbols are for the hearing-
impaired subjects.

TABLE II. Within-band masking. Masked thresholds of hearing-impaired
subjects minus the average masked thresholds of normal-hearing subjects
for test tones at the center frequency of the masker band~dB!.

Subject

Octave noise center frequency

0.5 kHz 1 kHz 2 kHz

DK 7.7 8.3 11.0
EG 7.3 4.8 2.8
JD 5.0 7.3 6.8
SR 8.5 9.3 11.0
FD 0.8 0.8 0.3
PG 5.5 3.5 8.0
AL 9.8 6.7 12.0
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patterns were collected at only two intensities~the other pro-
cessed noises were inaudible to PG! so there were too few
data to calculate slopes.

For normal-hearing subjects, slopes of masking growth
functions were near 1.0 when test tones frequencies were
within the masker band. The steepest slopes were found in
the vicinity of 1 to 2 kHz for the 0.5-kHz noise and 2 to 2.5
kHz for the 1-kHz noise. Slopes ranged from about 1.6 to 2.0
in these frequency regions. This experiment did not include
test frequencies high enough to definitely capture the region
of fastest growth for the 2-kHz noise; the most rapid growth
observed here occurred at the highest frequencies tested. At
frequencies below the maskers, most normal-hearing sub-
jects had slopes just less than 1.0 for the 0.5- and 1-kHz
noises. For the 2-kHz noise, slopes at frequencies below the
masker band were closer to 0.0, reflecting very little change
in masking with increasing masker intensity.

As for the normal-hearing subjects, the hearing-impaired
subjects had slopes near 1.0 when test tones were within the
masker band except for two data points for the 2-kHz noise.
At frequencies immediately above the masker, hearing-
impaired subjects demonstrated shallower slopes than did the
normal-hearing subjects. This is the region in which the
normal-hearing subjects demonstrated the most rapid growth
of masking. The exceptions were several data points of sub-
ject JD in the 0.5- and 1-kHz noises which were within the
range defined by the normal-hearing subjects. When consid-
ered together with the abnormally broad masking patterns for
conditions with the most processing—noises with the lowest
intensities—the growth-of-masking slopes reflect that there
was little or no steepening of the high-frequency side of the
masking pattern when the masker intensity was decreased by
the processing. Although the slopes show considerable vari-

ability across hearing-impaired subjects in the frequency re-
gion above the masker, results are generally consistent with
the notion that response growth is more linear for hearing-
impaired than for normal-hearing listeners~e.g., Moore,
1995; Nelson and Schroder, 1997!. At frequencies below the
masker, slopes are more variable across hearing-impaired
subjects except for the 2-kHz condition in which data points
were within the range of normal-hearing subjects.

C. Examples illustrating the effects of processing

Increases or decreases in consonant recognition scores
can be understood to some extent by considering the spectral
location of the speech and the masking patterns, before and
after the application of the notched frequency-gain character-
istics. Figure 6A and B are schematic depictions of represen-
tative test conditions that resulted in increases in consonant
recognition scores~for a flat loss and a high-frequency loss!
and Fig. 6C depicts conditions that produced a decrease~for
a severe loss!. All three examples are for the 0.5-kHz octave-
band noise condition with the processing consisting of a
25-dB notch. In each example, the top and bottom panels
illustrate the unprocessed and processed conditions, respec-
tively, and the middle panel shows the notch. Top and bot-
tom panels contain an idealized noise spectrum~hatched
bar!, the masking pattern for the noise~thin solid line!, the
MAX AI-amplified averaged CV spectrum~the region en-
closed by heavy lines!, and absolute thresholds~dotted line!.
The shaded regions indicate the portion of the averaged CV
spectrum that lies above masked thresholds. The figures were
constructed by converting the speech and noise spectra to
effective levels so that they could appear on the same graphs
with absolute and noise-masked thresholds. Effective levels

FIG. 6. Examples illustrating the effect of processing for subjects DK, JD, and PG. For each example, the top and bottom panels depict the condition before
and after processing, respectively, and the middle panel shows the processing applied. In the top and bottom panels, the hatched bar is an idealized
representation of the noise and depicts the bandwidth and effective intensity of the noise. The thin line is the masking pattern for the noise. The heavy lines
enclose the effective 30-dB band-level distribution of the nonsense syllables. The dotted lines indicates absolute thresholds. Shaded regions indicate the region
of the speech distribution that lies above masked thresholds.
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were derived by subtracting critical ratios~Fletcher, 1953!
~in dB! from measured levels. The ordinate labels refer to
effective levels for the noise and speech. The same ordinate
labels refer to the pure-tone detection thresholds for absolute
and masked thresholds.

1. Mild flat hearing loss

For subject DK~Fig. 6A!, the panel for the unprocessed
condition ~top! shows that the masking pattern for the un-
processed noise was so broad that the speech spectrum was
almost entirely masked. After applying the 25-dB deep
notched characteristic in the center panel, the bottom panel
shows a masking pattern that is lower yet is still very broad.
However, a large portion of the speech spectrum higher than
1 kHz lies above masked thresholds after processing, there-
fore speech audibility has been increased. Consonant recog-
nition increased from 0.21 in the unprocessed condition to
0.62 after processing.

2. High-frequency hearing loss

The situation is similar for subject JD~Fig. 6B!. In the
top panel, it can be seen that the MAX AI characteristic
provided no amplification at low frequencies where absolute
thresholds were normal. The MAX AI characteristic pro-
vided about 50 dB of gain at about 4 kHz so that the CV
spectrum would be above absolute thresholds at high fre-
quencies. After applying the notched characteristic~middle
panel!, a large portion of the speech spectrum became au-
dible ~bottom panel! and the consonant recognition score in-
creased from 0.10 to 0.37.

3. Severe flat hearing loss

Figure 6C provides an example for subject PG who had
a severe flat hearing loss. MAX AI amplification is consid-
erable~average overall gain of 44 dB!. The masking pattern
for the noise is roughly parallel to the absolute threshold
curve. Before processing, most of the speech spectrum lies
above the masking pattern including the portion within the
masker band. After applying the notched characteristic, the
low-frequency portion of the speech spectrum falls below the
absolute thresholds and some of the high-frequency portion
is unmasked. The consonant recognition score decreased
from 0.69 to 0.51. No masking pattern was collected in the
processed condition because the subject indicated that the
noise was not audible. The decrease in score is associated
with the removal of a portion of the speech spectrum that
apparently had been contributing to consonant recognition in
the unprocessed condition.

The increases and decreases in consonant recognition
scores are at least partially explained by considering speech
spectrum audibility. However, an articulation index analysis
provides a more precise characterization of the effects of
processing.

D. Articulation index analysis

AIs were calculated for all conditions using procedures
recommended by ANSI S3.5~1969! and by Fletcher~1953!.
As in Rankovic~1997!, these calculationswere not modified

in any wayto account for deficits peculiar to sensorineural
hearing loss. For both normal-hearing and hearing-impaired
individual data, critical ratios~Fletcher, 1953! were sub-
tracted from masked thresholds to arrive at the effective
noise spectrum for each test condition. These inferred noise
spectra were submitted to both ANSI S3.5 and Fletcher AI
calculations. Consequently, the abnormal frequency resolu-
tion as revealed by the hearing-impaired subjects’ masking
patterns was incorporated into both AI calculations. Fletcher
recommended using actual masked thresholds whenever pos-
sible. ANSI S3.5 provides an algorithm for calculating
spread of masking for normal-hearing listeners that was not
used here.

The ANSI S3.5 calculation is a simplified version of
articulation theory based on the work of French and Stein-
berg ~1947!. French and Steinberg’s version is a dramatic
reduction of Fletcher’s formulation. Unlike these simpler
versions, Fletcher’s calculation accounts for decreases in
speech recognition associated with:~1! deviations of the fre-
quency response from a flat response~Fletcher’s F factor!;
~2! high speech intensities~Fletcher’s E factor!; and ~3! in-
termodulation distortion caused by speech interacting with
noise ~Fletcher’s H factor!. In addition, Fletcher’s version
represents the speech spectrum in terms of the level of criti-
cal bands of speech above threshold. Hence, Fletcher’s cal-
culation uses a perceptual speech spectrum that has a 63-dB
range whereas the ANSI S3.5 version is based on the 30-dB
band-level distribution derived from physical measurements.
Fletcher AIs are much smaller than ANSI S3.5 AIs as a
consequence of considering these issues in combination. The
major difference between the two calculations is conceptual.
Fletcher’s calculation attempts to transform physical mea-
surements into the perceptual domain using, for example,
loudness, critical bands, masking~including speech self-
masking!, and speech detection thresholds. The ANSI S3.5
version calculates the AI almost directly from physical mea-
surements with only minor consideration given to perceptual
correlates. A complete description of Fletcher’s calculation
has been provided by Fletcher~1953! and Fletcher and Galt
~1950!.

ANSI S3.5 and Fletcher AIs are compared in Fig. 7. The
left panel displays consonant recognition as a function of
ANSI S3.5 AIs. The right panel displays the same consonant
recognition scores, but now plotted as a function of Fletcher
~1953! AIs. The dotted and solid lines represent the averaged
consonant recognition scores obtained from five normal-
hearing subjects for the same speech test presented in
speech-shaped noise. These lines are used as a reference to
check the accuracy of predictions of the performance of the
hearing-impaired subjects.

The symbols in Fig. 7 represent data collected from the
hearing-impaired subjects in this experiment. Black triangles
highlight the data of subject SR because his performance was
consistently poor. The comparison shows that the perfor-
mance of hearing-impaired subjects is predicted more accu-
rately from the curves defined for normal-hearing subjects
when the Fletcher calculation is used. This is indicated by
how well the solid line describes the open circles in the right
panel. In the left panel, it is apparent that the ANSI S3.5
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calculation overestimates performance of hearing-impaired
subjects by a large amount for AIs greater than approxi-
mately 0.35. The range of consonant recognition scores is
widest between 0.20 and 0.35 AI for the Fletcher calculation
and between 0.50 and 0.60 for the ANSI S3.5 calculation.
Particularly for the ANSI S3.5 calculation, the wide range is
attributable to the performance of subject SR. Perhaps SR’s
poorer performance is related to nonauditory factors. This is
suggested by the relatively large standard deviations he ex-
hibited in the masking experiment~Table I!.

Figure 8 contains the same data but now plotted sepa-
rately for individual subjects. The dotted and solid lines are
identical to those in Fig. 7. The error bars indicate61 stan-
dard deviation for the speech-in-speech noise conditions
whose means define the functions. For the Fletcher calcula-
tion ~open symbols! the data generally fall within the62
standard deviation range. Consonant recognition scores tend
to increase with AI for both ANSI S3.5 and Fletcher calcu-
lations. The data of subjects DK, JD, and SR demonstrate a
monotonic relationship between AI and consonant recogni-
tion for both calculations. For the other subjects~EG, FD,
PG, AL! the data points formed clusters; therefore, test con-
ditions were not sufficiently different to evaluate the mono-
tonicity of consonant recognition scores with AI.

The ANSI S3.5 calculation makes very good predictions
of consonant recognition for subject DK but clearly overes-
timates performance for the other six subjects. The Fletcher
calculation underestimates the performance of DK at AIs be-
tween 0.0 and 0.1. For subject SR, the errors from Fletcher’s
calculation are far less than from the ANSI S3.5 calculation.
With the exception of only a few data points, the Fletcher
AIs predict consonant recognition scores with surprising ac-
curacy.

Table III was constructed to demonstrate the relevance
of the differences between the AI calculations for the ex-

amples presented in Fig. 6A and B in which subjects DK and
JD demonstrated increased consonant recognition attribut-
able to the processing. Table III provides the consonant rec-
ognition scores and AIs calculated for these examples using
both ANSI S3.5 and Fletcher methods. Both ANSI S3.5 and
Fletcher AIs predict improvement with the processing for
both subjects. The roughly equivalent shaded regions in the
bottom panels for DK and JD~processed conditions! suggest
that the processing increased speech audibility by about the
same amount in approximately the same frequency region
for both subjects. Accordingly, ANSI S3.5 AIs calculated for
the processed conditions are about the same: 0.53 and 0.50,
respectively. However the actual consonant recognition
scores obtained after processing, 0.62 and 0.37, are quite
different from one another. By contrast, Fletcher AIs~0.33
for DK and 0.18 for JD! predict a smaller increase in conso-
nant recognition for JD, in better agreement with the actual
scores.

The predictions made by Fletcher’s AI calculation are
more accurate than those made by ANSI S3.5~1969!. The
accuracy of Fletcher’s calculation is somewhat surprising
given that it was developed to predict speech recognition for
listeners with normal hearing.

III. DISCUSSION

A. Factors controlling speech reception benefits

In our previous work with normal-hearing listeners, we
observed a close relationship between increased consonant
recognition in noise and a reduction in the noise’s masking
spread that occurred after applying attenuation to the fre-
quency region containing the noise. In the present experi-
ment, most hearing-impaired subjects demonstrated in-
creases in consonant recognition scores following
modification of the frequency-gain characteristic, although

FIG. 7. Comparison of ANSI S3.5~left panel! and Fletcher AI~right panel! calculations for all subjects. The lines are the averaged consonant recognition
scores of five normal-hearing subjects for speech presented in speech-shaped noise~rms-to-rms speech-to-noise ratios:212, 26 , 0, 6, and 12 dB!. Symbols
are data collected from the hearing-impaired subjects. The data of subject SR are highlighted~black triangles!.
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the size of the increase varied across subjects. Individual
subject performance differences were attributable to subject-
specific masking effects of the noise, absolute thresholds
limits, as well as the spectral location of the speech after the
MAX AI amplification was applied. Examination of scores
and corresponding masking patterns suggests that improve-
ments in speech reception came about when the test condi-

tions in combination with the subject’s residual auditory area
and masking effects of the noise were such that a substantial
portion of the speech spectrum was unmasked as a conse-
quence of attenuating the spectral region containing the
noise.

Masking patterns for hearing-impaired subjects indi-
cated a less rapid growth of masking spread with masker
intensity and this was associated with broader-than-normal
masking patterns for lower intensity maskers. This excessive
spread of masking was related to smaller improvements than
would have been expected if based on normal-hearing mask-
ing patterns, because lowering the masker intensity did not
unmask as much speech for hearing-impaired as it did for
normal-hearing individuals. Nevertheless, increases in con-
sonant recognition scores were substantial in many instances

FIG. 8. Comparison of ANSI S3.5 and Fletcher AI predictions for individual subjects. The solid and dotted lines are identical to those presented in Fig. 7 and
represent average performance of normal-hearing subjects. Error bars indicate plus/minus 1 standard deviation for the normal-hearing subjects. The open and
filled symbols are the data from the hearing-impaired subjects plotted at Fletcher and ANSI S3.5 AIs, respectively. Symbol shapes correspond to noise
conditions: circles for the 0.5-kHz noise, inverted triangles for the 1-kHz noise, and squares for the 2-kHz noise.

TABLE III. ANSI S3.5 and Fletcher AIs and corresponding consonant rec-
ognition scores for the two examples depicted in Fig. 6A and B.

Unprocessed Processed

Subject P(c) ANSI AI Fletcher AI P(c) ANSI AI Fletcher AI

DK 0.21 0.16 0.02 0.62 0.53 0.33
JD 0.10 0.08 0.02 0.37 0.50 0.18
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for the hearing-impaired subjects because sizable portions of
the speech spectrum were unmasked by frequency-selective
attenuation even without the narrowing of the masking pat-
terns~e.g., Fig. 6A!.

When the processing did not increase speech recognition
scores, applying the notched characteristic either failed to
increase speech audibility, or in some cases actually de-
creased audibility. Lack of improvement was a consequence
of: ~1! test conditions in which the noise had very little
masking effect; and/or~2! test conditions/masking pattern
combinations that allowed little or no release of speech from
masking spread. For subjects with severe flat hearing losses,
test conditions were such that the noise caused very little
masking of speech in the unprocessed condition and applica-
tion of the notched characteristics rendered portions of the
speech spectrum inaudible; this corresponded to decreases in
consonant recognition scores. The processing conditions that
reduced speech audibility were an unintended side effect ofa
priori experimental design choices. However, these condi-
tions are instructive because they demonstrate that adaptive
linear filtering can bedetrimental if control algorithms are
designed without consideration given to the interaction be-
tween the exact operation of the processing, the listening
conditions, and the listener’s absolute thresholds.

B. Articulation theory

An AI analysis incorporating the subjects’ masking pat-
terns was effective for explaining the consonant recognition
test results. Experimental results agree with those of previous
studies indicating that masking spread is a manifestation of
frequency resolution that is correlated with speech recogni-
tion scores via articulation theory. This relationship has been
observed for normal-hearing listeners~Dubno and Ahlstrom,
1995a, 1995b; Kryter, 1962; Rankovicet al., 1992; Saito and
Watanabe, 1961! and hearing-impaired listeners~Dubno and
Ahlstrom, 1995a, 1995b; Dubno and Schafer, 1992!.

The present report demonstrates that when complicated
relations between audiogram, frequency-gain characteristic,
and noise masking are examined within the framework pro-
vided by articulation theory, both the increases and the de-
creases in consonant recognition scores are predictable. The
most important finding pertaining to the AI evaluation is that
Fletcher’s original version predicted consonant recognition
scores within the range of variability associated with the con-
sonant recognition test. Here, as in several published reports,
the ANSI S3.5~1969! calculation or modifications thereof
have resulted in poorer-than-predicted performance for sub-
jects with sensorineural hearing loss~e.g., Dugalet al., 1980;
Ludvigsen, 1987; Pavlovic, 1984; Rankovic, 1989!. Fletcher
~1952! also reported poorer-than-predicted performance on
speech recognition tests for a simplified version of his own
model intended for clinical use. The poorer performance has
been attributed to deficits associated with broadened auditory
filter bandwidths commonly associated with sensorineural
hearing loss.

However, an alternative explanation is possible. The ex-
periments that have yielded discrepancies between normal-
hearing and hearing-impaired subject groups have in com-
mon that the groups were presented with speech distorted by

different means. This was necessary to achieve conditions
with comparable AIs. For example, Rankovic~1989! pre-
sented speech in noise to normal-hearing subjects whereas
various amplified speech conditions were presented to
hearing-impaired subjects. In contrast, Zurek and Delhorne
~1987! and Dubno and Schaefer~1992! constructed much
more comparable listening conditions for both groups and
found that predictions based on ANSI S3.5 calculations were
accurate for hearing-impaired listeners. These authors simu-
lated hearing loss in the normal-hearing subjects by present-
ing a masking noise that was spectrally shaped to shift
thresholds to match those of a hearing-impaired subject.
Identical noise-masked speech conditions were then pre-
sented to both normal-hearing and hearing-impaired subjects.
In the simulation studies, then, speech test scores of both
types of subjects were compared in conditions that were not
only ANSI AI equated but were also matched for speech and
noise intensity levels: the audible portions of speech were
restricted to identical spectral regions. This way, noise and
speech intensity, frequency response, and gain were factored
out of the comparisons because they were identical for the
two subject groups. It is not necessary to match conditions so
carefully when using the Fletcher calculation because these
factors are taken into account so dissimilar listening condi-
tions can be compared. This was demonstrated here and in a
previous report~Rankovic, 1997!.

There is no single explanation for why Fletcher’s ver-
sion of the articulation theory works better than ANSI S3.5.
Computationally, this finding is attributable to a combination
of factors ~see Sec. II D!. Fletcher designed articulation
theory to make exact predictions of speech test scores and
this report indicates that his theory applies when a senso-
rineural hearing loss is modeled as a masking noise. Given
the extensive validation study presented by Fletcher~1953!,
perhaps it would have been more surprising if the theoryhad
not worked.

C. Implications

Results suggest that the control algorithm tested by Van
Dijkhuizenet al. could be improved if the extent of masking
spread were taken into account and relative band gains ad-
justed accordingly. This may require obtaining masking data
from individual subjects. Alternatively, incorporating a
model that predicts masking based on the noise spectrum and
absolute thresholds~e.g., Glasberg and Moore, 1990; Lud-
vigsen, 1987! may be a more practical alternative, if the error
in predicted thresholds is tolerable. Models of masking could
be easily incorporated into Fletcher’s articulation theory to
test and/or fine-tune proposed algorithms, or to design algo-
rithms that aim specifically to maximize the articulation in-
dex. This is a major advantage of a model-based approach to
hearing aid design and selection.
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APPPENDIX

TABLE AI. Masking patterns for hearing-impaired and normal-hearing~NH! subjects~dB SPL!. Q indicates absolute thresholds.

Masker f c50.5 kHz f c51 kHz f c52 kHz

Frequency Q Lm595 90 85 80 75 70 95 90 85 80 75 70 95 90 85 80 75 70
Subject

DK
0.20 42 62 55 58 50 51 50 58 51 47 48 48 46 57 51 52 46 48 46
0.25 41 63 60 57 52 51 51 56 49 46 45 45 45 55 52 50 44 50 44
0.32 39 73 71 66 62 58 55 58 47 45 45 43 44 54 52 51 44 51 43
0.40 37 89 87 79 74 70 63 55 49 45 46 46 43 52 49 50 46 47 47
0.50 40 92 88 82 77 73 69 63 55 51 51 50 47 52 49 48 50 52 48
0.63 41 92 88 83 77 73 67 76 70 67 65 56 57 52 49 50 50 48 50
0.80 42 90 83 78 73 69 65 91 85 78 75 69 67 53 49 53 51 50 52
1.01 45 85 79 72 67 61 59 90 86 82 76 72 69 61 55 54 53 53 55
1.27 44 77 72 66 61 56 55 91 87 81 77 73 68 76 69 65 62 57 54
1.60 41 77 68 63 54 52 49 89 83 75 69 63 59 90 83 78 75 69 66
2.02 43 77 70 63 56 55 51 88 78 73 68 59 58 94 87 83 79 74 68
2.54 37 71 66 59 52 49 48 83 74 68 62 56 50 96 90 87 82 75 73
3.20 29 62 56 47 45 43 42 75 65 56 49 43 42 87 80 78 72 64 58
4.03 28 51 52 42 37 40 32 60 49 46 40 36 36 73 66 62 50 46 41
5.08 37 52 47 41 44 40 40 66 51 45 44 40 41 82 73 67 55 56 47

EG
0.20 48 57 57 58 53 55 51 52 46 51 44 51 48
0.25 47 58 57 58 52 53 49 47 43 49 42 49 47
0.32 44 67 63 61 55 53 48 46 43 46 42 46 44
0.40 40 78 72 68 66 51 46 45 43 42 39 42 39
0.50 34 83 77 73 68 55 48 44 44 39 39 40 37
0.63 32 81 77 72 69 68 63 58 55 41 42 39 39
0.80 29 74 68 62 60 79 77 69 65 44 44 40 40
1.01 30 70 63 57 53 79 74 67 64 48 47 43 42
1.27 28 67 61 55 51 79 75 67 63 60 55 51 48
1.60 33 69 60 56 51 77 71 63 57 75 68 63 59
2.02 43 68 61 58 54 73 68 60 56 76 70 66 61
2.54 45 64 58 57 54 68 65 57 52 82 75 72 67
3.20 39 49 47 45 44 56 53 48 45 68 63 59 54
4.03 47 54 51 55 49 65 63 55 48 68 59 59 52
5.08 48 54 58 52 56 55 55 52 52 71 63 62 66

JD
0.20 25 67 60 52 44 45 42 75 64 53 47 46 44 55 47 45 45 43 43
0.25 22 66 62 53 47 47 43 72 57 50 45 42 40 49 45 42 38 38 38
0.32 17 73 71 62 58 55 51 70 56 46 44 40 38 48 40 38 37 36 36
0.40 11 88 84 76 71 67 63 66 51 44 42 38 36 43 41 37 36 36 36
0.50 9 91 82 80 77 69 66 62 55 46 45 39 37 39 36 35 34 33 33
0.63 12 90 86 81 75 71 65 78 70 66 63 58 53 40 36 35 35 36 36
0.80 13 85 81 77 71 65 59 92 85 77 74 70 64 47 40 37 35 33 33
1.01 11 81 77 72 65 57 49 92 86 79 76 72 64 53 48 43 38 34 34
1.27 15 82 76 72 63 55 44 93 87 80 77 69 63 70 64 62 54 50 50
1.60 32 82 75 71 62 55 51 90 84 79 75 68 63 86 78 75 72 65 65
2.02 31 85 79 72 61 53 45 87 84 78 74 65 59 90 84 80 70 68 68
2.54 39 87 80 73 60 56 50 93 87 79 72 61 56 95 85 84 76 74 74
3.20 45 79 72 65 59 55 51 90 82 73 68 58 54 87 80 75 68 65 65
4.03 65 80 80 75 70 69 73 91 79 75 69 71 66 87 81 74 71 73 73
5.08 82 89 88 87 84 87 86 85 86 83 83 79 81 79 80 87 80 79 79

SR
0.20 46 66 58 58 57 53 53 55 58 60 51 59 55 60 58 54 56 55 58
0.25 47 68 68 63 59 56 56 57 55 62 53 58 58 62 60 59 54 63 60
0.32 44 78 77 75 69 66 66 59 58 63 56 63 59 62 59 60 60 63 61
0.40 45 93 87 83 77 73 73 64 59 63 56 64 61 60 64 57 56 61 58
0.50 39 91 89 83 77 73 73 66 64 64 61 62 62 58 56 58 55 55 53
0.63 45 95 88 85 79 75 75 81 76 71 68 65 64 54 52 57 60 54 53
0.80 49 90 83 80 73 69 69 90 87 81 77 73 70 62 60 61 59 56 56
1.01 48 82 78 75 68 63 63 92 90 82 77 72 68 55 61 58 58 57 56
1.27 56 80 77 75 68 64 64 94 88 83 76 72 70 74 68 65 66 63 64
1.60 69 82 80 79 76 74 74 93 88 84 79 78 76 92 84 75 77 70 74
2.02 87 85 83 86 87 85 85 88 88 88 84 87 83 93 88 85 81 81 81
2.54 90 93 93 91 90 91 91 91 81 86 93 87 90 98 94 90 87 86 86
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TABLE AI. (Continued.)

Masker f c50.5 kHz f c51 kHz f c52 kHz

Frequency Q Lm595 90 85 80 75 70 95 90 85 80 75 70 95 90 85 80 75 70
Subject

3.20 87 90 89 88 88 87 87 86 88 85 90 84 87 94 88 87 84 85 82
4.03 70 73 71 73 73 71 71 75 75 76 80 72 78 82 82 76 71 68 69
5.08 74 76 76 76 74 76 76 77 80 78 80 77 82 80 81 82 81 81 83

FD
0.20 26 41 36 32 29 28 31 30 31 28 30 27 29
0.25 27 46 43 37 33 28 30 28 30 29 30 26 27
0.32 24 59 51 48 44 29 31 26 29 28 29 26 26
0.40 21 73 65 63 59 33 33 29 31 27 29 28 27
0.50 20 76 70 66 63 40 40 35 34 30 29 25 28
0.63 17 78 71 65 62 60 55 52 47 29 30 31 32
0.80 29 74 65 60 57 74 70 64 62 32 36 34 34
1.01 36 69 60 54 48 75 70 64 59 40 41 38 37
1.27 45 65 55 50 47 74 69 64 59 53 53 48 44
1.60 49 68 58 55 51 72 67 60 58 67 65 59 55
2.02 59 71 65 61 60 74 70 65 64 69 72 64 62
2.54 63 71 65 64 63 73 69 66 65 74 74 70 65
3.20 59 66 60 60 59 67 65 62 61 68 69 66 63
4.03 57 54 47 50 52 54 57 52 51 57 55 50 53
5.08 60 62 56 60 59 59 58 58 58 63 65 59 58

PG
0.20 69 70 68 69 71 74 74
0.25 72 75 74 74 74 76 76
0.32 73 79 77 76 76 79 79
0.40 76 85 83 78 78 80 79
0.50 76 89 85 80 79 79 78
0.63 74 86 83 82 79 79 78
0.80 75 85 79 88 81 80 79
1.01 76 83 78 86 81 81 79
1.27 80 87 85 90 85 83 84
1.60 82 88 86 89 84 88 84
2.02 77 85 84 88 85 89 84
2.54 79 85 85 87 85 92 87
3.20 75 80 81 82 78 83 78
4.03 64 69 68 70 66 79 76
5.08 75 80 79 81 77 88 84

AL
0.20 65 71 70 68 68 67 69 64 67 68 66 67
0.25 63 73 70 69 70 69 69 67 67 68 67 70
0.32 68 79 77 73 73 73 73 71 71 74 72 73
0.40 72 93 86 83 82 81 83 79 79 81 77 77
0.50 73 94 88 84 82 84 84 79 79 78 76 76
0.63 74 95 90 83 80 87 83 81 80 78 77 76
0.80 74 91 87 82 79 90 87 82 80 79 78 78
1.01 76 88 85 82 80 91 88 83 80 83 83 80
1.27 83 92 87 84 82 92 90 85 80 94 93 92
1.60 83 92 87 85 81 89 88 88 86 97 93 91
2.02 75 90 84 80 79 88 86 81 80 94 88 83
2.54 74 86 83 78 80 85 85 78 78 96 88 83
3.20 65 74 69 71 68 71 73 69 70 80 74 69
4.03 63 66 62 63 64 61 64 61 65 76 69 66
5.08 83 88 86 84 85 83 86 82 87 94 87 87

NH
0.20 23 47 40 39 35 31 31 43 35 33 30 29 26 39 34 31 29 29 27
0.25 22 52 46 43 39 34 33 42 36 32 29 28 26 36 34 29 28 27 26
0.32 18 67 63 60 53 48 44 44 37 34 31 31 31 36 34 30 30 31 28
0.40 18 80 75 73 68 61 58 47 41 37 33 31 29 35 33 30 30 31 29
0.50 15 84 79 75 71 64 62 54 49 43 39 35 32 34 32 29 28 29 30
0.63 13 84 77 74 71 65 62 70 65 59 55 51 46 35 31 30 31 32 31
0.80 11 77 71 67 62 56 48 79 77 71 67 62 58 39 32 30 28 27 28
1.01 11 72 66 60 52 44 35 82 78 73 69 64 59 48 42 37 34 29 27
1.27 9 73 63 54 43 36 26 85 79 73 68 63 60 65 58 53 51 43 42
1.60 11 66 56 48 37 30 23 69 69 64 57 50 44 79 71 68 64 58 56
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1Van Dijkhuizenet al. ~1991! designed their experiment to test the effec-
tiveness of a feasible algorithm in a reasonably realistic noise background
~a broadband noise with a spectral prominence! rather than to examine
mechanisms responsible for speech reception improvements. Unlike other
reports ~see Rankovicet al., 1992, for a brief review!, Van Dijkhuizen
et al. supplied detailed descriptions of the listening conditions and the pro-
cessing as well as the speech reception thresholds obtained from individual
subjects in all test conditions. As a result, it is possible to reconsider the
performance of their individual subjects here.
Van Dijkhuizenet al.presented averaged results in their Fig. 2, p. 890. The
individual-subject data referred to here are contained in their Table V, p.
889: the ‘‘selective’’ condition processed with the ‘‘100% compression
factor.’’ If a difference in speech reception threshold~SRT! greater than 2
dB is taken as significant~Plomp and Mimpen, 1979!, the following sub-
jects did not demonstrate significant improvements in SRT with processing
for the 0.25–0.5 kHz noise increment condition: subjects 4, 5, 6, 9, 10, and
11. The following subjects did not demonstrate significant improvements
with processing for the 0.5–1 kHz noise increment: subjects 1, 4, 9, 11, and
12. In conclusion, 6 of 12 subjects did not show significant improvement
with the 0.25–0.5 kHz noise increment condition and 5 of 12 subjects did
not show significant improvement with the 0.5–1 kHz noise increment
condition.
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TABLE AI. (Continued.)

Masker f c50.5 kHz f c51 kHz f c52 kHz

Frequency Q Lm595 90 85 80 75 70 95 90 85 80 75 70 95 90 85 80 75 70
Subject

2.02 14 66 53 46 34 28 24 73 68 58 48 39 32 82 75 72 68 64 58
2.54 17 63 50 41 32 29 27 73 62 53 42 32 29 88 82 77 72 68 64
3.20 8 45 33 26 22 21 21 60 43 36 27 24 23 74 69 64 59 51 43
4.03 5 29 20 16 14 13 13 43 28 19 15 12 13 65 58 47 36 27 20
5.08 16 33 25 22 22 23 21 46 31 24 23 21 21 70 57 42 35 25 24
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The effects of different envelope patterns and uncertainty
for the detection of a tone added to SAM complex tonal maskers
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Thresholds for the detection of a tone added in-phase to the carrier of a fully modulated SAM tone
were measured. In some conditions the signal was added to a single SAM tone, and in other
conditions the signal was added to the sum of three or more SAM tones. Level equalization ensured
that the addition of the tonal signal did not lead to increases in energy. When multiple SAM tone
maskers were used, a small number of reproducible maskers were tested, each masker being
composed of SAM tones with a variety of relative modulator phases. The maskers were eitherfixed
across intervals and trials,rovedacross trials but fixed across intervals, orrandomlychosen across
both intervals and trials. The frequency separation between the signal-centered and off-frequency
SAM tones was also varied. For small signal-centered/off-frequency SAM tone frequency
separations, a separation ratio of 1.3, thresholds in thefixed condition depend on the relative
modulator phases, and a simple mixture model reasonably predicted thresholds in theroving
condition based on thresholds in thefixed condition for two of the three observers. For
signal-centered/off-frequency SAM tone frequency separation factor of 1.68, effects of relative
modulator phases were not obtained. Thresholds in thetarget-alonecondition were generally
superior to thresholds measured with the comodulated masker. Comodulated thresholds were better
than target-alonethresholds only when level equalization was not used, and so the addition of the
signal led to increases in level. ©1998 Acoustical Society of America.@S0001-4966~98!01002-9#

PACS numbers: 43.66.Dc, 43.66.Mk@WJ#

INTRODUCTION

A large number of comodulation masking release
~CMR! experiments have demonstrated that the detection of
a tone added to the sum of two or more narrow-band maskers
can depend on the relative envelope patterns of the narrow-
band maskers. Referring to the narrow-band masker centered
at the signal frequency as the signal-centered masker and the
other narrow-band maskers as the off-frequency maskers,
thresholds are typically lowest when the signal-centered and
off-frequency maskers have coherent or comodulated enve-
lope patterns; intermediate when just the signal-centered
narrow-band masker is present; and largest when the narrow-
band maskers have envelopes that do not share modulation
patterns~e.g., Hall et al., 1984; Schooneveldt and Moore,
1987; Grose and Hall, 1989; Fantini, 1991!. This pattern of
results is exaggerated when the signal-centered and off-
frequency maskers are relatively nearby in frequency, and
appears to occur for signal-centered/off-frequency narrow-
band masker separations of an octave or so, the point at
which thresholds in the different conditions tend to converge
~Cohen and Schubert, 1987; Richardset al., 1997!. Not all
studies find convergence, however. For example, Schoon-
eveldt and Moore~1987! suggested that the threshold advan-
tage associated with comodulated envelope patterns remains
at 3 dB or so even for wide frequency separations, and Co-

hen ~1991! found that when the signal-centered and off-
frequency maskers were of different levels, effects of across-
frequency comodulation were measured for frequency
separations as large as three octaves.

Much of the work regarding the dependence of signal
detectability on the relative envelope patterns of the signal-
centered and off-frequency maskers has emphasized the re-
lease from masking associated with comodulation~hence the
term comodulation masking release!. Relatively less work
has examined the basis of the interfering effect of incoherent
envelope patterns across frequency. Wright and McFadden
~1990! examined the possibility that differences in thresholds
measured when envelope patterns are comodulated versus
random across frequency reflect different mechanisms. In
their study, the degree of certainty with which either co-
modulated or random envelope patterns would be presented
was manipulated. They found relatively little effect of uncer-
tainty, indicating the same mechanisms are likely to underlie
detection in the two conditions. In a similar vein, Richards
et al. ~1997! suggested that because thresholds in comodu-
lated and random conditions covary with the frequency of
separation between the signal-centered and off-frequency
maskers, a single decision rule is likely to underlie detection
regardless of consistency of envelope modulation patterns
across frequency. Indeed, Richardset al. ~1997! favored an
explanation based on single-channel processing, suggesting
effects of envelope modulation pattern, and so the CMR,
reflects interactions within a single channel~see also, Berg,
1996!.

Whether the elevated thresholds for the detection of a

a!Current address: Otolaryngology, 610 Burnett Womack Building, Campus
Box #7070, University of North Carolina, School of Medicine, Chapel
Hill, NC 27599-7070.

b!Current address: CB Technologies, Inc., 266 E. Lancaster Ave., Malvern,
PA 19355.
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tone added to multiple narrow-band maskers with random
envelope patterns reflects processing in a single frequency
channel versus across-channel processing, the reasons for el-
evated thresholds in the random conditions are of interest.
For example, do the elevated thresholds reflect differential
sensitivity to the different envelope patterns presented in the
course of the experiment, or does a generalized uncertainty
effect lead to increased thresholds~e.g., Mooreet al., 1990!?
Using sinusoindally amplitude modulation~SAM! narrow-
band noise maskers, Fantini~1991! found that the threshold
for the detection of an added tone depends systematically on
the difference in phase of signal-centered and off-frequency
SAM modulators. For narrow-band noise maskers, McFad-
den~1986! found thresholds for the detection of a tone added
to the sum of signal-centered and off-frequency narrow-band
noise maskers grew as the envelopes of the two narrow-band
maskers were delayed relative to one another. It is plausible,
then that thresholds obtained in random conditions reflect a
combination of sensitivities associated with the variety of
maskers tested.

In an effort to test such a mixture model, and more gen-
erally, to evaluate the role of uncertainty for the detection of
a tone added to maskers with different across-frequency en-
velope patterns, two experiments were completed. Both used
a limited number of reproducible maskers, which allowed an
evaluation of the effect of uncertainty with regard to a par-
ticular masker waveform. Based on the results of Fantini
~1991!, it was anticipated that the different maskers would
lead to differential sensitivity, and based on the results of
Wright and McFadden~1990! little effect of uncertainty was
expected. However, compared to Wright and McFadden, the
‘‘certain’’ stimulus was extreme, that is, the same stimulus
was tested in both intervals as well as in all trials of each
block of trials that led to a threshold estimate.

I. EXPERIMENT I

In the first experiment, thresholds for the detection of a
tone added in-phase to the carrier frequency of a signal-
centered SAM tone were estimated. Because level equaliza-
tion reduced the availability of energy-based cues, this task
was equivalent to the detection of a reduction in modulation
depth relative to the fully modulated standard. Thresholds
were measured in three conditions. First, in thetarget-alone
condition, only the signal-centered SAM tone was presented.
In the remaining conditions, the signal-centered and two off-
frequency SAM tones were presented together to form the
masker. For thefixed condition, the relative phases of the
signal-centered and off-frequency SAM tones were fixed
across both intervals of a 2IFC trial and across several blocks
of trials. For theroving condition, the two intervals of each
trial had the same masker, but the masker was randomly
chosen on each trial~similar to Wright and McFadden, 1990,
random by trial/same within trial condition!. In the random
condition the masker was randomly chosen on each interval
of each trial~similar to Wright and McFadden, 1990, random
by observation interval/different within trial condition!. Fi-
nally, a simple mixture model was tested by generating pre-
dictions for theroving condition based on thresholds mea-
sured in thefixedcondition.

II. METHODS FOR EXPERIMENT I

A. Stimulus generation

The maskers were comprised of one or more fully
modulated SAM tones modulated at a rate of 16 Hz. The
carrier frequency of the signal-centered SAM tone was iden-
tical to the frequency of the signal, 1500 Hz. The signal,
when present, was a tone added in-phase to the carrier, yield-
ing a reduction in modulation depth. The off-frequency SAM
tones were separated from the signal by a factor of either 1.3
~and 1/1.3! or 1.68 ~and 1/1.68!, yielding off-frequency
SAM tone carriers of 1154 and 1950 Hz in the first case and
892 and 2520 Hz in the second case. The individual SAM
tones were presented at 65 dB SPL, and when the signal was
added, the signal-centered masker-plus-signal SAM tone was
digitally scaled so as to provide a presentation level of 65 dB
SPL.

The starting phases of the signal-centered and off-
frequency SAM carriers were randomly chosen on each in-
terval from a uniform distribution ranging from 0 to 2p rad.
Likewise, the starting phase of the signal-centered modulator
was randomly chosen from a uniform distribution ranging
from 0 to 2p rad on each presentation. Five different stimuli
were tested, each differing in the modulator phases of the
off-frequency modulators relative to the signal-centered
modulator phase. As a proportion of the modulator period,
the relative modulator phases of the low-frequency, signal-
centered, and high-frequency SAM tones were 1:~0,0,0!,
2:~0.25, 0,20.25!, 3:~20.4, 0, 0.4!, 4:~0.125, 0,20.1!, 5:~
20.2, 0, 0.3!. As indicated, these will be referred to as
maskers 1–5, with masker 1 denoting the condition in which
the signal-centered and off-frequency SAM tones have co-
herent envelope patterns.

The stimuli were digitally generated and presented using
a sample rate of 25 000 samples/s. The signal-centered SAM
tone and the signal were presented via one channel of a two-
channel digital-to-analog converter, and when off-frequency
SAM tones were present, they were presented simulta-
neously through the second channel. The stimulus duration
was 500 ms, including 34-ms cosine-squared onset and offset
ramps. The digital outputs were low-pass filtered at 8 kHz
~KEMO VBF 8; attenuation skirts approx. 85 dB/oct!,
summed using an analog adder, and presented diotically
through two channels of Sennheiser HD410SL headphones.

B. Procedures and experimental conditions

A 21FC procedure was used, with the signal interval
being as likely to be the first as the second interval. Visual
feedback indicated the correctness of each response. Thresh-
olds were estimated using a 2-down, 1-up staircase proce-
dure which estimated the 71 percent correct performance
level ~Levitt, 1971!. Each threshold estimate was generated
using blocks of 50 trials and was based on the average of the
last even number of reversals, excluding at least the first
three. The tracking procedure altered the signal level by
changing the modulation depth of the on-frequency SAM
tone, using a 20 log(m) scale. A typical initial step size was
0.6 dB, and reduced to 0.3 dB following three reversals. If an
observer was particularly sensitive or insensitive in a condi-
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tion, the step sizes were reduced or increased, respectively.
Observers completed five threshold estimates in turn, with a
pause between threshold estimates, then rested. Sessions
lasted 1–2 h, yielding 15–30 threshold estimates per session.

Four experimental conditions were tested. In thetarget-
alone condition, thresholds were measured for the signal
tone added to just the signal-centered SAM tone. For the
fixedcondition, the same masker was used for each presen-
tation, and for the block of five threshold estimates. For the
roving condition, the same masker was used for the signal
and no-signal intervals, but on each trial, the masker was
randomly chosen. For therandom condition, the maskers
presented in the signal and no-signal intervals were chosen at
random, and with replacement, from the five maskers.

Observers practiced randomly chosen conditions for
5–10 h before data collection began. After practice, ten
threshold estimates were measured in thetarget-alonecon-
dition. Then the remaining conditions were tested. Two ob-
servers first completed the condition in which the signal-
centered and off-frequency SAM tones were separated by a
factor of 1.3, the other first completed the conditions in
which the signal-centered and off-frequency SAM tones
were separated by a factor of 1.68. For each observer, 15
threshold estimates were obtained for each condition, and
after the 15 estimates were finished, a 1-tailed heteroscedas-
tic Student’st test ~p50.05 criterion; first 5 threshold esti-
mates against the last five threshold estimates! was used to
test for practice effects. As needed, additional threshold es-
timates were obtained. After finishing all conditions, at least
another five threshold estimates were measured in thetarget-
alonecondition. Thresholds reported below are based on the
final nine threshold estimates.

Observers had thresholds in quiet of 10 dB HL or better
~for frequencies ranging from 250 to 8000 Hz! and ranged in
age from 21 to 30 years. Tests were completed with the
observer seated in a double-walled soundproof booth.

III. RESULTS AND DISCUSSION OF EXPERIMENT I

Figures 1 and 2 show the averaged thresholds, as
20 log(m), for the individual observers. Recall that the
signal-centered SAM tone was fully modulated and the ad-
dition of the signal led to smaller modulation depths@nega-
tive 20 log(m) values#. Thus more negative 20 log(m) values
are plotted higher on the graph, indicating larger signal mag-
nitudes. Error bars indicate the standard errors of the mean.
Figure 1 is for maskers with carriers separated in frequency
by a factor of 1.3; Fig. 2 is for a frequency separation factor
of 1.68.Target-alonethresholds are plotted on the left hand
side ~cross-hatched!, and thresholds for theroving and ran-
dom conditions are shown to the right. For thefixed condi-
tions, whose thresholds are shown in the middle, each
masker number is accompanied by a graph that represents
the off-frequency modulator phases relative to the modulator
phase of the signal-centered SAM tone. The solid ray is set at
an angle of zero: the angle of the signal-centered modulator.
The phases of the low- and high-frequency off-frequency
modulators relative to the signal-centered modulator, are in-
dicated using dotted and dashed rays, respectively. For the
fixedconditions, the ordering for different maskers is ascend-

ing based on averaged thresholds. The bold error bars super-
imposed on theroving data are for the predictions of a mix-
ture model, which will be detailed below.

Thresholds are nearly always superior~less negative! for
the target-alone condition. Comparing thresholds for the
target-alonecondition and thefixedcondition with comodu-
lated maskers~masker 1!, thresholds are lower in thetarget-
alonecondition, indicating across-channel masking~e.g., Ba-
con and Konrad, 1993; Mooreet al., 1990! but not a CMR.
For Observer 3, thresholds in theroving and randomcondi-
tions tend to be inferior~more negative! to the other condi-
tions, a result that does not hold for the other observers.

For the fixed conditions, an analysis of variance
~ANOVA ! indicated a significant main effect of phase and
frequency separation@F(4,8)54.4 andF(1,2)527 respec-

FIG. 1. Thresholds, as 20 log(m), are plotted for three observers. The signal-
centered and off-frequency maskers are separated by a factor of 1.3. The
target-alonecondition is plotted to the left~cross-hatched! and theroving
and random conditions are plotted to the right. The results for thefixed
conditions are plotted centrally, with the masker number shown on the ab-
scissa. Error bars indicate the standard errors of the mean. Bold error bars
indicate the standard deviation of the simulated mixture model predictions.
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tively, p,0.05#. The interaction was not significant
@F(4,8)51.4,p.0.3#. When analyzed separately, significant
phase effects were obtained when the component carriers
were separated by a factor of 1.3@F~4,8!54.4, p,0.05# but
not when the they were separated by a factor of 1.68
@F(4,8)50.33, p.0.8#. Using similar experimental condi-
tions, Richardset al. ~1997! found that randomly choosing
the phases of multiple SAM tone maskers on each interval
influenced detection thresholds only when the signal-
centered and off-frequency SAM tones were separated by
less than an octave. Moreover, Richardset al. found that the
effects of across-frequency modulator phase randomization
diminished as the frequency separation between the signal-
centered and off-frequency SAM tones grew. The current
results conform to that expectation. Thresholds in the ran-
dom condition were smaller for a frequency separation of 1.7
than for a frequency separation of 1.3~comparing theran-
dom conditions in Figs. 1 and 2!, although the average dif-
ference of 2 dB is small. Taken together, the results of the
current study and Richardset al. ~1997! indicate that phase

effects diminish with increased frequency separation among
the components of the complex masker for bothfixed and
randomconditions.

Figure 3 showsfixed thresholds from Figs. 1 and 2 av-
eraged across observers as a function of the average differ-
ence in modulator phase~DF!, signal-centered modulator re
off-frequency modulator, without respect to sign, and as a
proportion of modulator phase. The masker number is indi-
cated at the top of the figure. Squares are for a frequency
separation factor of 1.3; circles are for a frequency separation
factor of 1.68. Error bars indicate the standard error of the
mean across the three observers. For example, for masker 1,
which is comprised of coherent modulator phases,DF50.
For masker 5, which has relative phases as a proportion of
the modulator period of~20.2, 0, 0.3! for the low-frequency,
signal-centered, and high-frequency SAM tones, respec-
tively, DF50.25. Maskers 2 and 5 have the sameDF, the
symbols are offset for the sake of easier viewing. For the
frequency separation of 1.3, thresholds grow withDF. For
the frequency separation of 1.68, the function is flat, consis-
tent with the absence of off-frequency modulator phase ef-
fects. The growth in thresholds withDF is consistent with
the results of Fantini~1991!, who used sinusoidally ampli-
tude modulated bands of noise and a single off-frequency
masker.

One interpretation of the averages shown in Fig. 3 is that
thresholds depend on a simple, single-channel, additivity of
maskers, By this explanation, interactions within a single
channel would be significant only for the data obtained using
a frequency ratio of 1.3. When interactions occur, thresholds
would be poorest when the ‘‘dips’’ in the signal-centered
SAM tone are obscured by the ‘‘peaks’’ of the off-frequency
SAM tones~i.e., largeDF!. Phase effects would not be ob-
tained for a frequency separation factor of 1.68 due to the
absence of single-channel interactions between the signal-
centered and off-frequency SAM tones. An alternative expla-
nation is that observers use the minima in the off-frequency
SAM tones to cue sampling at the on-frequency masker; but
when there are phase differences, this sampling is nonopti-

FIG. 2. As Fig. 1, except the signal-centered and off-frequency SAM tones
are separated by a factor of 1.68.

FIG. 3. Fixed thresholds averaged across observers as a function ofDF, the
average change in modulator phase, signal-centered modulator re off-
frequency modulator, without respect to sign, and as a proportion of modu-
lator phase. Masker number is also shown. Squares and circles are for
signal-centered/off-frequency masker separation factors of 1.3 and 1.68, re-
spectively. Error bars are the standard error of the mean across three observ-
ers.
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mal, and might lead to increased thresholds~Buus, 1985;
Buss and Richards, 1995!. By this explanation, the absence
of phase effects for wider frequency separations would re-
flect diminished comparison sensitivities.

In an effort to determine whether thresholds measured in
the roving condition could be accounted for using a simple
mixture model, several simulations were completed. First
signal and no-signal distributions for the fixed conditions
were estimated for each observer. For each masker, the sig-
nal and no-signal distributions were assumed to be Gaussian
and equal variance. It was assumed that changes in the signal
level influenced the mean of the signal distribution, but not
the variance of the distribution. While a variety of ‘‘sensory
units’’ might be assumed, here a 20 log(m) scale was used.1

At threshold,d8 is constant, and so the variance of the signal
and no-signal distributions may be directly estimated using
the assumptions listed above and the measured threshold
value. After estimating the variances of the distributions for
each of the fixed maskers, a tracking algorithm was applied
to draws from single masker distributions, and the average
simulated threshold was within a standard error of the mean
of the measured threshold. Then, a mixture model was
tested. On each trial of the tracking procedure, a masker, and
its associated no-signal and signalfixed distributions, was
randomly chosen. The model’s ‘‘response’’ was based on
draws from thefixeddistributions. The results of the mixture
model are shown in Figs. 1 and 2 using bold error bars that
indicate the standard deviation across 40 simulated threshold
estimates. For a frequency separation factor of 1.3, and for
observers 1 and 2, the mixture model reasonably estimates
thresholds in theroving condition. For observer 3, the pre-
diction underestimates the threshold, suggesting the presence
of additional internal noise, or uncertainty effects. For a fre-
quency separation factor of 1.68, and for observer 1, the
mixture model reasonably predicts thresholds in theroving
condition. For observers 2 and 3, however, the predictions of
the mixture model underestimates thresholds, suggesting an
uncertainty effect.

For observers 1 and 2, thresholds in therandomcondi-
tion are comparable to thresholds in theroving condition,
regardless of the frequency separation factor. Wright and
McFadden~1990!, who studied the detection of a tone added
to narrow-band noise maskers, similarly found no evidence
of additional uncertainty for shifts from conditions parallel to
the roving and random conditions described here. For ob-
server 3, however, the additional randomization associated
with the randomcondition relative to theroving condition
appears to generate sizable uncertainty.

In summary, the three primary results of this experiment
are: ~1! no CMR was obtained, probably because the addi-
tion of the signal did not introduce changes in level~Fantini
and Moore, 1994; Richardset al., 1997; in contrast with Hall
and Grose, 1988!; ~2! across-frequency modulator phase ef-
fects were obtained when the signal-centered/off-frequency
carrier frequency separation was 1.3, but not when the sepa-
ration factor was 1.68;~3! a mixture model was somewhat
successful in accounting forroving thresholds when the
signal-centered/off-frequency carrier frequency separation
was 1.3, and less successful when the separation factor was

1.68. With regard to the third result, the relative success/
failure of the mixture model reflects differences across ob-
servers. For example, for observer 3 the mixture model un-
derestimatedroving thresholds for 1.3 and 1.68, possibly
reflecting an uncertainty effect. In contrast, for observer 1,
the mixture model successfully account for thresholds in the
roving condition, regardless of frequency separation.

Because the data reflect an effect of frequency separa-
tion, it seems plausible that single-channel processing influ-
enced thresholds more for the nearby SAM tones than when
the SAM tones were relatively more separated in frequency.
Keeping in mind that the mixture model was successful in
accounting for thresholds for only two of the three observers
when a separation factor of 1.3 was used, the results suggest
that for CMR experiments that use multiple narrow-band
maskers relatively nearby in frequency, thresholds in the ran-
dom condition reflect differential sensitivity to the variety of
envelope patterns encountered in the course of the threshold
measurement.

IV. EXPERIMENT II

In the second experiment, effects of uncertainty were
examined using slightly different conditions and procedures.
In this experiment, the intent was to more closely evaluate
the effects of increased uncertainty that occur with changes
from thefixed to theroving to therandomconditions. There
are four primary differences in the methods used in experi-
ment II compared to experiment I. First, a larger number of
maskers was used; seven rather than five. Second, seven si-
multaneous adaptive tracks were run in parallel. As a result,
direct comparisons between thefixed, roving, and fixed/
randomconditions could be made, where thefixed/random
condition parallels therandom condition of experiment I.
Third, a larger number of off-frequency components was
used, with relatively small frequency separations between
signal-centered and off-frequency SAM tones. Fourth, a sub-
set of the experiment was repeated without level equaliza-
tion, meaning that the addition of the signal led to an in-
crease in level.

A. Stimuli and procedures

In this experiment, four off-frequency SAM tones were
used. The signal-centered SAM carrier was 800 Hz, and the
off-frequency SAM carriers were 500, 600, 1000, and 1100
Hz. The signal was an 800-Hz tone added in-phase to the
carrier of the 800-Hz SAM tone. Seven multi-SAM tone
composite maskers were tested, the difference between the
seven stimuli being the relative modulator phases of the five
SAM tones that comprised each stimulus. Denoting the off-
frequency modulator phases relative to the signal-centered
SAM tones, in terms of proportion of the period, and in
ascending order of carrier frequency, the seven stimuli are:
1:~0,0,0,0,0,0,0!, 2:~20.1, 0.1, 0, 0, 0!, 3:~0, 0.2, 0,20.1,
0.4!, 4:~20.3, 0.5, 0,20.1, 0.4!, 5:~0.2, 20.3, 0, 0.2, 0!,
6:~0.3, 0.2, 0, 0.1, 0.5!, 7:~0.5, 0.5, 0, 0.5, 0.5!. Maskers 1
and 7 were chosen based on existing data; for these condi-
tions thresholds are expected to be lowest and highest, re-
spectively ~Fantini, 1991; Buss and Richards, 1995!. The
other relative phases were formed according to random
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draws with replacement from the distribution of equal-
probable values:@20.4, 20.3, 20.2, 20.1, 0, 0.1, 0.2, 0.3,
0.4, 0.5#

As in experiment I, a 2IFC procedure was used. In con-
trast to experiment I, however, the signal levels were titrated
based on the signal-to-carrier ratio, in dB. Unless otherwise
noted, digital scaling prevented the change at the signal fre-
quency from leading to a change in the level of the signal-
centered SAM tone. The stimuli were digitally generated and
presented using a sample rate of 10 000 samples/s. The
signal-centered SAM tone and signal were presented via one
channel of a two-channel digital-to-analog converter, when
the off-frequency SAM tones were present, they were pre-
sented simultaneously through the second channel. The
stimulus duration was 400 ms, including 34-ms cosine-
squared onset and offset ramps. The digital outputs were
low-pass filtered at 3 kHz~KEMO VBF 8; attenuation skirts
approx. 85 dB/oct!, summed using an analog adder, and pre-
sented diotically through two channels of Sennheiser
HD410SL headphones. The stimuli were presented at a level
of 65 dB SPL per SAM tone.

In this experiment, seven interleaved 2-down, 1-up
~Levitt, 1971! staircases were used to estimate seven thresh-
olds in parallel. In thefixedcondition, the same masker was
used for all tracks, and in the two intervals of each trial. For
this condition, the seven tracks provide seven threshold esti-
mates for the same masker. In theroving condition, the sig-
nal and no-signal intervals had the same masker, but each of
the seven tracks was associated with a different masker. In
the fixed/randomcondition, one of the tracks had the same
masker in the two intervals. For the remaining six tracks, the
signal interval was associated with a single masker; but the
non-signal interval had a masker that was randomly chosen
from the seven possible maskers. Thus for the single ‘‘un-
changing’’ track, the masker was the same in the two inter-
vals, meaning that the threshold estimate could be compared
to threshold estimates obtained with less uncertainty~e.g.,
thefixedandroving threshold estimates!. This threshold will
be referred to as thefixed/randomthreshold because the
masker is fixed in an environment of randomly chosen
maskers. For three of the four observers,fixed/random
thresholds were measured for maskers 1~comodulated!, 3,
and 5. For observer 7,fixed/randomthresholds were obtained
for stimuli 1, 5, and 7. The ‘‘thresholds’’ estimated for the
six random tracks~e.g., those with maskers that were not the
same in the two intervals! will be referred to as ‘‘hit thresh-
olds’’ because these thresholds are based on the detection of
a tone added to one particular masker paired with any one of
the seven maskers. ‘‘Hit thresholds’’ presumably reflect the
degree to which the signal-plus-masker stimulus ‘‘sounds’’
like a signal-plus-masker rather than a masker-alone stimu-
lus.

Prior to the beginning of each session, the order in
which the stimuli associated with the different tracks was
randomly chosen, with the constraint that for blocks of 14
trials, each ‘‘track’’ would be represented twice. As in ex-
periment I, thresholds were based on 50 trials per track, and
observers paused after completing 50 trials. After each
pause, the observer was free to practice prior to resuming

data collection. Because seven tracks were interleaved, ob-
servers completed seven sets of 50-trial blocks in a row.

In addition to thefixed, roving, andfixed/randomcondi-
tions described above, conditions more similar to traditional
CMR experiments were tested. For these conditions, thresh-
olds were estimated when the signal was added only to the
signal-centered SAM tone~target-alonecondition of experi-
ment I!, when the signal was added to a comodulated masker
~masker 1,fixedcondition; redundant with the condition de-
scribed above!, and when the signal was added to one of the
seven maskers, where the masker chosen for the signal and
no-signal intervals was random on each interval~random
condition of experiment I!. Thresholds in these three condi-
tions were measured both with and without level equaliza-
tion. When level equalization was not present, the level of
the signal-centered SAM tone increased when the signal was
added.

Observers had quiet thresholds of 15 dB HL or better
~for frequencies ranging from 250 to 8000 Hz! and ranged in
age from 19 to 25 years. Observers were paid for participa-
tion, and were tested while seated in a double-walled sound-
proof booth. Conditions were tested in random order,
blocked by condition:fixed, fixed/random, etc. Even though
several hours of practice preceded data collection, effects of
practice were apparent for observer 5. As a result, observer 5
repeated a large portion of the experiment. For the other
observers, occasional repetitions of conditions did not reveal
practice effects. Unless otherwise noted, the final threshold is
the average of seven threshold estimates.

B. Results and discussion of Experiment II

Figure 4 shows the results for the CMR-like auxiliary
experiment. Thresholds are for the detection of a tone added
to signal-centered SAM tone alone~target-alone, left bars!,
masker 1~comodulated; middle bars!, or maskers that were
randomly chosen on each interval~random, right bars!.
Three observers participated, and their data are plotted sepa-
rately. Level cues associated with the added tone are either
available~cross-hatched! or not ~unfilled!. When level cues
are available, thresholds are lowest in the comodulated con-
dition, intermediate in the target-alone condition, and largest
in the random condition, a result common in CMR experi-
ments that employ maskers relatively nearby in frequency
~e.g., Schooneveldt and Moore, 1987; Grose and Hall, 1989!.
When there are no level cues, thresholds in the comodulated
and target-alone conditions are approximately equal, and
lower than thresholds in therandomcondition.

Removing level cues yields higher thresholds in the co-
modulated andrandomconditions, but not thetarget-alone
condition. Although the average change in threshold~level
cues absent versus level cues present! is about the same in
the comodulated andrandomconditions~5 and 5.3 dB, re-
spectively!, in the randomcondition, the effect of removing
level cues is most prominent for observer 6. At least for these
conditions, it seems that level cues contribute by way of
across-channel rather than single-channel processing~e.g.,
profile analysis, Green, 1988!, especially in the comodulated
condition ~see also Fantini and Moore, 1994!. Finally, it
would seem that the failure to obtain reduced thresholds in
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Experiment I’sfixedcondition, masker 1~comodulation con-
dition! reflects the absence of level cues in that experiment.

Figure 5 plots the results of the main experiment for four
observers. The leftmost unfilled circle is the threshold in the
target-alonecondition ~replotted from Fig. 4 for observers
4–6!. The remaining thresholds are for maskers 1–6. Thresh-
olds are plotted as ascending for thefixedcondition~unfilled
squares, connected using lines!, meaning that the abscissa is
not the same for each observer. Theroving andfixed/random
conditions are plotted using unfilled triangles and asterisks,
respectively. Thresholds for masker 7, which had off-
frequency modulation patterns shifted 180 degrees relative to
the signal-centered SAM tone, are not plotted because
thresholds could not be reliably estimated~the signal level
rose with no apparent bound!.

For multiple SAM tone maskers, thresholds are lowest
for masker 1—the comodulated masker. Across observers,
the ordering of thresholds as a function of masker number is
similar, but not wholly consistent. An ANOVA which in-
cluded thefixed and roving conditions reflected what is ap-
parent in the data: a main effect of phase but no significant
effect of fixed versusroving presentation@F(5,15)512.25,
p,0.0005; F(1,3)51.37, p.1.37, p.0.3, respectively#.
Nonetheless, it should be noted that for observer 7, thresh-
olds in thefixedcondition are consistently lower than thresh-
olds measured in theroving For her,fixed/randomthresholds
are immediate to thefixed and roving thresholds. Overall,
however, these data extend the results described above and

by Wright and McFadden~1990! in indicating that thresh-
olds measured using different maskers are largely immune to
increases in uncertainty.

Figure 6 plots the results for thefixedandroving condi-
tions averaged across observers~squares! as a function of the
average change in modulator phase~DF!, signal-centered
modulator re the two nearest off-frequency modulator
phases, without respect to sign, and as a proportion of modu-
lator phase. It should be noted that due to unlucky draws of
the modulator phases used to generate the SAM tones, a
nearly identical graph would result ifDF was based on all
off-frequency SAM tones, not just those nearest the signal-
centered SAM tone. Masker number is also indicated. As
was observed in experiment I, thresholds in thefixedcondi-
tion tend to grow withDF, demonstrating an inverse relation
between threshold and the magnitude of the difference in
modulator phase for the signal-centered and off-frequency

FIG. 4. Thresholds, as signal-to-carrier ratio in dB, are plotted for three
observers in three conditions:target-alone ~left bars!, comodulated
~middle!, andrandom~right!. Level cues associated with the addition of the
signal were either present~cross-hatched! or absent~unfilled!. Error bars
indicate the standard error of the mean.

FIG. 5. Thresholds for thetarget-alonecondition are plotted to the left
~circles!. Fixed ~squares!, roving ~triangles!, and fixed/random~asterisks!
conditions are shown for each masker~1–6!. The abscissa indicates masker
number, ordered such that for each observer thefixedthresholds are ascend-
ing. Error bars indicate the standard error of the mean. Note that results are
not plotted for masker 7 as thresholds were not reliable.
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SAM tones. Maskers 6 and 3 have the sameDF, the symbols
are offset to provide easier viewing.

Figure 6 also shows the ‘‘hit thresholds’’ obtained in the
fixed/randomcondition ~diamonds; at least 18 threshold es-
timates per observer, averaged across observers!. Recall that
‘‘hit thresholds’’ are thresholds obtained when the signal
was added to the indicated masker, but the masker in the
nonsignal interval was randomly chosen from the seven
maskers. First consider the results for masker 7. Thresholds
could not be obtained in thefixed condition, but the ‘‘hit
thresholds’’ are very small. That is, when the signal was
added to masker 7, observers nearly always responded ‘‘sig-
nal.’’ It seems reasonable to posit that masker 7 sounds as
though it has an added signal even when it does not. That
would lead to a very low ‘‘hit threshold,’’ and a very high~in
this case, unmeasurable! fixed threshold. A similar argument
was suggested by McFadden and Wright~1990!, who
pointed to the importance of considering the nonsignal inter-
val when the effect of differences in envelope modulation
pattern across frequency are considered. Indeed, one might
expect a similar reversal for the masker 1, the comodulated
masker. To the degree the masker-alone stimulus sounds de-
void of a signal, one might expect the ‘‘hit threshold’’ to be
very high—a large signal would be required for observers to
detect the addition of the signal compared to the other no-
signal stimuli. That result was not obtained. Instead, for all
but maskers 4 and 7, a constant difference separatesfixedand
‘‘hit’’ thresholds. Only for across–frequency modulator pat-
terns that lead to highfixed thresholds is there a systematic
influence of the differences between the maskers in the sig-
nal and no-signal intervals.

V. SUMMARY AND CONCLUSIONS

Experiments I and II indicate that threshold for the de-
tection of a tone added to one of several SAM tones depends
systematically on the relative phases of the signal-centered
and off-frequency SAM modulators, provided the maskers
are near enough in frequency. To a first approximation, for

SAM tones nearby in frequency, thresholds grow with in-
creasing differences in modulator phases of the signal-
centered and off-frequency SAM tones~see also Fantini,
1991!. Unfortunately, the relative importance of the low- and
high-frequency, the nearby and distant SAM tones could not
be determined in the current experiment.

Individual differences prevent a clearcut answer to the
question of whether thresholds measured in random condi-
tions reflect a combination of sensitivities associated with the
variety of maskers used. For two of the three observers, the
results of experiment I indicate that when the signal-centered
and off-frequency SAM tones are nearby in frequency~a
factor of 1.3 in frequency!, thresholds measured under un-
certainty are reasonably predicted using a simple mixture
model. The mixture model was less successful in predicting
thresholds measured under uncertainty for larger SAM tone
carrier frequency separations~a factor of 1.68!, where no
significant effects of across-frequency modulator phase were
obtained. In this case, the failure of the mixture model may
reflect phase-independent increases in masking measured in
the modulation detection interference and the across-channel
masking paradigms~Yost and Sheft, 1994; Bacon and Kon-
rad, 1993!. In experiment II, uncertainty effects were noted
for only one of the four observers. For her,roving thresholds
were consistently higher thanfixed thresholds, and thefixed/
randomthresholds were intermediate.

Finally, a comodulation masking release in the comodu-
lated versustarget-aloneconditions was obtained when the
addition of the signal led to an increase in level, but not
when level equalization prevented level differences from
contributing to detection. Because the addition of level cues
led to lower thresholds in the comodulated and random con-
ditions but not the target-alone condition, it would appear
that the level cues contribute by way of across-frequency
rather than single-channel processing.
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and younger adults
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Age differences in auditory suppression were examined by comparing auditory-filter shapes
obtained with simultaneous and forward masking at 2 kHz in young and elderly normal-hearing
listeners. To compensate for the decay of forward masking, growth of masking functions were used
to transform thresholds obtained with a notched-noise masker to the level of a continuous noise band
that would give the same threshold values. Although both age groups exhibited smaller equivalent
rectangular bandwidths~ERBs! when the filters derived from transformed thresholds were obtained
with forward masking, the change from simultaneous to nonsimultaneous masking was significantly
greater for young adults. Measures of the low- (Pl) and high- (Pu) frequency sides of the filters for
young listeners indicated that the slopes of both sides increased following a change from
simultaneous to forward masking but that the high-frequency side exhibited significantly greater
sharpening. Filter slopes~both upper and lower! for older adults, in contrast, did not differ between
the two masking procedures. The findings from the study are discussed as reflecting possible age
differences in auditory suppression. However, it is also noted that conclusions regarding differences
between filter shapes derived with simultaneous and forward masking are limited to filter parameters
determined with transformed~as described above! thresholds. ©1998 Acoustical Society of
America.@S0001-4966~98!02402-3#

PACS numbers: 43.66.Dc, 43.66.Sr@JWH#

INTRODUCTION

Auditory-filter shapes measured in young normal-
hearing listeners can indicate sharper tuning when they are
obtained with nonsimultaneous, compared with simultaneous
masking procedures~Houtgast, 1972; Moore and Glasberg,
1981, 1986; Moore and O’Loughlin, 1986!. Specifically,
studies in which threshold functions are transformed to com-
pensate for the decay of forward masking~by expressing
thresholds obtained with a notched-noise masker as the level
of a continuous noise band that would give the same thresh-
old values!, generally indicate steeper slopes and smaller
equivalent rectangular bandwidths~ERBs! for filters mea-
sured with forward compared with simultaneous masking
paradigms~Moore and Glasberg, 1981, 1986; Moore and
O’Loughlin, 1986!. Although a number of explanations have
been offered to account for the increased frequency selectiv-
ity observed with nonsimultaneous masking~Jesteadt and
Norton, 1985; Lutfi, 1984, 1988; Moore and O’Loughlin,
1986!, accounts based on the operation of auditory suppres-
sion are most consistent with empirical findings@Moore and
O’Loughlin, 1986; also see, Delgutte~1990! for discussion
of within-masker versus masker-to-signal suppression#.1

According to the suppression hypothesis~Houtgast,
1972; Moore and Glasberg, 1981; Moore and O’Loughlin,
1986!, lateral suppression can influence auditory-filter shapes
in nonsimultaneous masking because the temporal disconti-
nuity between signal and masker allows suppression to re-
duce the effective level of the masker without altering exci-
tation arising from the signal@i.e., suppression functions to
increase signal-to-noise~S/N! ratios at the output of auditory
filters#. In simultaneous masking, however, suppression will
have equivalent effects on the signal and masker. Conse-

quently, S/N ratios at the output of the filter will remain
constant and masked thresholds for the signal will be unaf-
fected by suppression.

The proposal that the effects of suppression on auditory
filters are observable only with nonsimultaneous masking
has led several investigators~Houtgast, 1972; Moore and
Glasberg, 1981; Moore and O’Loughlin, 1986! to suggest
that when filters are derived with transformed thresholds,
differences between auditory filters measured with simulta-
neous and forward masking paradigms can provide a quan-
titative assessment of auditory suppression. The purpose of
the present study was to examine age-related changes in the
operation of auditory suppression by comparing auditory-
filter shapes obtained with forward and simultaneous mask-
ing in older and younger listeners.

Although little systematic research has been directed at
examining age differences in auditory suppression, findings
reported by Moore and Glasberg~1986! provide a prelimi-
nary indication that suppression may be reduced as a func-
tion of age. Moore and Glasberg~1986! compared auditory-
filter shapes obtained with simultaneous and forward
maskers in five listeners with unilateral cochlear impairments
who ranged in age from 47 to 70. Results from the unim-
paired ears indicated that when filter-shape parameters were
obtained with transformed threshold values, the two young-
est subjects in the study exhibited the greatest increase in
tuning following the change from simultaneous to forward
masking. In contrast, the unimpaired ear of the oldest partici-
pant failed to exhibit significant differences between filters
derived with simultaneous and nonsimultaneous procedures.
The study by Moore and Glasberg~1986!, however, was not
designed explicitly to examine age differences in auditory
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suppression. As a result, the findings must be considered
only suggestive because several important factors for making
age comparisons were not included.2

The present study was therefore designed specifically to
examine the operation of auditory suppression in younger
and older adults by comparing auditory-filter shapes obtained
with simultaneous and forward masking in the two age
groups. Based on the findings reported by Moore and Glas-
berg ~1986!, the working hypothesis for the investigation
was that auditory suppression is reduced in older adults.
Therefore, auditory filters derived with transformed thresh-
old values were expected to indicate sharper tuning for non-
simultaneous than for simultaneous masking but differences
between filters derived with the two paradigms were ex-
pected to decrease as a function of age. Differential changes
in filter tuning following the switch from simultaneous to
forward masking would suggest that, under certain condi-
tions, auditory suppression may not function as effectively in
older listeners.

I. METHODS

A. Subjects

Seven young~ages 18–20! and seven elderly~ages 66–
75! adults served as experimental subjects. Because hearing
impairment has been reported to reduce~Moore and Glas-
berg, 1986! or eliminate~Wightmanet al., 1977; Dreschler
and Festen, 1986! auditory suppression, only listeners with
normal hearing at the signal frequency~2 kHz! were tested.
Pure-tone air-conduction thresholds were obtained from the
preferred ear of young adults and the better hearing ear~self-
reported! of older listeners. All subjects in the present study
had thresholds less than 15 dB HL~ANSI, 1989! at 2 kHz.
Furthermore, to avoid testing subjects with rapid sensitivity
changes in frequency regions adjacent to the signal and to

make hearing levels as similar as possible in the two age
groups, subjects were also required to have thresholds less
than 15 dB HL for octave frequencies from 250 to 4000 Hz
and no greater than 25 dB HL at 8 kHz. A total of 9 younger
adults and 37 older listeners were tested to obtain the 7 par-
ticipants used for each group. Table I lists audiometric and
demographic data for all participants. Thresholds for the two
groups were quite similar except for a somewhat greater
hearing loss at 4 and 8 kHz for the older subjects. All listen-
ers had normal middle ear function~normal tympanograms
and presence of acoustic reflex for contralateral stimulation
with a 1000-Hz pure tone at 100 dB HL!. Both older and
younger participants had previous experience in psychoa-
coustic testing and were paid an hourly rate.

B. Stimuli and equipment

Auditory-filter shapes were measured using the notched-
noise procedure developed by Patterson~Patterson, 1976!
and later modified by Glasberg and Moore~Glasberg and
Moore, 1990!. Two separate noise bands, each 800-Hz wide,
were positioned either symmetrically or asymmetrically
around a 2-kHz pure-tone signal (f s). Thresholds for detect-
ing the signal were measured as a function of the spectral
separation, or notch, between the two bands. Masker dura-
tion for both simultaneous and forward masking was 400 ms.
The masker was gated on and off with 10-ms cosine squared
ramps. Signal duration was 20 ms and was gated on either in
the temporal center of the masker~simultaneous masking! or
immediately after masker offset~forward masking!.

Both masker and signal were generated using a digital-
signal processing board~TDT AP2! and a 20-kHz sampling
rate. The signal and masker were presented to independent
D/A converters~TDT DA1!, low-pass filtered at 8.5 kHz
~TDT FLT3!, and attenuated by two separate programmable

TABLE I. Age and air-conduction thresholds for all participants. Standard deviations are shown in parentheses
for the group means.

Group Age

Threshold~dB HL!

250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Young
1 20 5 5 4 8 8 10
2 18 0 0 6 3 0 7
3 18 0 5 5 11 13 9
4 19 0 3 0 4 7 4
5 21 0 0 0 0 2 2
6 18 7 5 9 6 4 12
7 20 0 7 4 5 2 8

Mean ~s.d.! 19.1 ~1.2! 1.7 ~2.9! 3.5 ~2.6! 4.8 ~3.9! 5.2 ~3.5! 5.1 ~4.4! 6.5 ~3.4!

Old
8 75 2 5 0 0 7 15
9 69 0 0 0 4 6 21
10 68 0 5 0 0 9 18
11 73 5 5 7 10 13 26
12 66 5 7 4 8 11 14
13 71 0 0 10 10 10 17
14 67 0 0 0 0 8 14

Mean ~s.d.! 69.8 ~3.2! 1.7 ~2.3! 3.1 ~3.0! 3 ~4.1! 4.5 ~4.7! 9.1 ~2.4! 17.8 ~4.3!
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attenuators~TDT PA3!. Following attenuation, the signal
and masker were mixed~TDT ADD1! and presented to a
headphone driver~TDT HB3! connected to Sennheiser
HD250 headphones. A new waveform sample was generated
for both signal and masker on each observation interval.

The spectrum level of the noise was set to 50 dB~re: 20
mPa!. In the symmetric conditions, the noise bands were po-
sitioned above and belowf s such that, expressed relative to
the signal frequency, the deviation of the nearer edge of each
band (D f ) from f s ~i.e.,D f / f s! was 0.0~no notch!, 0.05, 0.1,
0.2, 0.3, 0.4, 0.5, and 0.6. In one set of asymmetric condi-
tions, the nearer edge of the noise band belowf s was closer
to the signal withD f / f s for this band set at 0.05, 0.1, 0.2,
0.3, or 0.4. The nearer edge of the masker above the signal
was 0.2 farther away~i.e., D f / f s for the lower and upper
bands, respectively were 0.05, 0.25; 0.1, 0.3; 0.2, 0.4; 0.3,
0.5; and 0.4, 0.6!. The remaining set of asymmetric condi-
tions were mirror images of the first with the nearer edge of
the upper band closer tof s and the nearer edge of the lower
band 0.2 farther away. Presentation levels were measured at
the output of the transducer in a NBS-9A 6-cc coupler with a
Bruel & Kjaer sound level meter~model 2204! set on the
linear weighting scale.

C. Procedure

Subjects were tested individually while seated in a
double-walled sound attenuating booth~IAC!. Masked
thresholds were determined using an adaptive two-interval
forced-choice~2IFC! procedure. Each interval was marked
on a CRT screen coincident with stimulus presentation.
There was a 500-ms silent period between the two intervals.
The interval containing the signal was selected randomly on
each trial. Participants received feedback about whether their
response was correct or incorrect following each trial. For-
ward and simultaneous masking was blocked with approxi-
mately half the subjects in each group completing all of the
simultaneous conditions first and half completing the for-
ward masking first. The order of masker conditions~notch
widths! within each type of masker was randomly deter-
mined. For each notch width, the signal was initially set at
least 10 dB above the subject’s estimated threshold. The sig-
nal was decreased 10 dB following two consecutive correct
detections and increased 10 dB after the first miss. The step
size was reduced from 10 to 2 dB after the first incorrect
response.

A change from either a correct detection to a miss or
vice versa defined a reversal. Threshold was determined as
the mean signal level for the final 12 of 16 reversals. In the
rare instances~less than 2% of all runs! where the standard
deviation of the reversals for a given threshold determination
exceeded 5 dB, the threshold was discarded. At least two
thresholds were obtained for each notch width. If the two
threshold estimates differed by more than 3 dB, additional
thresholds were obtained until the standard deviation of all
thresholds for that condition was less than 2 dB. This same
procedure, without the notched noise, was used to determine
the pure-tone air-conduction thresholds displayed in Table I.

D. Growth of masking functions „GOM… for forward
and simultaneous masking

In the present study, auditory-filter shapes were deter-
mined using a fixed-level notched-noise masker and
variable-level pure-tone signal. Several studies~Moore and
Glasberg, 1981; Moore, 1985; also see Moore and
O’Loughlin, 1986! have provided evidence to suggest that in
order to compare auditory-filter shapes in simultaneous and
forward masking using this paradigm it is necessary to trans-
form forward masked thresholds to compensate for the decay
of forward masking. Others~Lutfi, 1984, 1988; Jesteadt and
Norton, 1985!, however, have argued against the necessity of
transforming thresholds~see general discussion for addi-
tional consideration of this issue and its implications for the
current investigation!. An additional concern for the current
investigation were findings from Mooreet al. ~1987! indicat-
ing that growth of masking functions for simultaneous mask-
ing could vary significantly from unity for some subjects.

Thus to compensate for the decay of forward masking
and to minimize the effects of individual differences in GOM
for simultaneous masking, all thresholds in the present study
~both simultaneous and forward! were transformed using a
procedure developed by Moore and Glasberg~1981!. In this
procedure, thresholds obtained for the notched-noise masker
are expressed as the level of a flat-spectrum masker that
would give the same thresholds. This transformation requires
a calibration experiment in which thresholds for a flat-
spectrum masker are measured as a function of masker level
~i.e., growth of masking functions!.

The procedures for measuring GOM were identical to
those used to obtain thresholds at individual notch widths in
the auditory-filter experiment except that:~1! the masker for
determining GOM functions was continuous~no notch! with
a bandwidth of 1600 Hz~1200–2800 Hz!; and~2! thresholds
were obtained in both simultaneous and forward masking for
masker spectrum levels of 5, 15, 25, 35, 45, and 55 dB SL.
The growth of masking functions were used to transform
thresholds obtained at all notch widths in both the simulta-
neous and forward masking conditions to the level of a flat-
spectrum noise that would give the equivalent threshold
value. Filter-shape parameters were derived using the trans-
formed thresholds.

E. Derivation of auditory-filter shapes

Auditory-filter shapes were determined using models de-
veloped by Patterson~1976! and Glasberg and Moore
~1990!. According to these models, filter shapes are deter-
mined by fitting smooth line functions to the threshold data
and taking the derivative of this function. The response of
the filter at a given frequency is therefore proportional to the
slope of the threshold function at that frequency. Auditory
filters derived using this procedure generally take the form of
two exponential functions placed side by side with a rounded
top. Pattersonet al. ~1982! termed this the rounded exponen-
tial ~roex! filter and showed that it can be well fit using two
parameters:p which defines the filter’s passband andr
which limits its dynamic range. The shape of the filter,
W(g), is given by
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W~g!5~12r !~11pg!exp~2pg!1r , ~1!

whereW is the intensity weighting function of the filter and
g is the normalized distance from the filter’s center fre-
quency. The parameterp defines the slope of the filter’s
skirts and in the present study, was allowed to differ for the
upper and lower halves of the filter~the slope of the lower
skirt is given byPl and the slope of the upper skirt is given
by Pu!. The value ofr places a limit on the dynamic range of
the filter and was assumed to be equal for the upper and
lower halves.

Filter parameters were derived by:~1! assuming starting
values forPu and Pl ; ~2! calculating threshold curves for
these values from Eq.~1! ~for both symmetric and asymmet-
ric conditions!; ~3! determining the mean-squared deviation
between predicted and obtained thresholds; and~4! altering
filter parameters so as to minimize the mean-squared devia-
tion between transformed and predicted threshold curves. It
was assumed that the center frequency of the filter used to
detect the 2-kHz signal was the one yielding the highest
signal-to-noise ratio. The fitting procedure allowed for shifts
in the center frequency equivalent to 0.15f s and altered the
bandwidth of the filters as described by Glasberg and Moore
~1990! to account for changes in filter shape as a function of
center frequency. The maximum allowed value for eitherPl

or Pu was 50.

II. RESULTS AND DISCUSSION

A. Growth of masking functions

Figure 1 displays average growth of masking functions
for simultaneous and forward masking in the two age groups.
All functions were well fit by the regression lines shown in
the figure. The mean slope of the regression line for simul-
taneous GOM in young adults was 1.01~range 0.94–1.07!.
The corresponding values for older listeners was a mean
slope of 0.97 with a range of 0.91 to 1.13. Thus both subject
groups had comparable simultaneous GOM functions that
were quite close to unity. The GOM functions for forward
masking, displayed on the right side of Fig. 1, indicated that,
although younger listeners exhibited slightly lower thresh-
olds than older adults, the slopes of the masking function
regression lines were very similar. The average slope for
young adults was 0.61~range 0.53–0.72!. The mean slope
for older participants was 0.57~range 0.44–0.66!. These

findings are consistent with Cheesmanet al. ~1995! who
demonstrated that, at least for simultaneous masking, GOM
functions do not differ with age.

B. Thresholds as a function of notch width

Figure 2 displays untransformed thresholds for the 2-
kHz signal as a function of notch width. Transformed thresh-
olds, expressed as the level of a continuous noiseband~i.e.,
no notch! that would produce the same thresholds shown in
Fig. 2, are displayed in Fig. 3. As noted, Moore and Glasberg
~1981! developed the procedure for transforming thresholds
from notched-noise masking studies that employ fixed-level
maskers to compensate for the decay of forward masking and
allow direct comparisons of auditory-filter shapes measured
with simultaneous and nonsimultaneous paradigms. Several
studies~Lutfi, 1984, 1988! have questioned the appropriate-
ness of this transformation while other investigations~Moore
and O’Loughlin, 1986! have presented both theoretical and
empirical support for this method of compensating for the

FIG. 1. Growth of masking functions for simultaneous~left! and forward
~right! maskers. Solid lines show best-fitting linear regression function.

FIG. 2. Thresholds as a function of notch width for younger~panels A and
B! and older~panels C and D! listeners. The left panels~A and C! show data
for simultaneous maskers. The right panels~B and D! show thresholds for
forward maskers. Upright triangles~m! indicate conditions in which the
notch was positioned symmetrically about the signal. Right pointing~c! and
left pointing ~b! triangles indicate asymmetric conditions with the low and
high bands, respectively positioned closer to the signal.

FIG. 3. Same as Fig. 2 except that thresholds have been transformed to the
level of a continuous masker~1600-Hz bandwidth; centered at 2 kHz! that
would give the same thresholds. The transformed thresholds were derived
using the growth of masking functions displayed in Fig. 1.
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decay of forward masking. With respect to the current inves-
tigation, both transformed and untransformed thresholds are
presented and implications for conclusions regarding the role
of suppression in accounting for differences between fre-
quency selectivity measured in simultaneous and forward
masking are considered in the general discussion.

For both simultaneous and forward masking, thresholds
were highest with the symmetric notch conditions. Results
from the two asymmetric conditions indicated significant
asymmetry in the filters for both types of maskers. Thresh-
olds for conditions with the lower noise band closer to the
signal were consistently higher than those with the high-
frequency noise band closer. These findings are consistent
with previous measures of auditory filters~Moore et al.,
1987, 1990; Sommers and Humes, 1993! indicating some-
what sharper tuning for the high-frequency side.

Differences between simultaneous and forward masking
for the transformed data~Fig. 3! were relatively small. How-
ever, except for one condition~young listeners in the asym-
metric condition with the lower noise band closer!, the range
of transformed thresholds for forward masking was always
greater than for the corresponding simultaneous condition~in
the one exception, thresholds spanned almost identical
ranges!. The differences between simultaneous and forward
masking obtained in the present study are similar to findings
reported by other investigators~Mooreet al., 1987! and sup-
port the hypothesis that when threshold data are transformed
according the procedures developed by Moore and Glasberg
~1981!, small, but consistent differences can be observed in
auditory-filter shapes measured with simultaneous and non-
simultaneous procedures. Finally, although masked thresh-
olds for the widest notch widths in the forward masking
conditions~both symmetric and asymmetric! approached ab-
solute threshold for the 2-kHz signal, thresholds with the

masking noise were always greater than absolute sensitivity
for the signal.

C. Auditory-filter parameters

Table II lists auditory-filter parameters derived by fitting
smooth line functions to the transformed threshold data dis-
played in Fig. 3. Overall, the roex (p,r ) model provided a
good fit to the transformed threshold values. Average rms
deviation of obtained and predicted thresholds for young
adults was 1.08 and 1.36 dB for simultaneous and forward
masking, respectively. The corresponding rms deviations for
older listeners were 1.39 and 1.57 dB.

The average ERB values for simultaneous masking in
young and old adults~0.336 and 0.339 kHz! are somewhat
higher than has recently been reported by Wright~1996! for
a sample size of 80 normal-hearing ears. However, Wright
used a masker spectrum level of 40 dB SL, compared with
the 50 dB SL level used in the present study. Several inves-
tigations have reported that frequency selectivity in simulta-
neous masking decreases with increasing noise levels
~Moore and Glasberg, 1987; Patterson and Moore, 1986!.
Therefore, the larger ERB values in the current experiment
are likely due, at least in part, to the use of a higher level
masker. Consistent with this proposal, the ERB values
shown in Table II are similar to those reported by Sommers
and Humes~1993! using a 50-dB spectrum level masker
~Sommers and Humes obtained average ERBs of 0.307 and
0.316 kHz for young and old adults, respectively!.

The top panel of Fig. 4 compares average ERB values
for simultaneous and forward masking as a function of age.
A Kruskal–Wallis analysis of variance~ANOVA !3 con-
ducted on the ERB data indicated that young adults exhibited
significantly greater differences (p,0.01) between simulta-

TABLE II. Auditory-filter shape parameters for young~upper panels! and elderly~lower panels! listeners. Column headings for both simultaneous and
forward masking are:Pl—slope of low-frequency side;Pu—slope of high-frequency side; ERB—equivalent rectangular bandwidth~kHz!; k—efficiency
measure;r—dynamic range. Standard deviations of the means are shown in parentheses.

Subject

Simultaneous masking Forward masking

Pl Pu ERB k r ~dB! Pl Pu ERB k r ~dB!

Young
1 19.2 28.4 0.35 6.1 280.9 19.4 47.8 0.29 225.9 245.5
2 18.9 23.2 0.384 3.4 250.3 22.4 34.3 0.296 232.9 246.2
3 23.9 37.2 0.276 11.5 299 31.3 50 0.208 219.1 265.4
4 20.9 28.7 0.33 9.9 250 26.8 36.8 0.258 212.2 253.6
5 19.2 25.9 0.364 4.5 289.4 22 41.3 0.278 219.8 257
6 20.6 26.6 0.35 15.4 258.3 24.9 48.9 0.24 228.5 245.85
7 22.4 32.9 0.303 10.7 274.5 29.0 43.4 0.233 215.65 259.5

Mean 20.7~1.8! 28.9 ~4.6! 0.336~0.036! 8.7 ~4.2! 271.7 ~19.4! 25.1 ~4.2! 43.2 ~6.1! 0.258~0.034! 222.0 ~7.3! 253.2 ~7.8!

Old
8 25.8 43 0.248 18.2 287.5 27.5 49.9 0.215 221.5 253.4
9 24.7 33.4 0.282 15.4 244.7 23.6 43.8 0.252 223.5 257.3
10 14.1 28.6 0.424 7.7 262.1 20.9 29.1 0.338 227.5 239.8
11 17.6 31.9 0.352 7.4 2103 21 33.1 0.312 229 239.7
12 17 25.9 0.404 15.4 244.7 17.1 28.8 0.4 223.5 257.3
13 17.5 31 0.372 12.95 274.8 19.7 28.3 0.356 224.5 246.6
14 20.6 32.2 0.317 14.4 259.7 22.6 34.0 0.296 224.0 251.95

Mean 19.6~4.2! 32.2 ~5.3! 0.339~0.064! 13.0~4! 268.0 ~21.7! 21.7 ~3.3! 35.2 ~8.6! 0.309~0.062! 224.7 ~2.5! 249.4 ~7.5!
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neous and forward masking than older listeners. It should be
noted, however, that ERB values for both age groups were
significantly smaller~p,0.001 for young;p,0.05 for old!
in the forward, compared with the simultaneous masking
condition. This finding suggests that suppression can operate
in both older and younger adults to sharpen frequency selec-
tivity but that this improvement may diminish with age.

The middle and bottom panels of Fig. 4 show values for
Pl andPu in simultaneous and forward masking for the two
age groups. Young listeners exhibited significantly steeper
low-frequency (p,0.01) and high-frequency (p,0.001)
slopes in nonsimultaneous, compared with simultaneous
masking. In contrast, older adults failed to show significant
effects of masker type for eitherPl or Pu . The largest effect

of changing from simultaneous to forward masking was to
significantly increase the slope of the high-frequency skirt
for younger listeners.

D. Correlations among measures

To examine whether differences between the slopes of
auditory filters were related to the absolute values of either
Pl or Pu , Pearson product-moment correlations were com-
puted between differences in the values of bothPl and Pu

from simultaneous to forward masking~i.e., Pl (for)2Pl (sim)

andPu(for)2Pu(sim)! and the absolute values ofPl andPu for
the two types of maskers. Only two significant correlations
were observed in this analysis. The difference inPl between
forward and simultaneous masking was significantly corre-
lated ~r 50.59, p,0.05! with the value ofPl in forward
masking and the difference betweenPu in simultaneous and
forward masking was significantly correlated~r 50.81; p
,0.001! with Pu for forward masking. Thus there was some
indication that greater frequency selectivity in forward mask-
ing was associated with increased differences between
auditory-filter slopes in simultaneous and forward masking.
This correlation would be expected if both the absolute value
for filter slopes in forward masking and differences in slopes
between forward and simultaneous masking were due to the
operation of a common mechanism such as auditory suppres-
sion.

III. GENERAL DISCUSSION

The results of the present study replicate and extend
findings from previous investigations of the effects of age on
auditory-filter shapes in several ways. First, the similar ERB
values obtained for younger and older adults with simulta-
neous masking are in good agreement with other reports~Pe-
ters and Moore, 1992; Sommers and Humes, 1993! that age
per se~i.e., independent of hearing loss! does not impair
frequency resolution as assessed with a simultaneous
notched-noise masking paradigm. Second, the current find-
ings suggest that when transformed threshold values are used
to derive auditory-filter shapes, young adults exhibit greater
increases in frequency selectivity than older listeners as a
consequence of changing from simultaneous to forward
masking. To the extent that differences between filter shapes
measured with simultaneous and forward masking reflect the
operation of suppression, the present results are consistent
with the hypothesis of age-related reductions in the operation
of auditory suppression.

It is important to note, however, that the role of suppres-
sion in explaining differences between auditory filter func-
tions measured with simultaneous and forward masking re-

FIG. 4. Values for ERB~top!, Pl ~middle!, andPu ~bottom! with simulta-
neous and forward maskers in younger and older adults. Error bars show
standard deviations of the mean.
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mains controversial~Lutfi, 1984, 1985, 1988; Moore and
O’Loughlin, 1986!. Because the present study was not de-
signed to address this issue, it is considered in the current
context only to the extent that it may limit the generalizabil-
ity and interpretation of the obtained data~for additional dis-
cussion see Lutfi, 1984, 1985, 1988; Moore and O’Loughlin,
1986!. Lutfi ~1984! proposed a model that could account for
differences in frequency selectivity between simultaneous
and forward masking without assuming the existence of ad-
ditional tuning mechanisms such as suppression. Support for
the model was provided in a series of experiments~Lutfi,
1988! that examined the interaction of signal frequency,
masker level, and signal delay on measures of frequency
selectivity. Lutfi ~1988! also demonstrated that if untrans-
formed rather than transformed thresholds were used to de-
rive filter functions, differences between simultaneous and
forward masking were quite small. Consistent with this pro-
posal, examination of the untransformed thresholds in Fig. 2
indicates that, if anything, filter functions derived with si-
multaneous masking are actually sharper than those obtained
with forward masking.

Moore ~1985; Moore and O’Loughlin, 1986! has coun-
tered such arguments by demonstrating that the nonlinearity
associated with the decay of forward masking follows, rather
than precedes, the auditory filter. This finding has been in-
terpreted~Moore, 1985; Moore and O’Loughlin, 1986! as
supporting the validity of transforming thresholds to com-
pensate for the decay of forward masking. In addition,
Moore ~1985; Moore and O’Loughlin, 1986! has provided
evidence to suggest that Lutfi’s~1984, 1988! model is incon-
sistent with evidence from measures of psychophysical tun-
ing curves. Although the current authors believe that the
available empirical and theoretical evidence favors the use of
transformed thresholds in comparing auditory filters derived
with simultaneous and nonsimultaneous procedures, it is im-
portant to note that alternative interpretations of the present
data are possible. Definitive resolution of this issue will need
to await the results of future investigations that can un-
equivocally support one of the positions.

One finding that supports the role of suppression as a
factor mediating the increase in frequency selectivity for
nonsimultaneous masking is the differential effects observed
for Pl andPu . Young adults exhibited increases of 21% and
49% for the low- and high-frequency slopes, respectively, as
a result of changing from simultaneous to forward masking.
Moore et al. ~1987! reported similar findings~changes of
17% and 40% forPl and Pu! in listeners 21–35 years old.
This differential effect on the high-frequency slope is consis-
tent with the operation of auditory suppression because sup-
pression is generally strongest from high to low frequencies
~Houtgast, 1972; Moore and O’Loughlin, 1986!. Further-
more, if suppression has greater influence onPu than Pl ,
then age-related impairments in auditory suppression should
be most apparent for the high-frequency slope of the filter.
Consistent with this prediction, the largest age differences in
the present study were observed forPu .

One important feature of the data displayed in Table II is
the extensive individual variability evident in slope and ERB
values. Differences in ERBs between the two masking con-

ditions ranged from 60 to 110 Hz in young adults and from 4
to 86 Hz in older listeners. Thus even for the highly re-
stricted age range present in the group of young subjects,
there was significant variability in the effects of changing
from simultaneous to forward masking. Furthermore, one
older subject~subject 10! exhibited an 86-Hz decrease in
ERB for the nonsimultaneous condition. This value is well
within the range observed for young adults and suggests that
declines in the operation of auditory suppression may be a
consequence of age-related reductions in neural and me-
chanical processes that also exhibit considerable age vari-
ability.

Age-related reductions in auditory suppression could
have a number of important clinical implications for assess-
ing and treating speech perception difficulties in older adults.
For example, Moore and Glasberg~1983! demonstrated that
vowel masking patterns measured with forward masking pro-
duced significantly better spectral contrast and formant rep-
resentations than those obtained with simultaneous masking.
Moreover, the spectral contrast observed with forward mask-
ing often exceeded that found in the physical spectrum.
These findings were interpreted as suggesting that suppres-
sion can function to enhance contrast of complex sounds
such as speech. Age-related declines in suppression could
impair the auditory system’s ability to improve spectral con-
trast for vowel formants and other phonetically important
features of speech signals. Such impoverished excitation pat-
terns may account, at least in part, for the finding that speech
recognition in older listeners is particularly disadvantaged in
noisy environments~CHABA, 1988!. Moreover, hearing aids
that focus primarily on increasing amplification may prove to
be of limited use for patients with impaired auditory suppres-
sion.

IV. CONCLUSIONS

~i! Auditory-filter shapes derived with simultaneous
masking were similar for younger and older adults
with normal or near-normal hearing.

~ii ! When filter parameters are derived from transformed
threshold functions, frequency resolution assessed
with nonsimultaneous masking procedures indicates
considerably sharper tuning for younger than for older
listeners. The increased frequency selectivity for
young adults with forward masking was reflected pri-
marily in a steeper slope for the high-frequency side
of the filter.

~iii ! Differences betweenPl and Pu in simultaneous and
forward masking were significantly correlated with
absolute values for these two parameters in forward
masking.

~iv! To the extent that differences between simultaneous
and forward masking paradigms can be attributed to
the operation of auditory suppression, the present
findings are consistent with age-related reductions in
suppression within the auditory system.
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Relative intensity comparisons between a tone and spectrally
remote noise: Effects of onset asynchrony
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The present experiment investigated the effect of onset asynchrony on listeners’ ability to make
relative intensity comparisons between a 1-kHz tone and a band of noise high-pass filtered at 3 kHz.
In the synchronous condition, the tone and noise were gated on and off simultaneously. In the two
asynchronous conditions, either the tone was gated on before the noise or vice versa, both stimuli
terminating simultaneously. In the sequential condition, the offset of the tone coincided with the
onset of the noise. The task of the six listeners was to indicate in which of the two presentation
intervals the level of the tone was incremented relative to that of the noise. To deter the use of
strategies based on successive, within-channel level comparisons, the overall level of the stimuli
was randomized on each presentation. For all listeners thresholds were lowest in the synchronous
condition, and highest in the sequential condition, the difference ranging from approximately 7 to 18
dB ~signal re: pedestal amplitude!. Furthermore, five of the six listeners had significantly lower
thresholds in the noise-leading condition than in the tone-leading condition, the average difference
across listeners being approximately 5 dB. The results are discussed in terms of auditory grouping
and the possible strategies available to the listeners. ©1998 Acoustical Society of America.
@S0001-4966~98!00202-1#

PACS numbers: 43.66.Fe, 43.66.Ba@WJ#

INTRODUCTION

The sensitivity of listeners to changes in the spectral
profile of broadband stimuli has been the subject of consid-
erable research in recent years~for reviews, see Green, 1988;
Hall et al., 1995!. In a typical profile analysis experiment, a
multi-tone complex is presented in each of two observation
intervals, with listeners required to indicate the interval in
which the relative level of one component~the pedestal! was
increased. To ensure that detection cannot be based on a
comparison of the pedestal level in the two observation in-
tervals, the overall level of the stimuli is randomized be-
tween presentations. The results from such studies indicate
that under conditions of minimal uncertainty, thresholds for
detecting across-frequency differences in intensity are simi-
lar to those obtained in traditional pure-tone intensity dis-
crimination tasks with no randomization of level.

While the majority of profile analysis studies have em-
ployed stimuli comprising sinusoidal components, the results
of several studies suggest that listeners can also perform rela-
tive intensity discriminations using noise stimuli~Kidd et al.,
1989; Versfeld, 1992; Fantini and Moore, 1994!. In one of
the conditions from their study, Kiddet al. ~1989! measured
thresholds for detecting a relative increment in the level of a
sinusoidal pedestal presented in the spectral notch of a band-
stop noise. Despite the fact that the spectral notch was wider
than the critical band centered on the pedestal, thresholds
were approximately 17 dB~signal re: pedestal amplitude!
below the threshold that would have been obtained were lis-
teners basing their decision on a successive comparison of
pedestal level. One interpretation of this result is that dis-

crimination was based on a perceptual attribute derived from
an across-frequency integration of information. However, the
idea that information is combined over stimuli as perceptu-
ally distinct as a tone and a band of noise contrasts with the
finding from other profile analysis studies that stimulus ma-
nipulations which promote perceptual segregation tend to
impair across-frequency comparisons. Such manipulations
include presenting the pedestal and flanking components to
opposite ears~Green and Kidd, 1983; Bernstein and Green,
1987!, applying different patterns of amplitude modulation
to the pedestal and flanking components~Green and Nguyen,
1988; Dai and Green, 1991!, and gating the pedestal and
flanking components on or off at different times~Green and
Dai, 1992; Hill and Bailey, 1997!.

An alternative account of Kiddet al.’s data is that lis-
teners were simply performing an explicit comparison of the
levels of the tone and noise in the two observation intervals.
Of relevance to this issue is an experiment by Dai and Green
~1992! which contrasted listeners’ thresholds for discriminat-
ing a change in the relative level of a pair of pure tones that
were presented simultaneously, with those for the same tones
presented sequentially. In the sequential condition listeners
had no option but to make an explicit comparison of the
levels of the two tones whereas in the simultaneous condition
timbre and pitch cues were also potentially available. When
the two tones were separated in frequency by more than a
critical band, thresholds in the simultaneous condition were
approximately 8 dB lower than those obtained in the sequen-
tial condition. This result suggests that for stimuli occupying
different spectral regions, relative intensity comparisons
based on timbral or pitch cues are superior to explicit com-
parisons. Thus, if performance in the Kiddet al. study was
based on an across-frequency integration of information,a!Corresponding author, Electronic mail: nih1@york.ac.uk
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then one would predict that presenting the tone and noise
sequentially would lead to a substantial elevation of thresh-
old.

It is also possible that discrimination of the relative level
of the tone and noise in the study of Kiddet al. ~1989! was
mediated by information in a single frequency channel close
to one of the edges of the spectral notch. This follows since
the level of the tone relative to the noise was sufficiently
great, and the width of the notch sufficiently narrow to en-
sure that frequency channels close to the edges of the notch
received significant excitation from both stimuli. For ex-
ample, the effective attenuation of the tone at the 3 dB down
point of the high-frequency edge of the notch would have
been approximately 33 dB~Moore and Glasberg, 1983!, im-
plying that the effective level of the tone matched the spec-
trum level of the noise at that point.

The objective of the present experiment was to deter-
mine whether listeners’ ability to compare the relative levels
of a tone and noise depends upon their temporal relationship.
Four conditions were examined: a baseline condition in
which the tone and noise were gated on and off simulta-
neously, a sequential condition in which the offset of the
tone coincided with the onset of the noise, and two asynchro-
nous conditions in which either the tone began 200 ms be-
fore the noise, or vice versa. The sequential condition pro-
vides an estimate of sensitivity in a situation in which
listeners are forced to make explicit judgments of the loud-
ness of both the tone and noise. To eliminate the possibility
of listeners monitoring a frequency channel which received
stimulation from both the tone and noise, the present experi-
ment used a single, high-frequency band of noise with a
cut-off frequency substantially above that of the pedestal.
Furthermore, the level of the pedestal was only 15 dB above
that of the noise in the present experiment compared with 30
dB in that of Kidd et al. If, when comparing the relative
levels of a tone and noise, listeners base their decision pri-
marily on some perceptual attribute derived from a simulta-
neous integration of information across frequency, then pre-
senting the stimuli sequentially, or with different onsets
would be expected to lead to an increase in threshold. How-
ever, if listeners base their decision on an explicit compari-
son of the levels of the tone and noise, then one would pre-
dict little difference in threshold between the four conditions.

I. EXPERIMENT

A. Listeners

The six listeners were aged between 20 and 34. All par-
ticipants were experienced profile listeners and had normal
pure-tone thresholds over the range of frequencies used in
this experiment. Listener NH was the first author. The re-
maining listeners were students at the university and re-
ceived payment.

B. Stimuli and equipment

The stimulus in each of the four conditions comprised a
1-kHz tone and a wideband Gaussian noise having a lower
cut-off frequency of 3 kHz. The upper cut-off frequency of
the noise was 8 kHz as determined by an external low-pass

filter used for anti-aliasing. In the synchronous onset condi-
tion, both the tone and noise were gated on and off at the
same time and had a duration of 200 ms. In the two asyn-
chronous conditions the leading stimulus had a duration of
400 ms and the lagging stimulus a duration of 200 ms, both
stimuli being gated off synchronously. The magnitude of the
onset asynchrony was therefore 200 ms. In the sequential
condition, the tone and noise both had a duration of 200 ms,
with the onset of the noise immediately following the offset
of the tone. All durations included 10-ms cos2 onset and
offset ramps. A schematic illustration of the stimuli in the
four conditions is given in Fig. 1. The overall level of the
stimuli was selected randomly on each presentation from a
uniform distribution spanning a 30 dB range. At the mid-
point of this range the level of the 1-kHz tone~in the non-
signal interval! was 55 dB SPL and the spectrum level of the
noise was 40 dB SPL/Hz. The attenuation of the noise rela-
tive to the level in the pass band exceeded 60 dB for frequen-
cies below 2 kHz. The starting phase of the tone was ran-
domized on each presentation. In all four conditions, the
signal was an increment in the level of the 1000-Hz compo-
nent.

Stimuli were synthesized in real time at a sampling rate
of 20 kHz using custom software running on an IBM-
compatible PC. The resulting waveforms were converted to
voltages using 16-bit DACs~TDT model DD1! and were

FIG. 1. Schematic illustration of the stimuli used in the four conditions of
this experiment. The bold lines indicate relative increments in intensity.
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low-pass filtered at 8 kHz~TDT model FT2!. The overall
level of the stimuli was controlled using a pair of attenuators
~TDT model PA4! having a resolution of 0.1 dB. Stimuli
were presented diotically over Sennheiser HD414 head-
phones. Listeners were run individually in a sound-
attenuating enclosure.

C. Procedure

Thresholds were determined using a two-alternative,
forced-choice, adaptive procedure employing a three-down,
one-up rule which targeted the level increment correspond-
ing to 79% correct responses~Levitt, 1971!. Each 80-trial
run began with the size of the increment, defined as 10
3log (11DI /I ), set to 10 dB. During a run the magnitude of
the increment was varied logarithmically using an initial ra-
tio of 0.7225. This ratio was increased to 0.85 following the
first error so as to increase the resolution of the adaptive
procedure near threshold. For example, if the first three re-
sponses in a run were correct, the level increment would be
reduced to 7.225 dB~0.7225310.0 dB!. An error on the
following trial would result in the increment being set to 8.50
dB ~7.225 dB/ 0.85!. The data corresponding to the first three
or four reversals in each run were ignored, estimated thresh-
old being based on the average intensity increment over the
remaining even number of reversals. A typical threshold es-
timate was based on 8–16 reversals. In each session listeners
completed 8 runs of the adaptive procedure which took ap-
proximately 50 minutes.

The beginning of each trial was signaled by the presen-
tation of a visual alerting signal in the center of a computer
screen for 200 ms. In the synchronous condition, the first
observation interval followed 500 ms after the offset of the
alerting signal, and the inter-stimulus interval was also 500
ms. In the asynchronous and sequential conditions, these in-
tervals were reduced to 300 ms so that the overall duration of
a trial was fixed across all four conditions. Listeners were
given an unlimited time in which to respond, immediately
after which they were presented with visual feedback for 400
ms. The next trial began 1 s after the termination of feed-
back.

So far as was possible listeners participated on a daily
basis over a period of approximately two months. On any
given session the same condition was presented on each of
the 8 runs in order to minimize effects of uncertainty. All
listeners were run first on the synchronous condition, then on
the tone-leading condition, then on the noise-leading condi-
tion, and finally on the sequential condition. In each condi-
tion listeners were run until performance was stable which
took between 6 and 11 sessions. The reported thresholds
were based on the average of the final two sessions of data
collection ~16 runs!, excluding runs in which the threshold
was greater than two standard deviations from the mean. At
most one run was excluded on the basis of this criterion for
any one listener and condition. To facilitate comparison be-
tween the present data and those reported in the majority of
previous profile analysis studies, the threshold level incre-
ment for each run was converted to the corresponding signal-
to-pedestal ratio in decibels@defined as 20 log (DA/A)#
before averaging.

D. Results

Table I shows the threshold signal-to-pedestal ratio in
decibels and associated standard error for each listener and
condition. The bottom row shows the mean threshold and
standard error for each condition averaged across listeners.
For all listeners discrimination thresholds were lowest in the
synchronous condition and highest in the sequential condi-
tion. The magnitude of the difference ranged from 7.19 dB
for listener HB to 18.45 dB for listener MF. Furthermore, all
listeners had lower thresholds in the noise-leading condition
than in the tone-leading, although for listener KM this dif-
ference was probably not reliable.

For a 3-down, 1-up adaptive procedure and a level varia-
tion of 30 dB, the expected threshold of a listener basing
his/her decision purely on sequential comparisons of tone
level is 7.75 dB~Green, 1988!. In the synchronous condition
therefore, all listeners are clearly able to exploit the presence
of the noise referent with average thresholds being approxi-
mately 17 dB lower than would be achievable in its absence.
This level of performance corresponds closely with the av-
erage threshold reported by Kiddet al. ~1989! for their con-
dition in which a tone was presented in the spectral notch of
a wideband noise.

Average thresholds in the noise-leading condition were
approximately 4 dB higher than those in the synchronous
condition and there was relatively little variation in the mag-
nitude of this difference across listeners. In the tone-leading
condition four listeners had thresholds that were approxi-
mately 6–7 dB higher than in the synchronous condition.
The remaining two listeners had thresholds that were el-
evated by more than 14 dB with MF apparently making little
use of the noise. The average difference in threshold between
the tone-leading and sequential conditions was less than 2
dB.

E. Discussion

The data indicate that listeners can perform relatively
efficient intensity comparisons between a tone and spectrally
remote noise when the two stimuli are gated synchronously.
This result replicates the finding of Kiddet al. ~1989! for a
tone presented in the spectral notch of a wide-band noise.
The fact that thresholds for all listeners were lower in the
synchronous condition than in the other three conditions sug-

TABLE I. Threshold signal level defined as 20 log (DA/A! and associated
standard error of the mean for each listener and condition. The bottom row
shows the mean threshold and associated standard error for each condition
averaged across listeners.

Threshold~dB!

Listener Synchronous Noise leading Tone leading Sequential

NH 211.89 ~0.59! 29.83 ~0.49! 25.96 ~0.62! 22.24 ~0.38!
AK 29.71 ~0.46! 25.36 ~0.82! 22.65 ~0.64! 21.59 ~0.81!
HB 29.67 ~0.47! 25.75 ~0.67! 22.56 ~0.36! 22.48 ~0.46!
KM 25.04 ~0.59! 0.51 ~0.80! 1.42 ~0.53! 4.98 ~0.61!
RW 29.04 ~0.50! 24.13 ~0.68! 5.33 ~0.84! 6.41 ~0.74!
MF 29.11 ~0.82! 23.04 ~0.58! 7.23 ~0.64! 9.35 ~0.87!

mean 29.08 ~0.91! 24.60 ~1.39! 0.47 ~2.08! 2.40 ~2.10!
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gests that performance in the synchronous condition was
probably not based on an explicit comparison of the loudness
of the tone and noise. Rather, the data support the hypothesis
that in the synchronous condition listeners attended to some
attribute of the tone-noise stimulus derived from a simulta-
neous integration of information across frequency. While the
average threshold in the synchronous condition is approxi-
mately 4 dB higher than that reported by Kiddet al. ~1989!,
this difference is probably attributable to the fact that in the
present experiment the targeted threshold corresponded to
79% correct responses whereas in the Kiddet al.study it was
71%. Indeed, in both studies average thresholds were ap-
proximately 17 dB below the theoretical limit for a listener
basing his/her decision purely on within-channel compari-
sons. The close agreement between the studies suggests that
for synchronously gated stimuli threshold is relatively inde-
pendent of factors such as the relative levels of the tone and
noise, and the spectral composition of the noise. This result
is not entirely surprising given that~a! pedestal level has
only a small effect on threshold in conventional profile
analysis tasks when the components are sufficiently far apart
to avoid masking~Green and Kidd, 1983!, and ~b! Kidd
et al.’s study found that for a 900 Hz tone presented in a
band of noise, threshold was largely independent of band-
width for bandwidths exceeding about 100 Hz.

While the deleterious effect of onset asynchrony is con-
sistent with previous studies of the effect of asynchrony on
profile analysis performance using tonal stimuli~Green and
Dai, 1992; Hill and Bailey, 1997!, the finding that most lis-
teners performed significantly better in the noise-leading
condition than in the tone-leading condition is somewhat sur-
prising given that in both cases the same value of asynchrony
was employed. One interpretation of this result is that gating
the tone on ahead of the noise led to greater perceptual seg-
regation than did gating the noise on before the tone, with a
corresponding reduction in the amount of information inte-
grated across frequency. However, the fact that thresholds
for listeners RW and MF were substantially elevated in the
tone-leading condition suggests an alternative interpretation,
namely, that gating the tone on ahead of the noise may have
led to complete segregation of the two stimuli with the con-
sequence that listeners were forced into basing their decision
on an explicit comparison of the levels of the tone and noise.
The relatively poor performance of these listeners in the
tone-leading condition can then be explained in terms of
their general difficulty in performing explicit intensity com-
parisons, as evidenced by their similarly poor performance in
the sequential condition. Given that the thresholds for listen-
ers RW and MF in both the sequential and tone-leading con-
ditions were close to the theoretical limit based on within-
channel comparisons, it is possible that these listeners were
basing their decision primarily on the absolute level of the
tone. Assuming that in both the sequential and tone-leading
conditions listeners had to make explicit comparisons of the
levels of the two stimuli, the small difference in threshold
between the two conditions could be attributed to an im-
proved estimate of the level of the tone in the tone-leading
condition due to its increased duration~e.g., Florentine,
1986!.

In the sequential condition, three listeners~NH, AK, and
HB! had thresholds that were more than 9 dB lower than
would be achievable in the absence of the noise. While this
result suggests that comparisons of intensity between tonal
and noise stimuli are possible even in the absence of timbral
cues, it is also possible that listeners were performing across-
interval loudness comparisons separately for the tone and
noise. In the latter case, the response would be based on
whichever of the tone and noise differed most in loudness
across the two intervals. In particular, if the loudness of the
tone across the two intervals differed more than that of the
noise, then the signal interval would correspond to that in
which the tone was louder. Conversely, if the loudness of the
noise varied most across intervals, then the signal interval
would correspond to the interval in which the noise was
quieter. The results of an informal control experiment under-
taken by NH~the first author! indicated that increasing the
ISI to 8 seconds in the sequential condition had no signifi-
cant effect on threshold. Since thresholds for successive
within-channel intensity comparisons~with between-trial
roving of level! increase with increasing ISI~e.g., Berliner
et al., 1977; Greenet al., 1983!, this informal result suggests
that discrimination in the sequential condition was probably
based on explicit comparisons of the levels of the tone and
noise.

While the similarity between the present data and those
of Kidd et al. ~1989! suggests that the level of the tone rela-
tive to the noise has little effect on threshold in the simulta-
neous condition, it is possible that performance in conditions
requiring an explicit comparison of the levels of two stimuli
does depend on their relative level. In particular, it is reason-
able to suppose that the more dissimilar the two stimuli be-
ing compared the less accurate will be the comparison~Lim
et al., 1977!. In the present experiment no attempt was made
to equate the loudness of the tone and noise and therefore
performance in the sequential condition may be somewhat
poorer than could be achieved for stimuli matched in loud-
ness.

In summary, the results of the present experiment have
extended the observation by Kiddet al. ~1989! that accurate
judgments of relative intensity can be made between a tone
and a spectrally remote band of noise. It was found that
gating the tone and noise on at different times impaired dis-
crimination performance, although five of the six listeners
were still able to perform some sort of relative comparison
even when the stimuli were presented sequentially. The re-
sults suggest that when the tone and noise are gated synchro-
nously, discrimination is based on a simultaneous compari-
son of information across frequency, rather than an explicit
comparison of the loudness of the tone and noise.
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Perceptual segregation of a harmonic from a vowel
by interaural time difference in conjunction with mistuning
and onset asynchrony
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The two experiments reported here examine how an inter-aural time difference~ITD! interacts with
two other cues, mistuning and onset asynchrony, in reducing the contribution of a single frequency
component to the perception of a vowel’s identity. Previous experiments have shown that although
ITD is generally rather ineffective at segregating a simultaneous harmonic frequency component
from a vowel, it can produce some segregation when listeners have already been exposed to the
isolated segregated component. A difference in ITD increases segregation overall in experiment 1
where the to-be-segregated component can also have a different onset time from the remainder of
the vowel, and experiment 2 shows a similar result when the to-be-segregated component is
mistuned. However, segregation by ITD is present just as strongly on trials when there is neither
mistuning nor a difference in onset-time as on trials where these additional cues are present.
Segregation on trials when there is neither mistuning nor a difference in onset-time is however
larger in the present experiment which mixed all conditions together than in similar trials in an
earlier experiment that had a blocked design@C. J. Darwin and R. W. Hukin, J. Acoust. Soc. Am.
102, 2316–2324~1997!#. The results show that segregation by ITD increases when other more
potent cues are present in the experiment. ©1998 Acoustical Society of America.
@S0001-4966~98!00302-6#

PACS numbers: 43.66.Mk, 43.66.Pn, 43.66.Qp, 43.71.Es@JWH#

INTRODUCTION

In the normal environment, a single cue that is useful for
the perceptual segregation of a sound source rarely occurs in
isolation. Frequency components originating from one sound
source will generally differ from those originating from an-
other in a variety of ways: they may have different onset
times, be part of different harmonic series, and come from
different directions. Experiments that have varied these cues
individually have shown that the auditory system can exploit
at least some of these cues to perceptually segregate fre-
quency components into different putative sound sources.

For example, there is clear evidence from experiments
on vowel perception that mistuning a single harmonic~Dar-
win and Gardner, 1986; Darwin and Sandell, 1994!, giving it
a different onset time from the rest of the vowel~Darwin,
1984!, or playing it to the opposite ear from the rest of the
vowel ~Hukin and Darwin, 1995! will substantially remove it
from the perception of vowel identity. These cues also affect
other tasks, suggesting that the segregation that they provide
is a robust phenomenon~Carlyon, 1994; Darwin and Car-
lyon, 1995; Hill and Bailey, 1997!. Such perceptual grouping
does not occur so straightforwardly as a result of differences
in interaural time difference~ITD!. A large difference in ITD
~c. 6600ms! is either ineffective or very weak, when it is
the only cue, at segregating either simultaneous, formantlike
noise bands into vowellike pairs~Culling and Summerfield,
1995! or in segregating an individual harmonic from the per-
ception of the vowel identity of a simultaneous steady-state
vowel ~Hukin and Darwin, 1995; Darwin and Hukin, 1997!.

However, a difference in ITDcan be effective at en-

hancing the segregation of a harmonic from a vowel under
conditions where the listener has been made aware of an
appropriate separate sound source. Using the same subjects
as are used in the present experiments, Darwin and Hukin
~1997, exp. 1! looked at the ability of a difference in ITD to
segregate a harmonic from the percept of a vowel’s identity
under two different types of presentation~measured by a
change in the phoneme boundary between /(/ and /}/ along a
F1 continuum!. Underblockedpresentation subjects heard a
block of trials in which one of the harmonics of a vowel had
either the same or a different ITD from the remaining har-
monics. A difference in ITD gave no change in the phoneme
boundary, indicating no segregation of the harmonic from
the vowel. However, when these trials weremixedwith oth-
ers in which the vowel was preceded by a tone corresponding
to the to-be-segregated harmonic, then a difference in ITD
did produce segregation, even in trials that lacked the pre-
ceding tone sequence. Subsequent experiments~Darwin and
Hukin, 1997! showed that this across-trial facilitation re-
quired the presence of a tone that corresponded both in iden-
tity and ITD to the to-be-segregated tone.

The present experiments ask whether the use of a differ-
ence in ITD can also be facilitated by other, more integral
cues to segregation. In particular it asks whether the effec-
tiveness of a difference in ITD in segregating a harmonic
from a vowel is increased when it has a difference in onset
time from the remainder of a vowel, or when it is mistuned
relative to the other harmonics in the vowel.

Evidence that the processing of ITD is not independent
of perceptual grouping cues such as onset asynchrony and
mistuning comes from experiments on the localization of
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complex tones. The experiments exploit the result that listen-
ers use consistency of ITD across frequency to localize a
band-limited noise~Trahiotis and Stern, 1989! or tonal com-
plex ~Hill and Darwin, 1996!. A 500-Hz tone with an inter-
aural phase difference that leads on the left ear by three-
quarters of a cycle~1.5 ms! will be heard on the right in
isolation because of phase ambiguity and a preference of the
binaural system for short ITDs. However, if it is presented as
part of a broader-band tonal complex whose other compo-
nents share the same~1.5 ms! ITD, the whole complex will
be heard on the left, apparently because the binaural system
gives weight to the consistency of~an albeit long! ITD
across frequency. This across-frequency integration of ITD
can, however, be disturbed either by mistuning or by varying
the onset time of the 500-Hz component. A few percent~c.
3%! mistuning, or a few tens of milliseconds~c. 40 ms!
delay in onset time is sufficient to perceptually segregate the
component from the complex, and to cause it to be heard
back towards its original location on the left~Hill and Dar-
win, 1996!. These results argue for the subjective location of
a sound being determined after some perceptual grouping
has occurred.

The present experiments use vowel identification rather
than subjective location as a measure of segregation. Our
previous experiments have indicated that grouping by ITD
can be influenced by other grouping cues, such as onset
asynchrony and mistuning, in two ways. These two ways
make different predictions for experiments in which trials
which either do or do not have the other grouping cues
mixed together in the same block.

First, by analogy with Hill and Darwin’s localization
experiments, onset asynchrony or mistuning could influence
grouping by ITD within a trial by providing a segregated
tone which can then be localized separately by its different
ITD. This mechanism predicts that ITD should be more ef-
fective at segregating a harmonic from a vowel on trials
when the other grouping cues are present than on trials when
the harmonic is both synchronous and exactly in tune. Infor-
mal listening to the sounds used in the present experiments
indicated that it was very easy to hear a sufficiently mistuned
or asynchronous harmonic that had a different ITD from the
rest of the vowel as a separate sound in a distinct location.

Second, other grouping cues can influence grouping by
ITD by the across-trial facilitation mechanism described ear-
lier: the segregated and separately localized tone can facili-
tate segregation by ITD on trials when other grouping cues
are not present. This across-trial mechanism predicts that
ITD should also be effective on trials which do not have
another grouping cue present.

The first experiment examines how segregation by ITD
is influenced by onset asynchrony, and the second experi-
ment examines how it is influenced by mistuning.

I. EXPERIMENT 1: ONSET ASYNCHRONY AND ITD

The first experiment examines how the ability of a dif-
ference in ITD to segregate a harmonic from the perception
of a vowel’s identity is influenced by that harmonic also
having a different onset time from the rest of the vowel.

The experiment uses a well-established paradigm~Dar-
win, 1984! to measure the extent to which a 500-Hz compo-
nent is segregated from a steady-state vowel. The segrega-
tion is measured as the shift in the phoneme boundary along
a first formant (F1) continuum between the vowels /(/ and
/}/. Physical, and by inference perceptual, removal of the
harmonic results in a phoneme-boundary shift to higher
nominalF1 values. In order to increase the size of phoneme
boundary shift that removal of the 500-Hz component pro-
duces, conditions are also included in which the level of the
500-Hz component has been increased by 6 dB.

The 500-Hz component is given five different onset
asynchronies ranging from 0 to 40 ms in order to provide
some, but not complete, segregation by onset asynchrony.
The 500-Hz component is also given either the same ITD as
the rest of the vowel~which is always presented with an ITD
leading on the left ear! or the opposite ITD.

A. Method

The basic stimuli were similar to those used in Hukin
and Darwin~1995, exp. 2!. On each trial subjects classified a
single vowel as /(/ or /}/. The vowel was 56 ms in duration
on a fundamental of 125 Hz and varied inF1 frequency from
396 to 521 Hz in seven steps. Harmonic amplitudes were
calculated from the source and transfer function of the Klatt
~1980! synthesizer in serial mode with the first three formant
bandwidths at 90, 110, and 170 Hz and the second and third
formant frequencies at 2100 and 2900 Hz, respectively. The
500-Hz component of the vowel was presented either with
the same ITD as the rest of the vowel
~1666ms, with the left ear leading! or with the opposite ear
leading. The 500-Hz component started 0, 10, 20, 30, or 40
ms before the rest of the vowel. Another condition was run
in which the 500-Hz component was physically absent~no
500-Hz!. Nine subjects with normal hearing took two differ-
ent blocks of trials on separate days. The 500-Hz component
was given an additional gain of 6 dB in the second block of
trials. Each block had 770 trials: 10 replications of
7F1 values311 conditions (no 500-Hz15 onset asynchro-
nies32 gains!. Other experimental details were as in Hukin
and Darwin~1995, exp. 2!.

B. Results

Phoneme boundaries were estimated from each subject’s
data in each condition. Mean boundaries are shown in Fig. 1.
The results replicate previous results on segregation by onset
asynchrony and in addition show a clear effect of segregation
by ITD.

Physically removing the 500-Hz 0-dB component in-
creases the phoneme boundary by about 35 Hz and removing
the 500-Hz 6-dB component increases the phoneme bound-
ary by about 45 Hz. Giving the 500 -Hz component an onset
asynchrony of up to 40 ms increases the phoneme boundary
by up to about 20 Hz in both the 0- and16-dB conditions
~F4,32521.4,p,0.0001!, indicating that onset asynchrony is
partly removing the component from the calculation of
vowel quality. Giving the 500-Hz component a different ITD
from the rest of the vowel further increases the phoneme
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boundary~F1,8533.3,p,0.0005!. Although both the 17-Hz
increase with ITD for the16-dB condition~F1,8527.9, p
,0.001! and the 8-Hz increase for the 0-dB condition are
significant~F1,8516.8, p,0.005!, the increase is larger for
the 16-dB condition~F1,858.4, p,0.02!. Overall, the size
of the increase with ITD does not depend on onset asyn-
chrony; in particular, it is not smaller at 0-ms onset asyn-
chrony than at other asynchronies.

Across-trial facilitation of segregation by ITD was tested
by comparing the size of the phoneme boundary shifts ob-
tained here at 0-ms asynchrony with those found with the
same subjects and the same stimuli presented in blocked con-
ditions in Darwin and Hukin~1997, exp. 1!. The shift is
significantly larger in the present experiment than in the pre-
vious experiment, implying across-trial facilitation, for their
16-dB conditions~F1,858.1, p,0.025! but not for their
10-dB conditions.

II. EXPERIMENT 2: MISTUNING AND ITD

The second experiment examines how the ability of a
difference in ITD to segregate a harmonic from the percep-
tion of vowel’s identity is influenced by that harmonic being
mistuned relative to the rest of the vowel.

A. Stimuli

The stimuli for this experiment were similar to those of
Experiment 1 except that the vowel duration was increased
to 200 ms, all components were synchronous, and the
500-Hz component was mistuned by 0%,61%, 62%,
63%, and64%. The longer duration of 200 ms was cho-
sen to be the same as that used in the previous vowel experi-
ment on mistuning~Darwin and Gardner, 1986!. The ampli-
tude of the mistuned harmonic was held constant when it
was mistuned. Again the 0- and16-dB conditions were run
in that order on separate days.

B. Results

Phoneme boundaries were estimated for each subject’s
data in each condition. Mean boundaries are shown in Fig. 2.
The results replicate previous experiments on segregation by
mistuning and in addition show a clear, though overall small,
effect of segregation by ITD. Physically removing the
500-Hz component again increases the phoneme boundary
by about 35 Hz for the 0-dB condition and about 45 Hz for
the 16-dB condition. Mistuning the 500-Hz component
generally increases the phoneme boundary~quadratic trend
F1,8537.0,p,0.002!, although the increase is more marked
for the 16-dB condition than for the 0-dB~F8,6454.4, p
,0.01! and for negative than for positive mistunings~linear
trend F1,8536.5, p,0.002!. The phoneme boundary is fur-
ther increased when the 500-Hz component has a different
ITD from the rest of the vowel~F1,8567.0,p,0.0001!. This
increase is significant for both the16-dB condition~8 Hz,
F1,8545.2, p,0.001! and for the 0-dB condition~4 Hz,
F1,8526.0, p,0.001! and is larger~F1,857.3, p,0.05! for
the 16-dB condition than for the 0-dB condition. The size
of the increase with ITD does not vary with mistuning; in
particular, it is not smaller for zero mistuning.

Across-trial facilitation of segregation by ITD was tested
by comparing the size of the phoneme boundary shifts ob-
tained here at zero mistuning with those found with the same
subjects and similar, though shorter, stimuli presented under
blocked conditions in Darwin and Hukin~1997, exp. 1!. The
shift is significantly larger in the present experiment than in
the previous experiment for their16-dB conditions
~F1,855.4, p,0.05! but not for their10-dB condition.

C. Discussion

Both experiments have shown clear evidence of segre-
gation by ITD which adds to but does not interact with the
segregation due to onset asynchrony or mistuning. Segrega-
tion by ITD is present just as strongly on those trials when
there is no onset asynchrony or mistuning, as on those when
these additional cues are present. This result contrasts with
the weak or lack of segregation found when ITD is the only

FIG. 1. Phoneme boundaries in experiment 1 along an /(/–/}/ continuum, for
vowels with the 500-Hz component differing in onset asynchrony and in
ITD from the rest of the vowel. Stimulus conditions are illustrated in the
upper part of the figure, with frequency components placed on the ear that
had the ITD lead. In the L condition all components had an ITD of
1666ms, with the left ear leading. In the R condition the 500-Hz compo-
nent was given an ITD of2666ms. In the lower panel the 500-Hz compo-
nent has been given an additional gain of 6 dB across all conditions.
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cue available to the listener in a block of trials~Culling and
Summerfield, 1995; Hukin and Darwin, 1995; Darwin and
Hukin, 1997!.

It is likely that both the mechanisms proposed in the
Introduction are occurring here. First, onset asynchrony and
mistuning allow a harmonic from the vowel to be localized
as a separate sound source. This may be a sufficient expla-
nation for the additional removal by ITD of the harmonic
from the vowel percept that we have found in trials where
substantial amounts of onset asynchrony or mistuning are
present. However, in order to explain why ITD also removes
the harmonic from the vowel percept on trials when neither
of these other cues are present, we must also appeal to the
across-trial effect previously reported with mixed presenta-
tion by Hukin and Darwin~1995, exp. 2! and replicated in
Darwin and Hukin~1997!. In all these experiments listeners
could hear, on some trials at least, an additional sound source
corresponding to the tone that was to be segregated by ITD.
In the previous experiments that additional sound source was

explicitly present as a precursor tone; in the present experi-
ments the tone could be heard out as a separate sound by
virtue of its onset asynchrony or mistuning and localized on
the opposite side to the rest of the vowel. The present results
thus confirm that such across-trial effects can facilitate seg-
regation by ITD, at least for the16-dB condition~where
phoneme boundary shifts are larger!.

Segregation by ITD produces boundary shifts that are
twice as large in combination with onset asynchrony than
with mistuning. A possible reason for this is that listeners
have a clearer image of the 500-Hz tone as a separate and
distinctly localized sound source when it starts earlier than
the rest of the vowel than when it is synchronous but mis-
tuned. Although the average shifts produced by mistuning
and onset asynchrony are comparable in these experiments, it
is possible that the 500-Hz tone is more clearly localized to
the opposite side when it leads the vowel. We have not for-
mally investigated this possibility.

An entirely separate feature of the mistuning data is that
negative mistunings produce more substantial shifts in the
phoneme boundary~30 Hz! than do positive mistunings~par-
ticularly for the16-dB condition!. Fitting the data in Fig. 2
with a second-order polynomial decomposes the initially
asymmetric function into a symmetric second-order compo-
nent representing the U-shaped results expected from segre-
gation due to mistuning, and a linear component representing
the linear asymmetry. The linear component of the phoneme
boundaries for the16-dB L data has a change of about 20
Hz between64% mistuning.~The remaining second-order
component for the16-dB L data gives a shift of about 20
Hz for an absolute mistuning of 4%, which is comparable to
that produced by an onset asynchrony of 40 ms.!

There are two possible reasons for the asymmetry. One
is that it is a result of keeping the level of the mistuned
500-Hz constant rather than letting it follow the spectral en-
velope. Its constant level deviated from a 450-Hz formant
envelope by about11 and23 dB for 14% and24% mis-
tunings, respectively. From the data of Fig. 2 a 6-dB increase
in level shifts the boundary by about 10 Hz, so changes of
this size could give a total asymmetry of about 7 Hz to the
phoneme boundary, which is considerably smaller than that
actually found. This explanation could be responsible for the
slighter asymmetry seen in the 0-dB data. However, both of
the previous experiments~Darwin and Gardner, 1986; Dar-
win and Sandell, 1994!, that have shown phoneme boundary
shifts with harmonic mistuning have varied level to maintain
spectral envelope, but only the earlier study gave asymmetric
data.

The second possible reason is that listener’s estimates of
the F1 frequency are being directly influenced by the fre-
quency of the mistuned harmonic. This explanation predicts
a change of about 40 Hz, which is twice that observed, so
neither explanation is clearly to be preferred.

III. SUMMARY

The two experiments reported here have shown that ITD
can be used to perceptually segregate a harmonic from the
calculation of a vowel’s identity when it occurs in conjunc-
tion with other cues to perceptual segregation—onset asyn-

FIG. 2. Phoneme boundaries in experiment 2 along an /(/–/}/ continuum for
vowels with the 500-Hz component mistuned and differing in ITD from the
rest of the vowel. In the L condition all components had an ITD of1666ms
with the left ear leading. In the R condition the 500-Hz component was
given an ITD of2666ms. In the lower panel the 500-Hz component has
been given an additional gain of 6 dB.
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chrony and mistuning. Segregation by ITD also occurred in
the present experiments on trials in which other segregation
cues were absent. Since a difference in ITD has previously
been shown to be ineffective at such perceptual segregation
when it is the only cue in a block of trials, two mechanisms
are proposed as an explanation for the present results.

First, onset asynchrony or mistuning can segregate a
harmonic which may then in turn be localized on the oppo-
site side to the vowel by virtue of a difference in ITD. Sec-
ond, when listeners hear a separate sound source correspond-
ing to the to-be-segregated harmonic, segregation by ITD is
facilitated on other trials in the same experimental block.

In normal listening situations, where there are multiple
cues to perceptual segregation, the first mechanism is likely
to be the most important. However, the second mechanism
does point to the possibility that ITD may be important in
tracking a particular sound source over time.
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Comparison of relative and absolute sound localization
ability in humans
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Sound localization ability has traditionally been studied using either a relative localization task,
where thresholds to determine a difference in sound source location is approximately 1–10 degrees,
or an absolute localization task, where the range of estimates of the source of a sound are 4–30
degrees. In order to directly relate these two psychophysical methods, we compared the
psychometric functions from a relative localization task in a human subject to the same subject’s
performance on an absolute localization task using three different acoustic stimuli: Gaussian noise,
1-kHz tones, and 4-kHz tones. The results showed that the relative localization threshold was a poor
indicator of the range of estimates of the same stimulus in absolute space, however, the width of the
relative localization psychometric functions was well correlated with the width of the distribution of
estimates made in the absolute localization task. It is concluded that the relative localization
psychometric functions, but not threshold, provides a reliable estimate of absolute spatial
localization ability in human subjects, and suggested that the same neuronal mechanisms can
underlie the psychophysical data using both methods. ©1998 Acoustical Society of America.
@S0001-4966~98!03002-1#

PACS numbers: 43.66.Qp, 43.66.Ba, 43.64.Bt@JWH#

INTRODUCTION

The ability of humans and animals to localize acoustic
stimuli is generally tested using one of two psychophysical
procedures: relative localization thresholds measure the abil-
ity to determine that a repeated stimulus has changed loca-
tion ~e.g., Mills, 1958; Molino, 1974; Perrott, 1984; Terhune,
1985; Perrott and Saberi, 1990; Chandler and Grantham,
1992; Perrottet al., 1993; see Middlebrooks and Green,
1991!, and absolute localization thresholds measure the abil-
ity to determine the location in space of a single stimulus
~e.g., Stevens and Newman, 1936; Newton, 1983; Oldfield
and Parker, 1984; Butler, 1986; Perrottet al., 1987; Wight-
man and Kistler, 1989; Makous and Middlebrooks, 1990;
Middlebrooks, 1992; Ahissaret al., 1992; Butler and Musi-
cant, 1993; Wenzelet al., 1993; Good and Gilkey, 1996!.
These studies indicate that most individuals have relative
localization thresholds of a few degrees, whereas the abso-
lute localization of sounds is broader, depending on the ec-
centricity and spectral content of the stimulus.

The difference between these two measures is yet to be
resolved, and it has been suggested that the relative localiza-
tion paradigm originally described~Mills, 1958! was actually
a reflection of an absolute discrimination task~Hartmann,
1989!. However, to date it is difficult to directly compare the
results of the two types of studies from the literature due to
the differences of the paradigms and subjects, as well as
differences in the spectral content, amplitude, and duration
of the acoustic stimuli.

Resolution of this issue is important for relating the

sound localization ability to underlying neuronal mecha-
nisms. The growing interest in the cortical and thalamic
mechanisms of sound localization~e.g., Imig et al., 1990;
Rajanet al., 1990; Middlebrookset al., 1994; Clareyet al.,
1995; Bruggeet al., 1996; Baroneet al., 1996! and the
growing interest in the function of the cortical processing of
acoustic information of the primate in general~e.g., Wang
et al., 1995; deCharms and Merzenich, 1996; Stricanne
et al., 1996; Rauscheckeret al., 1997! underscore the impor-
tance in understanding how these two measures of sound
localization are related. It is likely that the two measures are
dependent on the same auditory cortical structures, given the
equivalent deficits revealed using both methods following
auditory cortical ablations~Neff et al., 1956; Heffner and
Masterton, 1975; Heffner, 1978; Kavanagh and Kelly, 1987;
Jenkins and Merzenich, 1984; Heffner and Heffner, 1990!. It
has been demonstrated that the spatial selectivity of auditory
cortical neurons recorded in animals are much broader than
the relative localization thresholds~Eisenman, 1974; Benson
et al., 1981; Middlebrooks and Pettigrew, 1981; Imiget al.,
1990; Rajanet al., 1990; Middlebrookset al., 1994; Clarey
et al., 1995; Bruggeet al., 1996; Baroneet al., 1996!, mak-
ing it difficult to relate these measures of single cortical neu-
rons to perceptual thresholds. Although the relative localiza-
tion paradigms provide one estimate of localization ability, it
may not be appropriate to compare relative localization
thresholds to the receptive field sizes of cortical neurons. It
may be more appropriate to compare the distribution of ab-
solute localization estimates to the responses of cortical neu-
rons. Alternatively, relative localization paradigms may ac-
curately reflect neuronal processes, but some measure other
than threshold could be directly related to single neuron
activity. In either case, there should be a clear relationship

a!Electronic mail: ghrecanzone@ucdavis.edu
b!Present address: Department of Physiology, University of Toronto, Tor-

onto, Ontario, Canada.
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between relative and absolute localization measures, given
deficits in both tasks following cortical lesions.

In order to determine the relationship between these two
localization paradigms, we used the same acoustic stimuli,
apparatus, and human subjects to compare the psychometric
functions from a relative localization task to the estimates of
the sound source location from an absolute localization task.
These subjects had relative and absolute localization perfor-
mance similar to that seen from previous studies~cited
above!. Comparison between the two paradigms showed that
the widths of the psychometric functions derived from the
relative localization task were strongly correlated with the
width of the range of the estimates recorded in the absolute
localization task. These results indicate that the difference
between the perceived locations in space of acoustic stimuli
are in fact within the range of the spatial selectivity of a
subset of cortical neurons, and that the width of the relative
localization psychometric functions, but not the threshold,
provides a good estimate of sound localization ability.

I. EXPERIMENT I: RELATIVE LOCALIZATION
MEASURES

A. Methods

1. Subjects

Three male~CK, WG, PS! and two female~AS and CC!
subjects between 20–35 years of age at the time of testing
performed these tasks with informed consent. Subjects had
no known audiological deficits, and detection thresholds for
the stimuli used were within normal limits~described be-
low!. All subjects had normal or corrected to normal vision.
Three of the subjects had extensive psychophysical experi-
ence~CK, AS, and PS!, and this was the first psychophysical
acoustical study for the other two subjects~WG and CC!.
Subjects CK, WG, and CC completed a full series for each
acoustic stimulus, while subject AS completed a full series
of the absolute localization paradigm but only a partial series
for the relative localization paradigm. Subject PS completed
only the control experiments described below, and had par-
tial results from the other two paradigms. The incomplete
results from these two subjects were consistent with the find-
ings from the subjects that completed each paradigm and will
not be illustrated here.

2. Stimulus parameters

Stimuli were generated using a Tucker-Davis Technolo-
gies digital signal processing system. An i486 computer con-
trolled all aspects of the psychophysical task, stimulus gen-
eration and delivery, and data collection. Three different
stimuli were used: Gaussian noise, 1-kHz tones, and 4-kHz
tones. All stimuli were 200 ms in duration with a 5-ms linear
rise/fall. Stimuli were delivered through 1 of 15 different

speakers~3 1
2-in. Pyle dual cone DD2! located on an arc at a

constant distance of 146 cm along the plane of the interaural
axis, spanning a range of either28 to 48 degrees~subjects
CK, CC, WG, and PS! or 0 to 56 degrees~AS! in 4-degree
increments. The entire behavioral apparatus was located
within a double-walled acoustic chamber~6.5-38.5-ft inner

dimensions; IAC! with 3-in. sound attenuating foam~Sonex!
on all four walls, the ceiling, and much of the floor surround-
ing the subject.

Physical characteristics:Acoustic stimuli were mea-
sured using a B&K sound pressure meter with the micro-
phone placed in the sound booth at the location occupied by
the center of each subject’s head, with all parts of the appa-
ratus in place. The fast Fourier transform was calculated for
all acoustic stimuli from each speaker location in the absence
of the subjects. Speaker transformation functions showed a
flat portion ~63 dB! from 200 Hz to 12 kHz with approxi-
mately 6-dB/octave rolloff. Comparisons across speakers
showed minimal differences in the magnitudes and phases of
the FFT components for all three stimuli. Energy of the har-
monic components of the tonal stimuli were,10 dB SPL;
echo contributions to all stimuli were,20 dB SPL.

Psychophysical calibration:The detection threshold for
each of the stimuli, at each of the speaker locations used for
a given stimulus, were derived using a staircase method for
each individual subject during several different periods
throughout the study. All subjects had detection thresholds
which were consistent with the normal human audiogram.
Stimuli were sequentially presented across the speaker array
at 30 dB above this threshold and the subjects were asked to
adjust the overall intensity of each speaker until they were all
the same intensity, which usually resulted in a change of less
than 1 dB. These intensity values were randomly varied
~62 dB! during the course of each trial for each subject. This
perceptual equalization ensured that the subjects could not
base their localization estimates on absolute loudness, and
could only use interaural difference and the spectral cues due
to the head-related transfer functions to localize these
stimuli.

3. Psychophysical task

All psychophysical tasks were approved by the UC
Davis Human Subjects Review Committee and abided by the
ethical principles of psychologists. This psychophysical task
was based on a go/no-go paradigm described in detail previ-
ously ~Recanzoneet al., 1991; Fig. 1!. Subjects were seated
in a chair near the center of the sound booth with their heads
held stationary by a modified headband attached to the ceil-

FIG. 1. Schematic of the timing of events during the relative localization
task. Subjects initiated a trial by a lever press. A series of 200-ms duration
sounds were presented with a 600-ms interstimulus interval. Subjects re-
leased the lever when they detected that the speaker changed location. Each
acoustic stimulus varied in intensity over a 4-dB range.
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ing of the sound booth. All experiments were conducted in
sufficient darkness to prevent visualization of the apparatus,
and no subject reported the ability to see the apparatus, even
after sufficient time for dark adaptation to occur~.1 h!.

Subjects initiated a trial by pressing a lever. A series of
acoustic stimuli were presented from a single speaker~S1
stimulus! with a 600-ms pause between stimuli. After a ran-
domly determined number of S1 stimulus presentations~2–
6!, the same acoustic stimulus was then presented from a
different speaker location~S2!. The subject was required to
release the lever when they detected a change in the stimulus
location. Additional ‘‘catch’’ trials were presented where
stimuli were only presented from the S1 location. For tonal
stimuli, seven different S2 speaker locations were used, sepa-
rated by 8 degrees. Similarly, 15 different speaker locations
were used for noise stimuli with the speaker locations sepa-
rated by 4 degrees. In a given session, 15 trials for each of
the S2 locations were presented from 7 of the possible 15
locations for the noise stimuli~separated by 4 degrees!, and
for 7 locations of 1 of the 2 tonal stimuli~separated by 8
degrees! as well as 15 catch trials for each stimulus for a
total of 240 trials. The S2 speaker location and the type of
sound stimulus~tone or noise! was randomly interleaved
across trials. In three subjects, at least one session was con-
ducted with the S1 stimulus at each of the 8~tone! or 15
~noise! different S1 locations~16 sessions minimum for
these subjects!. Subjects AS and PS were not tested at all S1
locations for all stimuli.

Control experiments:Two different classes of control
experiments were performed on three subjects~CC, CK, and
PS! to ensure that subjects were using spatial cues to perform
the task and not nonspatial cues such as differences in the
speaker transformation functions. For tonal stimuli, single
sessions were run using the same paradigm except that three
different S1 locations were used on randomly interleaved
trials ~0, 24, and 48 degrees!. One session each was run~15
trials/location, including catch trials! for 1- and 4-kHz tone
stimuli. Each subject then performed a second set of sessions
in which the speakers between pairs of locations were ex-
changed~8 with 16 degrees and 32 with 40 degrees!.

The second class of control experiment tested each ad-
jacent pair of speakers using noise stimuli. Subjects oriented
their head and body to the location such that one speaker was
on either side of the midline. Stimuli were presented sequen-
tially ~either right–left or left–right, randomly interleaved!
with a 600-ms interstimulus interval. The subjects were re-
quired to press one of two switches~left or right! indicating
which location the first sound originated from. Following 30
presentations of these stimuli, subjects were cued by a visual
stimulus to turn their head as far to the left as possible with-
out moving their body or shoulders~approximately 90 de-
grees!. The same speaker pairs were then tested using the
same responses. Each of the possible 14 pairs of adjacent
speakers were tested in two sessions in this manner for each
of the three subjects.

4. Data analysis

Responses for each trial were recorded as either a~1!
hit: the subject released the lever within 700 ms of the S2

stimulus onset,~2! miss: the subject did not release the lever
within 700 ms of the S2 stimulus onset,~3! false-positive:
the subject released the lever before the S2 stimulus offset.
This time was used because it was well below the minimum
reaction time on hit trials~250 ms!. The false-positive rate
(FPr) was calculated for each session by the stimulus type
~tone or noise! as the number of false-positive responses di-
vided by the total number of trials for that stimulus type,
regardless of the outcome of the trial. This value was used to
compute the safe rate (Sr) as (12FPr). The hit rate (Hr)
was calculated as the number of hits divided by the number
of hits and misses for a given stimulus type. The final per-
formance measure (P) for a given S2 condition was calcu-
lated asP5Hr* Sr . This measure is a reliable measure of
performance for safe rates above 0.85~see Recanzoneet al.,
1991, 1992a, 1993!.

B. Results

Typical psychometric functions for each of the three dif-
ferent acoustic stimuli from three different starting S1 loca-
tions are shown for two subjects in Fig. 2. In each case, the
performance measured when the S2 stimulus was presented
at the same location as the S1 stimulus was zero. This is

FIG. 2. Representative psychometric functions from two different subjects
~WG left, CC right! at three different S1 speaker locations. Open triangles
show the performance for noise stimuli, open squares show the performance
for 1 kHz tone stimuli and open circles show the performance for 4-kHz
tone stimuli. Psychometric functions for S1 speaker locations on the midline
are shown in~A! and~B!, for S1 speaker locations at 16 degrees to the right
are shown in~C! and ~D!, and for 48 degrees to the right are shown in~E!
and ~F!.
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because the subjects did not detect any difference in the two
stimuli ~there was none!, and their performance could be
considered to be perfect during the ‘‘catch’’ trials. This also
indicates that chance performance was very near zero, as the
18 psychometric functions of Fig. 2 represents 270 trials in
which a response during a catch trial would be recorded as a
hit, and neither subject recorded a hit on any of these trials.
Such occurrences of responses during catch trials were very
infrequent across subjects, as there were only 15 responses
during 1335 catch trials~1.1%! recorded across all sessions
for these three subjects.

The psychometric functions shown in Fig. 2 are repre-
sentative of the data collected across subjects and sessions.
The localization ability measured for the noise stimuli was
consistently better than that of the tonal stimuli, and the lo-
calization ability measured for 1-kHz tonal stimuli was con-
sistently better than the 4-kHz tonal stimuli, regardless of the
S1 speaker position. To quantify this more carefully, the
threshold for each S1 stimulus location was defined as the
speaker separation that would give a performance value of
0.50 ~Recanzoneet al., 1991! for changes in speaker loca-
tions both toward the midline~nasal thresholds! and away
from the midline~temporal thresholds!. These two threshold
measurements were averaged~where possible! and plotted as
a function of S1 speaker location in Fig. 3. For all three
subjects, these thresholds were consistently best for noise
stimuli ~open triangles! which were 2–4 degrees, were some-
what worse for the 1-kHz stimuli~open squares! which were
8–10 degrees, and worst for the 4-kHz tonal stimuli~open
circles! which were on the order of approximately 20 degrees
~ANOVA across stimulus types for each subject, or pooled
across subjects;p,0.01 for both cases!. These data also
show that, within this frontal area of acoustic space, there is
very little effect on performance or threshold as a function of
distance away from the midline for any of these stimuli.

To verify that averaging the two threshold measure-
ments was not inappropriate, we compared the thresholds
measured in both directions for all psychometric functions,
pooled across subjects and stimuli, in which such measure-
ments were possible. Speaker locations at the far extremes of
the region tested were not used, as only one side of the
psychometric function could be measured@e.g., S1 locations
at 48 degrees, see Fig. 2~E! and~F!#. These two measures did
not show a statistically significant difference~paired, two-
tailed t-test;p.0.05!.

The subjects had very low false-positive rates over the
vast majority of sessions. Pooled across subjects and ses-
sions, the false-positive rate was less than 5% in 89% of all
sessions, with the greatest rate measured at 8% in one ses-
sion. There was no statistically significant difference in the
false-positive rates between subjects or stimulus types
~ANOVA, p,0.001!. We interpret this to indicate that the
subjects were biasing their choices to be more likely to miss
an S2 stimulus than to make a false-positive response, and
these threshold values may consequently be slight underesti-
mates of the actual ability of these subjects to perform this
task. This effect, however, has previously been shown to be
minor given the manner in which the performance is calcu-
lated ~see Recanzoneet al., 1991, 1992a, 1993!.

A major concern when using different speakers to mea-
sure relative localization ability is that the subjects could use
speaker-specific, nonspatial cues to perform the task. Sub-
jects were instructed to release the lever when they detected
a change in the location, but could have been cueing on some
other aspect of the acoustic stimulus. Although measure-
ments of the spectrum for each speaker showed very small

FIG. 3. Relative localization thresholds for each subject. Thresholds were
calculated as the location of 0.5 performance from the psychometric func-
tions. In cases where both the nasal and temporal sides of the psychometric
function were obtained the two measures were averaged. Thex axis shows
the S1 speaker location. Open triangles: noise stimuli; open squares: 1-kHz
tone stimuli; open circles: 4-kHz tone stimuli.
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differences across the frequency spectrum, the stimuli were
psychophysically matched across the array for each subject,
and the intensity of the stimuli varied between each stimulus
presentation~see Sec. II A!, it is still important to ensure that
nonspatial cues were not providing the subjects with addi-
tional information. To test this possibility for the tonal
stimuli, similar sessions were run in which three different
starting locations were used on randomly interleaved trials
~0, 24, and 48 degrees!. After three subjects had performed
one session using the 1-kHz tone stimuli and one session
using the 4-kHz tone stimuli, the speakers located at posi-
tions 8 deg and 16 degrees were exchanged, as well as the
speakers located at positions 32 and 40 degrees, and the sub-
jects were tested again the next day. We chose these speaker
locations as they were along the slope of the psychometric
functions for two of the three different starting speakers. If
the subjects were using only spatial localization cues, the
psychometric functions obtained pre- and post-exchanging
the speakers should be equivalent. If the subjects used non-
spatial cues, the performance for each individual speaker
should be the same regardless of the speaker location.

An example of such an experiment for subject CK using
the 1-kHz tone stimulus is shown in Fig. 4~A!. The heavy
line shows the psychometric function prior to the speaker
exchange and the thin line shows the performance after
speaker exchange. It is clear from this example that the two
psychometric functions are nearly identical, indicating that
this subject used spatial cues to perform the task. If the per-
formance was based on nonspatial cues, the post-exchange
psychometric function should have followed the dashed line.
Regression analysis of the performance for each speaker be-
fore and after the exchange in location across subjects is
plotted in Fig. 4~B!. There is a close correspondence in per-
formance between speaker locations regardless of which in-
dividual speaker is at that location~r 50.922; p,0.0001;
slope50.856!. This can be contrasted with the regression
analysis when the performance at each individual speaker is
compared pre- and post-exchange regardless of the actual
speaker location@Fig. 4~C!#. In this analysis, the correlation
coefficient between the pre- and post-exchange sessions is
lower (r 50.553) and the slope is shallower~0.514! than for
the regression between speaker location, indicating again
that the speaker location is the most salient cue in perform-
ing the task.

A second control addressed the same issue using noise
stimuli. Since the performance for noise-stimuli was very
good even for 4-degree separations, the speaker exchange
paradigm could not be used. Instead we took advantage of
the increase in minimum audible angle thresholds for speak-
ers near 90 degrees compared to when the two speakers are
located across the midline~Musicant and Butler, 1984; Per-
rott et al., 1993!. In this paradigm, the subjects were asked to
determine which of the two speakers were activated first
~left–right or right–left; see Sec. II A! when the speakers
crossed the midline, and then were immediately tested after
the subject turned their head approximately 90 degrees to the
left. We reasoned that if there was a noticeable difference
between two speakers based on nonspatial cues, the perfor-
mance when the stimuli crossed the midline would be

equivalent to the performance when the stimuli were far to
the right. If only spatial cues could be used, the performance
when the speakers crossed the midline should be much better
compared to when the two speakers were near 90 degrees to
the right.

FIG. 4. Relative localization of tonal stimuli control experiments.~A! shows
the psychometric functions from the session before~heavy line! and after
~thin line! speakers were exchanged between locations at 8 and 16 degrees,
and between locations at 32 and 40 degrees. Only the function for S1 loca-
tions at 24 degrees are shown for clarity. The dashed line represents the
predicted psychometric function if the subject could discriminate between
speakers using nonspatial cues.~B! Regression analysis across subjects and
stimuli between the performance measured pre-~x axis! and postexchange
(y axis! as a function of speaker location. Dashed line: perfect correlation.
Solid line: regression line. Regression equation,r , andp values given in the
inset. ~C! Regression analysis as in~B! as a function of the individual
speaker, regardless of spatial location. Conventions as in~B!.
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A representative example of the results of this experi-
ment are shown in Fig. 5~A!, where the solid symbols rep-
resent the performance for each speaker pair~plotted as the
right speaker on thex axis! when the speakers crossed the
midline, and the open squares show the performance when
the two speakers were located approximately 90 degrees to
the right. It is clear from this example that the performance is
much worse with the head turned, consistent with the larger
minimum audible angle at these spatial location~Musicant
and Butler, 1984; Perrottet al., 1993!. The average data
across three subjects is shown in Fig. 5~B!, demonstrating
that this was a consistent effect across subjects, and that
there was a statistically significant difference on the perfor-
mance across subjects and all speaker locations~ANOVA;
p,0.01!. These two control experiments indicate that the
subjects in this report were using predominately, if not ex-
clusively, spatial cues to perform the relative localization
task.

A final concern is that subjects were improving their
performance at this task as they continued to perform ses-
sions. In every session, both noise stimuli and a tonal stimuli
were presented in randomly interleaved order. To determine
if there was a training effect in the two naive subjects, the
thresholds for the noise stimuli are plotted as a function of
the session that they were tested~Fig. 6!. These data do not
show any significant trends of improved performance over
the first ten sessions, and performance was not statistically
significantly correlated with the session number for either

subject, or combined across subjects~r ,0.2; p.0.5!. A
similar result was noted when tested with respect to the tonal
stimuli. Thus, we conclude that experience had a minimal
influence on the ability of these subjects to perform these
tasks.

II. EXPERIMENT II: ABSOLUTE LOCALIZATION
MEASURE

A. Methods

1. Psychophysical task

This task used the same behavioral apparatus and acous-
tic stimuli as the relative localization task~200-ms duration;
5-ms linear rise/fall; 3062 dB re: threshold; 1 kHz, 4 kHz,
and Gaussian noise!. The headband that the subjects wore in
this task allowed horizontal head movements. The head po-
sition was measured by the current induced in a search coil
located on the headband by its position in the magnetic field
using standard oculomotor technology~Robinson, 1972!.
Subjects were signaled to orient their head at the zero posi-
tion (61 degree) by a blinking LED~Fig. 7!. When this
position was attained, the LED remained on continuously.
One to three seconds later a single 200-ms stimulus was
presented from any one of eight different speakers spanning
a region of 56 degrees. In all sessions, at least one speaker
location was at the midline. Subjects were required to move
their head to the location they perceived the stimulus to
originate from, and to maintain that position until the midline
LED began to blink again~2 s from stimulus offset!. All
subjects consistently refrained from making returning head
movements before the midline LED began to blink, which
signaled the subject to reorient their head toward the midline.

Each session consisted of a single stimulus~noise, 1
kHz, or 4 kHz tone! with 21 trials for each of eight different
locations~168 trials/session!. For noise stimuli, a different
set of eight locations were used across sessions, so that sub-
jects were tested at all 15 locations. Subjects were not given
feedback as to the accuracy of their head movements during

FIG. 5. Percent correct as a function of speaker location for left–right dis-
criminations across the midline~solid squares! or at 90 degrees to the right
~open squares!. ~A! shows the results from a single subject~CC!. ~B! shows
the mean and standard deviations across three subjects. The dashed line
indicates chance performance.

FIG. 6. No improvement in performance with practice. Thresholds for noise
trials are plotted for the first ten sessions that were completed for subjects
WG ~circles! and CC~diamonds!. Thresholds ranged from 2–4 degrees, but
no significant improvement in performance over time is noted.
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the course of the session. In addition, no subjects indicated
that they could visually perceive any part of the speaker ar-
ray.

In order to determine the accuracy in which human sub-
jects can orient their head to targets in general, two types of
light trials were also introduced. In a ‘‘remembered targets’’
condition, a visual stimulus~LED! was blinked on for 200
ms in a manner identical to the presentation of the acoustic
stimulus at one of four possible locations along the array.
Subjects were instructed to orient their head to these stimuli,
which were always extinguished prior to the onset of the
head movement. In the ‘‘visible target’’ condition, a LED
was turned on and remained on continuously for 2200 ms,
again at one of four different possible locations.

2. Data analysis

Head positions were determined by the average head
location measured 1950–2000 ms after the offset of the S2
stimulus~50 ms total!. Inspection of the analog head move-
ments showed that this time period was well after any minor
adjustments had been made by the subjects after the initia-
tion of the head movement~head movement equivalent to a
corrective saccade! and the averaging procedure eliminated
the small amount of noise from the signal.

B. Results

A representative data set for a single subject using noise
stimuli is shown in Fig. 8~CK!. In this figure, the narrow
vertical lines represent the final head position of a single
trial. Trials for each speaker location were pooled over five
sessions and plotted together. The responses for each speaker
location are shown across a single row of thin lines, with the
actual target location shown as the thin rectangle in each
row. Targets located progressively toward the right are
shown progressively offset in they axis for clarity, but the
presentation of the stimulus at each location was randomly
interleaved during each session. Data were obtained at 15
different speaker locations from28 ~bottom! to 148 de-
grees~top! in 4-degree increments. What is most obvious

from this figure is that, in spite of the fact that this subject
had a relative localization threshold of 2–4 degrees for noise
stimuli, the subject nonetheless made errors of the actual
speaker location by up to 8–10 degrees on any given trial.

These data are representative of all subjects. Each pro-
gressively shifted their estimate toward the right for targets
located toward the right. It is also evident that, although
individual trials could vary over a fairly broad range, it was
extremely rare for an estimate to cross into the inappropriate
hemifield once the stimulus was beyond about 8 degrees
from the midline. Finally, each subject tended to both over-
shoot and undershoot different target locations.

The absolute localization ability for the tonal stimuli is
shown in Fig. 9. These data are presented in a similar manner
to the noise data of Fig. 8 for the same subject~CK!. In this
figure, the longer rectangles show the estimates for all trials
using a 1-kHz tone stimulus, whereas the shorter rectangles
show the estimates of the 4-kHz tone stimuli. This subject
was typical of all subjects tested, with the most salient ob-
servation that the tonal stimuli are much more poorly local-
ized than the noise stimuli.

To quantify these data, the accuracy of the estimates was
measured as the average error~average estimate-target loca-
tion!. All subjects showed similar errors and the mean across
subjects is plotted for each target location and stimulus in
Fig. 10~A!. The most common error for the tonal stimuli was
for the subjects to underestimate the actual target location,
indicated by negative values of the mean error. Errors for
noise stimuli were much smaller than those for tonal stimuli,
with both overshoots and undershoots making the error very
near zero. This difference between stimuli was statistically
significant~noise versus 1 or 4 kHz: ANOVA,p,0.05!. The
error for localizing the 4-kHz tonal stimuli were greater than
for the 1-kHz stimuli, although this difference did not reach
statistical significance (p50.071). Regression analysis be-
tween the error and the speaker eccentricity also did not
show a statistically significant correlation~r 50.58, 0.06, and

FIG. 7. Schematic of the absolute localization task. Subjects were requested
to orient their head to a central flashing LED. Accomplishing this to within
61 degree was indicated by the LED remaining continuously illuminated. A
single stimulus was then presented from 1 of the 15 speakers in front of
them. The subjects were instructed to turn their head to orient to the location
in space that they thought the sound came from. Dashed line: electronic
head position window at61 degree of the midline.

FIG. 8. Absolute localization of noise stimuli. All sessions pooled for sub-
ject CK in which the Gaussian noise stimulus was presented. Speakers were
separated by 8 degrees in each session, with one speaker always located at
the midline. Each small vertical line represents the final head position~es-
timate! of a single trial. Open rectangles show the location of the target.
Each target is represented across a single row, with the rows offset vertically
for clarity. The target at28 degree~left! is shown as the bottom row, while
the target at148 degree~right! is the top most row.
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0.02 for noise, 1 kHz, and 4 kHz, respectively;p.0.05 for
all cases!. We take this to indicate that there is not a signifi-
cant degradation in localization accuracy as a function of
eccentricity over this range in frontal space.

The precision of the estimates was measured as the stan-
dard deviation of estimates for a given stimulus type and
target location@Fig. 10~B!#. There was a statistically signifi-
cant difference between all three stimulus types, with the
noise stimulus having the lowest standard deviation and the
4-kHz tone stimulus having the greatest standard deviation
~ANOVA; p,0.01!. An interesting observation is that the
standard deviation of the estimates to noise stimuli was ap-
proximately 5 degrees, even though these same subjects rou-
tinely made correct responses to 4-degree separations in the
relative localization task. Similarly, the range increased to
almost 10 degrees for 1-kHz tonal stimuli, and were often
even greater for 4-kHz tonal stimuli.

One apparent trend from the functions of Fig. 10~B! is
that the standard deviation of the range of estimates in-
creased with increasing eccentricity of the stimulus. This was
tested quantitatively by performing a regression analysis be-
tween the standard deviation and the degrees of eccentricity
of the target. All three stimuli showed a statistically signifi-
cant correlation, withr values of 0.851, 0.942 and 0.903 for
noise, 1-kHz tone, and 4-kHz tone, respectively. The slopes
of the regression line were quite shallow, 0.066, 0.105, and
0.129 for noise, 1-kHz tone, and 4-kHz tone, respectively.
These slopes indicate that even though there is a correlation
between these two measures, the standard deviation of the
estimates increases only approximately 1 degree for every 10
degrees that the target is moved away from the midline
across the frontal region of space.

One possible explanation why the range of estimates and
the accuracy were much worse than would be expected based
on the relative localization results, particularly for that of the
noise stimuli, is that these subjects were simply not very
accurate or precise at moving their heads in the dark to the

appropriate location. It may be that many of the errors de-
scribed for the noise stimuli are due to errors in head orien-
tation, although this would still mean that the localization of
tonal stimuli is less accurate and precise than for the noise
stimuli. To test this possibility, we also measured head
movements to continuous~2200-ms duration! and flashed
~200 ms! visual targets. The averaged errors pooled across at
least eight sessions for these trials is shown for all subjects in
Table I. All subjects were able to localize the continuous
visual stimuli to within approximately 1 degree. Only one of
the four subjects was statistically significantly more accurate
localizing the continuous visual stimuli compared to the
flashed visual stimuli~two-tailed t test; p,0.001!. For all
subjects, the error during both brief and continuous visual
stimuli was statistically significantly smaller than for the
same spatial locations using noise stimuli~ANOVA, p
,0.001 for all subjects!.

Given that we were pooling responses across sessions
for each of the subjects, and that it was possible that the
subjects could be showing an improvement in performance
over the course of these sessions, we compared the mean
error calculated across stimulus locations from session to
session. As subjects CK and AS were already highly experi-
enced at this and similar psychophysical tasks, we reasoned
that any training effects would have long since been estab-
lished, so the analysis was confined to subjects CC and WG

FIG. 9. Absolute localization of tonal stimuli by subject CK. Each row
shows the estimates for a single target location. Long rectangles are the
single trial estimates when the 1-kHz tone stimulus was presented~top set of
lines for each row!, the shorter rectangles are the single trial estimates when
the 4-kHz tone stimulus was presented. Conventions as in Fig. 8.

FIG. 10. Averaged errors and standard deviations across subjects. Part~A!
shows the average error for noise~diamonds! 1-kHz tones~circles! and
4-kHz tones~squares! measured across subjects and target locations. Points
under the dashed line represent underestimates of the targets. Thin lines
indicate standard deviations. Part~B! shows the standard deviations of the
estimates averaged across subjects for each of the three stimuli at each target
location. Thin lines show the standard deviation of this measure.
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as they had just completed the relative localization task, and
were performing this type of task for the first time. There
was not a measurable learning effect for either subject over
the first six sessions~repeated measures ANOVA;p.0.10!,
and no statistically significant difference was noted between
any particular speaker location or pooled across speaker lo-
cations between the first and sixth session for either subject
~two-tailed t test;p.0.05!. Thus, as in the relative localiza-
tion task, there was no improvement in performance across
sessions for these subjects performing the absolute localiza-
tion task.

A second consideration is that we used the same inten-
sities as those in the relative localization task, which varied
over a 4-dB range. It is possible that, due to the orientation
of the speakers, and the random probabilities that different
intensities were used, that some bias resulted. To test this
possibility, one subject~AS! performed the noise absolute
localization task at five different base intensity levels, again
with each stimulus randomly presented62 dB for each base
intensity. A comparison of both the mean error and the stan-
dard deviation showed a statistically significant effect only
for stimuli presented 1062 dB threshold, while both mea-
sures remained constant for intensities of 20, 30, 40, and
4562 dB re: threshold across locations~repeated measures
ANOVA; p.0.10!. These results indicate that there is essen-
tially no effect of intensity over this range on either of these
localization measures.

The final potential source of artifact that we considered
was that subjects might make a mental map of the speaker
array, and would therefore create a response bias for particu-
lar locations in space. This would ultimately result in making
the absolute localization task a multiple-alternative forced
choice task. Given that most subjects were tested on well
over 3500 trials over the course of the study, it is possible
that such position biases would occur. For each subject we
pooled all sessions and determined the percentage of total
trials wherein responses fell within 0.5-degree bins across
the full range of estimates. An example from subject WG is
shown in Fig. 11. This plot shows a clear response bias at
around 8 degrees to the left and for the midline, with very
few estimates located to the immediate left and right of the
midline. The overall shape of this curve was consistent
across subjects, with only the particular locations for each
peak and trough that varied by 2–3 degrees. The peak at the

midline reflects the poor localization for tonal stimuli pre-
sented near the midline. Often the subjects did not perceive
these tonal stimuli to originate 8 degrees from the midline, so
made no head movement, resulting in the large percentage of
estimates at this location~see also Fig. 9!. The peak of re-
sponses to the left of the midline also probably reflects the
subject’s knowledge that there was only one possible left-
ward location during tonal sessions, and only two possible
leftward locations for noise sessions. Thus, when the sound
was perceived to originate from the left of the midline, most
subjects made a head movement to one of the two possible
locations. The low percent of estimates immediately left and
right of the midline also reflects the subject’s knowledge that
the next possible location was a few degrees from the start-
ing position, so never made head movements of 1–2 degrees.
What we were most concerned with, however, is the possi-
bility that the subjects had response biases at greater eccen-
tricities to the right, where most of the stimuli were pre-
sented. For all subjects, this region was relatively flat, and
there was no indication that particular locations were se-
lected more often than any others. We also performed a fast
Fourier transform over the region beyond 8 degrees for all
subjects, and there was no indication of a periodicity of these
estimates that would reflect a mental ‘‘map’’ of the speaker
array in any subject.

III. COMPARISON BETWEEN RELATIVE AND
ABSOLUTE LOCALIZATION PARADIGMS

The main goal of this study was to determine the rela-
tionship between the relative and absolute localization para-
digms, which seemed to differ significantly across stimulus
types. One of the most straightforward comparisons is be-
tween the region comprising6 one standard deviation of the
range of estimates during the absolute localization task to an
equivalent measure for the same target location in the rela-
tive localization task. For the relative localization measure

FIG. 11. Cumulative estimates pooled across sessions. All estimates re-
corded throughout all session were pooled~3882 total trials! for subject WG
and plotted as a percentage of total trials in 0.5-degree bins. The general
form of this curve, with two distinct peaks followed by a long period in
which the percentage of estimates were similar and then ultimately trailing
off to zero with a shallow slope, was observed in all subjects. Arrows
indicate the location of targets used for both tone and noise stimuli at eight
or more degrees to the right of the midline.

TABLE I. Errors of visual trials. The means and standard deviations of the
difference between the estimate and the actual target location for stimuli
pooled across at least eight sessions for two classes of visual stimuli. The
LED stimuli remained illuminated throughout the duration of the trial~2200
ms, column 2! or were presented for the same duration as the acoustic
stimuli ~200 ms, column 3!. The fourth column shows thep value compar-
ing the two visual stimuli for each individual subject~two-tailedt test!. The
fifth column compares the errors for the 200-ms visual stimulus to the errors
of the 200-ms noise stimulus~two-tailed t test!.

Subject 2200 ms 200 ms Visualp value ns vs visp value

WG 20.1162.30 0.2264.23 p50.112 p,0.001
CC 1.1563.00 1.1565.56 p50.101 p,0.001
CK 20.0463.99 20.0363.16 p50.223 p,0.001
AS 20.8063.70 0.8663.51 p,0.001 p,0.001
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we chose the width of the psychometric functions at 0.68
performance~Fig. 12!. This width was chosen as it reflects
the area under a Gaussian at6 one standard deviation about
the mean. It is reasonable to assume that the neuronal infor-
mation of stimulus location provided to these subjects is in
the form of a Gaussian~Green and Swets, 1966; Hartmann,
1989!, and the distribution of estimates in the absolute local-
ization task were largely Gaussian in shape~Fig. 12—dashed
line!. For all psychometric functions in which the this width
could be measured, the distance between the 0.68 perfor-
mance values when the S2 stimulus moved temporally and
nasally was calculated. This procedure limited the sample to
the S1 speaker locations between 8 and 32 degrees for tonal
stimuli and between 0 and 40–44 degrees for noise stimuli,
as a 0.68 performance value could not be determined for
speakers beyond this range both nasally and temporally.
These values were then plotted against the distance of two
standard deviations for the range of estimates for that same
S1 speaker location. The results are shown in Fig. 13~A!,
combining both tonal and noise stimuli and pooled across the
three subjects that completed both tasks for all stimuli~CK,
CC, and WG!. The dashed line is drawn through the origin
with a slope of 1.0 and represents perfect correlation. This
scatter plots show a good correlation between these two val-
ues that is statistically significant~r 50.813;p,0.001!, with
the width of the relative localization psychometric functions

somewhat greater than would be predicted by the standard
deviation of the range of estimates in the absolute localiza-
tion task, resulting in the slope of the regression line of
0.674.

A second comparison that we made was between this
standard deviation measure from the absolute localization
task to the relative localization thresholds measured for the
same subject and stimulus condition@Fig. 13~B!#. In this
analysis, the regression coefficient was smaller~0.501! but
was nonetheless significant (p,0.001). The slope of this
regression line was also much lower~0.481! and, as can be
seen from the regression plot, the relative localization thresh-
olds were commonly much lower than would be predicted by
the standard deviation measure of the absolute localization
task, indicated by most points falling above the line showing
perfect correlation. Thus, even though the range of estimates
for a particular location in absolute space is several-fold

FIG. 12. Method of comparing the relative localization psychometric func-
tions to the distribution of estimates in the absolute localization task: The
psychometric function for a noise stimulus presented from a S1 speaker
location at 16 degrees in the relative localization task in subject CC~open
squares! is plotted with the normalized range of estimates~dashed line! for
the same speaker location in the same subject. The normalized estimates
were taken as a percentage of estimates in 0.5-degree bins and normalized to
the peak. This distribution was shifted to be aligned with the psychometric
function. The arrows show the range in degrees for the 0.68 bandwidth of
the psychometric function~solid thin arrow! and the~1! and~2! 1 standard
deviation for the range of estimates in the absolute localization task~thick
dashed arrow!. These values were used in the regression analysis shown in
Fig. 13~A!.

FIG. 13. Correlation between relative and absolute localization data.~A!
The distance in degrees across the psychometric function at the 0.68 perfor-
mance level~x axis! was plotted against two times the standard deviation of
estimates for the same target location in the absolute localization task~y
axis!. Data were pooled across subjects and stimuli~r 50.752; p,0.001!.
~B! The same behavioral data as in~A! except the threshold~0.5 perfor-
mance! for the relative localization task is plotted against the bandwidth
measure of the absolute localization task~r 50.501; p,0.001!.
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greater than would be predicted by the relative localization
threshold, the width of the relative localization psychometric
function is well within the range of the estimates of target
locations measured in the absolute localization task across
both acoustic stimuli and individual subjects.

IV. DISCUSSION

Our relative localization results from noise stimuli are in
general agreement with previous studies using a minimum
audible angle procedure in normal human listeners employ-
ing noise or click stimuli~Perrott and Saberi, 1990; Chandler
and Grantham, 1992; Perrotet al., 1993! with similar thresh-
olds and no apparent difference in localization thresholds as
a function of distance from the midline over this limited
range~Musicant and Butler, 1984; Perrottet al., 1993!. The
relative localization thresholds obtained in this study for the
tonal stimuli are either in agreement~e.g., 1 kHz, Terhune,
1985! or slightly larger than those described in previous
studies~e.g., Chandler and Grantham, 1992; Molino, 1974; 4
kHz; Terhune, 1985!. Differences between these studies are
most likely due to differences in the intensity and duration of
the acoustic stimuli, the randomly interleaved trials, and po-
tentially the elimination of absolute loudness cues used in
this paradigm.

The results of this report are also consistent with those
of others using an absolute localization paradigm~Stevens
and Newman, 1936; Newton, 1983; Oldfield and Parker,
1984; Butler, 1986; Perrottet al., 1987; Wightman and
Kistler, 1989; Makous and Middlebrooks, 1990; Middle-
brooks, 1992; Butler and Musicant, 1993; Wenzelet al.,
1993; Good and Gilkey, 1996!, particularly with respect to
the 1-kHz tone being more easily localized than the 4-kHz
tones~Stevens and Newman, 1936!. In the most similar stud-
ies employing head movements to measure localization abil-
ity, subjects showed errors and standard deviations similar to
those of this study for noise stimuli~Wightman and Kistler,
1989; Makous and Middlebrooks, 1990!. In a similar study
using narrow-band stimuli~1

6 octave!, subjects showed a
greater range of estimates and less accuracy~Middlebrooks,
1992! compared to noise stimuli, similar to the results of our
subjects when comparing tonal to noise stimuli. The perfor-
mance for the 4-kHz tones was also in general agreement
with previous studies~Perrottet al., 1987! although for most
subjects the range of estimates for the 4-kHz tones was
greater than previous studies using band-passed stimuli cen-
tered at 4 kHz~Abel et al., 1978!. This discrepancy is most
likely due to the increased spectral content and longer dura-
tions of their stimuli compared to the stimuli used in this
study.

In the experiments reported here, three different acoustic
stimuli were used: noise, 1-kHz tones and 4-kHz tones. We
chose these three stimuli because the goal of the study was to
directly compare the ability to determine a change in the
location of a stimulus to the ability to determine the absolute
location of the stimulus. The subjects showed very different
localization ability for these three different acoustical
stimuli, which allowed for a comparison between these two
behavioral measures across a broad range of performances.
We obtained a good correlation between the width of the

psychometric functions measured in the relative localization
task and the standard deviations of the absolute localization
task. Most points of comparison fell near a line through the
origin with a slope of 1.0. Those points that fell significantly
off the line were due to a larger width of the psychometric
function from the relative localization task than would be
expected from the standard deviation measured in the abso-
lute localization task. This is probably due to two reasons,
the first being that our measure of relative localization ability
may have underestimated the subject’s true localization abili-
ties. This would be expected from the low false-positive
rates, which may be reflecting the subject’s bias toward more
miss responses. The second is that the relative localization
measurements were taken based on 15 trials for each stimu-
lus location, and therefore were more influenced by the nor-
mal variance in each subject’s performance. The absolute
localization measurements were based on at least 105 trials
for each speaker location for each stimulus, and were pre-
sumably less affected by this normal variance.

We considered the possibility that the subjects were able
to use nonspatial cues, such as differences in the speaker
transformation functions, to perform the relative localization
task, but feel that this is very unlikely for several reasons.
First, the thresholds we obtained were similar to those using
a single speaker, as noted above. Second, these stimuli were
based on each individual subject’s threshold for that stimulus
at that location, and all speakers were subjectively matched
in intensity by each subject before the experiments were ini-
tiated. Third, we introduced a variance in the intensity of
each stimulus, thereby making each stimulus sound slightly
differently and forcing the subject’s to concentrate on the
spatial location of the stimuli during the task. Last, the con-
trol experiments described in Figs. 4 and 5 demonstrate that
nonspatial cues provide very little information, if any, for the
subjects to perform the task. These four factors taken to-
gether indicate that the subjects were using location cues
almost exclusively in performing the relative localization
task to the tonal and noise stimuli.

One interesting finding is that there was essentially no
learning effect over the course of the experiment for either
the relative localization task or the absolute localization task.
This is a bit curious in that improvements in performance
with training is a hallmark of most psychophysical para-
digms ~see Recanzoneet al., 1992a! and can be correlated
with changes in the cortical representations of the relevant
stimulus parameters~Recanzoneet al., 1992b, c, 1993; Nudo
et al., 1996!. In the absolute localization task, subjects were
not given any feedback as to either the actual speaker loca-
tion or to the orientation of their head. It is therefore not
surprising that there was no demonstrable improvement, as
the subjects would not have any information about the nature
of their error that they could use to adjust their performance.
In the relative localization task, however, subjects were
given feedback on a trial-by-trial basis. Subjects were aware
of miss trials as the stimuli stopped being presented even
though the subject never released the lever. Subjects were
also indicated of false-positive trials by a longer delay be-
tween releasing the lever and the initiation of the next trial.
Even with this feedback, the subjects did not show any im-

1095 1095J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Recanzone et al.: Relative and absolute sound localization



provement in performance over time. In data shown for one
subject, significant improvement in performance at a mini-
mum audible angle task was demonstrated over five blocks
of 500 trials using an 8-kHz tone stimulus~Terhune, 1985!.
A likely explanation for the lack of any training effect in the
relative localization task of this study is that a different start-
ing speaker was used for each session~240 trials!, so any
perceptual gains that could have been acquired on the pre-
ceding session may not transfer across acoustic space. A
similar lack of transference after a single session where vi-
sual stimuli are presented in a different location in the visual
field have been noted in human psychophysical studies~e.g.,
Fahleet al., 1995!. It remains to be seen if continued practice
at the same locations of acoustic space would generate an
improvement in performance.

The most interesting finding of this study is the close
correspondence between the widths of the psychometric
functions in the relative localization task and the spread of
the estimates in the absolute localization task. The fact that
this correlation holds up for the three different acoustic
stimuli, and the three subjects tested, which all had idiosyn-
cratic localization ability, shows this relationship to be ro-
bust. If one assumes that the neuronal representation of these
different speaker locations is Gaussian across a population of
neurons, and that adjacent locations in space are represented
by adjacent and overlapping populations of neurons, then
signal detection theory predicts broader absolute localization
ability than minimum audible angle thresholds, but similar
widths of the two functions~Green and Swets, 1966!, and
supports the hypothesis that relative localization tasks, such
as the minimum audible angle task, are reflecting an absolute
localization strategy~Hartmann, 1989!.

The representation of acoustic space in the mammalian
brain is currently poorly understood~Middlebrooks and Pet-
tigrew, 1981; Imiget al., 1990; Rajanet al., 1990; Middle-
brookset al., 1994; Bruggeet al., 1996!. It seems clear that
the auditory cortex is necessary to localize sounds in the
contralateral hemisphere~Neff et al., 1956; Heffner and
Masterton, 1975; Heffner, 1978; Kavanagh and Kelly, 1987;
Jenkins and Merzenich, 1984; Heffner and Heffner, 1990!,
yet the spatial selectivity of single neurons are very broad,
with only a small subset of neurons with spatial selectivity
on the order of 20–40 degrees~see references cited above
and Eisenman, 1974; Bensonet al., 1981; Ahissaret al.,
1992!. The results of this study indicate that the measures of
the range of estimates in the absolute localization task are
within a factor of 2 of the most spatially selective cortical
neurons reported in the anesthetized cat and monkeys. Given
the current interest in the cortical contributions to sound lo-
calization as well as to the cortical contributions to auditory
perception in the primate in general~e.g., see Middlebrooks
et al., 1994; Clareyet al., 1995; Wanget al., 1995; Brugge
et al., 1996; Baroneet al., 1996; deCharms and Merzenich,
1996; Stricanneet al., 1996; Rauscheckeret al., 1997!, the
finding that relative localization thresholds are a poor predic-
tor of the absolute localization ability is very important. Any
studies that attempt to directly relate the responses of cortical
neurons to perception, for example by single neuron spatial
selectivity, population responses, or temporal coding

schemes, must be careful in interpreting data based only on
relative localization thresholds~i.e., minimum audible angle
measurements!.

V. SUMMARY

The experiments of this report describe the ability of
normal human listeners to localize three different acoustic
stimuli using two different behavioral paradigms. As was
expected from previous, similar studies, subjects were better
able to localize noise stimuli than tonal stimuli. This was true
whether the subjects were tested on a relative localization
task or an absolute localization task. Although it would ini-
tially appear that the ability to determine the absolute loca-
tion of an acoustic stimulus was much worse than the ability
to determine a change in the location of the same acoustic
stimulus, these two psychophysical measures were in good
agreement when the width of the psychometric function from
the relative localization task was compared to the bandwidth
of the range of estimates in the absolute localization task.
These data indicate that the sound localization ability of nor-
mal human listeners is consistent with the spatial receptive
field sizes of cortical neurons recorded in other species.
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Consonant–vowel intensity ratios for maximizing consonant
recognition by hearing-impaired listeners
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The effect of adjusting the consonant–vowel~C–V! intensity ratio on consonant recognition in 18
subjects with sensorineural hearing impairment was investigated. C–V intensity ratios in a set of 48
vowel–consonant nonsense syllables were adjusted in steps of 3–6 dB depending on the subject’s
dynamic range of hearing. An increase in consonant intensity is referred to here as consonant
enhancement~CE!. The value of CE producing the highest consonant recognition score~CRmax! is
defined as CEmax. Both CEmax and CRmax were determined for each subject for each of the 48
nonsense syllables. Consonant type was found to have a highly significant effect on CRmax, the
gain in consonant recognition, and CEmax. The effect of vowel environment was also significant,
but of much smaller magnitude. Audiogram configuration was found to have a small effect and was
only significant for CRmax. The results of the study also showed that individualized adjustment of
the C–V intensity ratio for each subject and consonant–vowel combination can produce substantial
improvements in consonant recognition. These data can be used to estimate upper bounds of
performance that, in principle, can be obtained by appropriate adjustment of the C–V intensity ratio.
© 1998 Acoustical Society of America.@S0001-4966~98!02502-8#
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INTRODUCTION

A major problem limiting the efficacy of acoustic am-
plification systems for sensorineural hearing impairments is
that the dynamic range of hearing is reduced significantly.
Unlike a conductive hearing impairment in which both the
threshold of hearing and the loudness discomfort level are
elevated by roughly equal amounts, a characteristic of sen-
sorineural impairment is that, in addition to an increase in
hearing threshold, loudness discomfort level is roughly the
same as that for normal-hearing individuals. Since the vast
majority of people who are candidates for acoustic amplifi-
cation have a sensorineural hearing loss, this problem is one
of considerable importance.

One approach to the problem is to reduce the dynamic
range of the speech signal so as to match the dynamic range
of the impaired ear. In order to do so, it is important to take
into account the temporal structure of speech. Temporal fluc-
tuations in speech level can be subdivided into two broad
categories—slow variations in level~on the order of sec-
onds! associated with changes in overall voice level, and
relatively rapid changes in level~on the order of tens of
milliseconds! associated with the differences in level among
the various sounds of speech~e.g., vowels versus conso-
nants!.

The use of compression amplification with relatively
long time constants (.0.5 s), often referred to as automatic
volume control~AVC!, has rarely been used in commercial
hearing aids. Theoretically, this type of amplification should
allow good speech intelligibility and quality for a large range
of input levels. Two recent studies have demonstrated that

this form of compression can improve both the intelligibility
~Petersonet al., 1990! and quality~Neumanet al., 1994! of
amplified speech for hearing-impaired listeners with small
dynamic ranges.

Compression amplification using relatively short time
constants~less than 150 ms! can be subdivided into two ba-
sic forms, compression limitingand syllabic compression.
Compression limiting is characterized by a high threshold of
compression and a high compression ratio; i.e., substantial
compression occurs only when the input signal is relatively
intense. This form of compression effectively protects the
listener from excessive amplification by limiting the output
of the hearing aid whenever the input exceeds a critical level
~the compression threshold!. Compression limiting produces
considerably less distortion than peak clipping and results in
better speech intelligibility for high input levels~e.g., Davis
et al., 1947!.

Syllabic compression, in contrast to compression limit-
ing, has a low compression threshold and a relatively low
compression ratio~usually on the order of 1.5:1 or 2:1!. This
type of compression is attractive from a theoretical perspec-
tive in that, in principle, weak speech sounds can be ampli-
fied well above the threshold of hearing while relatively in-
tense speech sounds are not amplified above the listeners
loudness discomfort level. In practice, however, syllabic
compression has not provided the anticipated improvements
in speech understanding~Braidaet al., 1979!.

Some success has been achieved recently using two-
channel syllabic compression. In this type of hearing aid,
separate compression amplifiers are used for low frequencies
and high frequencies. Several recent studies have demon-
strated that this type of hearing aid yields lower speech-
reception thresholds~as specified in terms of signal-to-noisea!Present address: Temple University, Philadelphia, PA 19122.
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ratio! than a linear hearing aid with appropriate frequency
shaping. In the system evaluated by Moore~1987!, for ex-
ample, improvements were on the order of a 2–3 dB increase
in speech-to-noise ratio.

In a recent review of sensory aids for hearing impair-
ment, it was noted that signal processing techniques that take
the acoustic–phonetic structure of speech into account prom-
ise to be more effective in improving intelligibility than non-
phonetically based methods of signal processing, provided
that the relevant speech features are extracted reliably~Lev-
itt, 1991!. None of the conventional forms of amplitude com-
pression is phonetically based. A form of signal processing
which is phonetically based and which holds some promise
for improving intelligibility is that of adjusting the ratio of
consonant intensity to vowel intensity~C–V intensity ratio!.
This technique is also an effective means of reducing the
dynamic range of the speech signal.

Several studies have demonstrated the relationship be-
tween C–V intensity ratio and speech intelligibility. House
et al. ~1965!, in their development of the Modified Rhyme
Test, made recordings of two talkers. Evaluations with these
recordings revealed that the test scores for the two talkers
differed significantly. The differences in test score were
found to be approximately equivalent to a 3-dB shift in
speech-to-noise ratio. An analysis of the recorded utterances
showed that, although the vowels for both speakers were
approximately equal in level, consonant levels for the less
intelligible speaker were 2–4 dB lower than those for the
more intelligible speaker~Hecker, 1974!.

In making these recordings, a Volume Unit~VU! Meter
was used to match the speech levels of the two talkers. Since
the VU meter responds primarily to the relatively powerful
low-frequency components of speech, this method of equat-
ing speech levels should result in the vowel sounds being
approximately equal in level, as was observed. The measured
levels for the consonantal sounds thus indicated that the C–V
intensity ratio was lower for the less intelligible speaker. On
the basis of these observations, House hypothesized that the
difference in intelligibility between the two speakers was a
result of the difference in C–V intensity ratio. House’s hy-
pothesis lead to a series of studies investigating the relation-
ship between C–V intensity ratio and intelligibility. Will-
iams et al. ~1966! obtained recordings of the Modified
Rhyme Test for eight talkers for whom the C–V intensity
ratio for the /s/ consonant covered a large range. Speaker
intelligibility was then measured. The data showed a signifi-
cant correlation between final /s/-vowel intensity ratio and
intelligibility. Additional consonant–vowel intensity ratios
were measured for six voiceless consonants for two highly
intelligible speakers and two less intelligible speakers. The
more intelligible speakers were found to have higher C–V
intensity ratios than the less intelligible speakers.

Similarly, Salmon~1970! recorded 20 male speakers on
Griffith’s ~1967! Simplified Diagnostic Articulation Test.
The test was administered under two conditions of distortion
and C–V intensity ratios were measured for the four most
intelligible speakers and the four least intelligible speakers.
The mean C–V intensity ratio for the most intelligible speak-

ers was just over 6 dB higher than for the least intelligible
speakers~212.5 dB vs218.9 dB!.

Picheny et al. ~1985, 1986! obtained recordings of
‘‘clear speech,’’ i.e., speech produced so as to be more in-
telligible for hearing-impaired listeners. They found an in-
crease in the C–V intensity ratio with increased intelligibil-
ity, although this was not the only factor linked to increased
intelligibility ~other factors included more precise articula-
tion and a slower rate of speech production!.

Not all studies have shown a correlation between intel-
ligibility and C–V intensity ratio in natural speech. For ex-
ample, Weiss~1968! recorded the Modified Rhyme Test us-
ing 12 different talkers. Intelligibility scores were obtained at
two signal-to-noise ratios. Average C–V intensity ratios
were determined for each speaker and each signal-to-noise
ratio. Unlike other studies of this type, the results did not
show a correlation between C–V intensity ratio and intelli-
gibility. It should be noted that C–V intensity ratios~and
concomitant test scores! were only obtained for those test
words in which the level of the consonant being tested could
be measured using a graphic level recorder; i.e., the very
weak consonants were omitted from this analysis.

All of the above studies examined the correlation be-
tween C–V intensity ratio and intelligibility in natural
speech. A series of causal studies has also been performed in
which the acoustic speech signal has been processed in order
to investigate the effects of modifying the C–V intensity
ratio on speech intelligibility.

One of the earliest studies of this type was performed by
Hecker ~1974!. Recordings of the Modified Rhyme Test
were obtained for a highly intelligible speaker and a less
intelligible speaker. The same two speakers as in the study
by Houseet al. ~1965! participated, but different recordings
were used. The recordings were then modified. The C–V
intensity ratios of the more intelligible speech were reduced
so as to equal those of the less intelligible speech, and the
C–V intensity ratios of the latter were increased to equal
those of the more intelligible speech. Intelligibility scores
were then obtained for both the modified and unmodified
recordings at two signal-to-noise ratios. The test scores for
the stimuli in which the C–V intensity ratios had been in-
creased were found to be roughly equal to those of the un-
modified, more intelligible speech. Similarly, the test scores
for the stimuli in which the C–V intensity ratios had been
reduced were roughly equal to those of the unmodified, less
intelligible speech.

Gordon-Salant~1986, 1987! investigated the effects of
modifying C–V intensity ratio and consonant duration on
consonant recognition in noise. Consonant–vowel nonsense
syllables were used at a signal-to-noise ratio of 6 dB, the
noise consisted of 12-talker babble. Consonant recognition
was measured for normal-hearing listeners at stimulus levels
of 75 dB SPL and 90 dB SPL, respectively. C–V intensity
ratios were increased by 10 dB, consonant durations were
increased by 100 percent.

The increase in C–V intensity ratio produced a signifi-
cant increase in consonant recognition~13 percentage points
on the average, for stimuli presented at 75 dB SPL and 9
percentage points, on average, for stimuli at 90 dB SPL!.
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Increasing consonant duration produced small to negligible
improvements in consonant recognition. The study was then
repeated for listeners with sensorineural hearing impairments
~Gordon-Salant, 1987!. Similar results were obtained. In this
case, the 10-dB increase in C–V intensity ratio produced
improvements of 16 percentage points for the 75 dB SPL
stimulus level and 11 percentage points for the 90 dB SPL
stimulus level, on the average. Subjects were grouped by
audiogram shape~gradually sloping and sharply sloping!.
Slightly higher improvements were obtained for subjects
with the sharply sloping audiograms. The magnitude of the
improvement also varied to some extent with vowel type,
larger improvements being obtained with the /i/ and /u/ vow-
els.

Montgomery and Edge~1988! performed a similar ex-
periment using monosyllabic words in quiet. CVC words
from the CCT lists developed by Owens and Schubert~1977!
were used. Consonant levels were increased to equal those of
the vowel; i.e., a C–V intensity ratio of 0 dB was used for
both consonants in each CVC word. Stimuli were presented
at levels of 65 dB SPL and 95 dB SPL to 20 listeners with
moderate sensorineural hearing impairments. The effect of
increasing consonant duration~by three pitch periods! was
also investigated. The results obtained at the lower stimulus
level of 65 dB SPL were similar to those of Gordon-Salant.
The increase in C–V intensity ratio produced a 10 to 11
percentage point improvement in consonant recognition
while the increase in consonant duration produced a negligi-
bly small change in performance. The results for the 95 dB
SPL stimulus level, however, showed a different pattern. The
improvement produced by increasing the C–V intensity ratio
was relatively small~roughly 2 percentage points, on the
average! while the improvement resulting from the increase
in consonant duration was approximately twice as large.

Freyman and Nerbonne~1989! adjusted consonant and
vowel levels in three different ways. Recordings were ob-
tained for ten talkers producing a set of eight nonsense syl-
lables consisting of a voiceless consonant followed by the
vowel /Ä/. In the first set of adjustments, all the vowels were
equated in level to that of the most intense vowel~of the ten
talkers! without altering the C–V intensity ratios. In the sec-
ond set of adjustments, the C–V intensity ratios were
equated to equal the largest C–V intensity ratio for that
talker. In the third set of adjustments all the consonants for
each talker were equated in level to that of the most intense
consonant~for that talker! without altering the C–V intensity
ratio. White noise was added to the processed stimuli at a
signal-to-noise ratio of 0 dB. The stimuli were presented to
normal-hearing listeners at a level of 65 dB SPL. The aver-
age consonant recognition score for condition 1~equal vowel
levels! was 51.6% increasing to 63.3% for condition 2~equal
C–V intensity ratios! and to 72.5% for condition 3~equal
consonant levels!. These data provide further evidence that
increasing the C–V intensity ratio is an important factor in
improving intelligibility. A concomitant, possibly more im-
portant factor, is that of increasing the audibility of the con-
sonantal sounds. Increasing the C–V intensity ratio will in-
crease the audibility of a weak consonant, but, as shown by
the results obtained for condition 3, even greater improve-

ments were obtained by increasing consonantal levels di-
rectly without altering the C–V intensity ratio. However, in-
creasing both the consonant and vowels levels by the same
amount would exceed the available dynamic range of many
hearing-impaired listeners.

Studies on improving consonant recognition for severely
hearing-impaired listeners by altering the intensity and dura-
tion of the consonantal sounds have also been performed by
Revoileet al. ~1986a, 1986b, 1987!. For this population, in-
creasing consonant duration had a greater effect than increas-
ing the C–V intensity ratio. Adjustment of vowel duration
also helped improve recognition of the voiced–voiceless
contrast in the following consonant. This form of processing,
however, is beyond the scope of the present paper and the
reader is referred to the sequence of papers by Revoileet al.
for further information.

The studies reviewed above provide strong evidence that
adjustment of the C–V intensity ratio can yield significant
improvements in consonant recognition for hearing-impaired
listeners in quiet, and for both normal-hearing and hearing-
impaired listeners in noise. There were, however, large dif-
ferences in the magnitude of the improvements obtained by
different researchers. Montgomery and Edge~1988!, for ex-
ample, obtained relatively small gains in consonant recogni-
tion at high signal levels, while Gordon-Salant showed only
a small reduction in the gains provided by adjustment of the
C–V intensity ratio at comparable signal levels. In view of
the conflicting results obtained with hearing-impaired sub-
jects at high signal levels it is likely that for some subjects
the increase in C–V intensity ratio may have been excessive,
at least on some consonants, while for other subjects many of
the consonants may have received insufficient gain.

The purpose of the present study was to determine the
C–V intensity ratio for maximizing consonant recognition
for speech presented at a comfortable listening level and to
investigate the factors affecting this C–V intensity ratio. Fac-
tors likely to affect this C–V intensity ratio are consonant
type, vowel environment, and audiogram configuration. In
order to reduce the problem to tractable form, nonsense syl-
lables were chosen for investigation so as to avoid the con-
founding effects of linguistic cues. Further, consonant recog-
nition is poorest for nonsense syllables having a vowel–
consonant structure and the effects of adjusting the C–V
intensity ratio should be easier to measure for stimuli of this
type. The results of this investigation should thus provide
information on the maximum improvements in consonant
recognition that can be obtained by individualized adjust-
ment of the C–V intensity ratio.

I. METHOD

A. Speech stimuli

The test stimuli for this experiment consisted of the
vowel–consonant~V–C! subtests of the CUNY Nonsense
Syllable Test~Levitt and Resnick, 1978!. Six subtests, three
unvoiced and three voiced, were used. The test syllables
within each voiceless subtest consisted of a vowel~/Ä/, /u/, or
/i/! terminated by one of seven voiceless consonants~/p/, /t/,
/k/, /f/, /b/, /s/, and /Y/!. The test syllables within each voiced
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subtest consisted of a vowel~/Ä/, /u/, or /i/! terminated by
one of nine voiced consonants~/b/, /d/, /g/, /v/, /Z/, /z/, /m/,
/G/, /n/!. Each nonsense syllable was preceded by the carrier
sentence ‘‘You will mark.....’’

The consonant and vowel portion of each V–C nonsense
syllable was segmented using the waveform editing proce-
dures described in Dubno and Levitt~1981!. An auditory
analysis was used to confirm the accuracy of the segmenta-
tion. This differentiation proved to be easily determined for
the stop consonants and fricatives. The nasal consonants,
however, showed a gradual merging with the vowel, and a
point midway between a pure vowel and a pure nasal conso-
nant was used as the point of segmentation. Note that, in all

cases, the point of segmentation was chosen to coincide with
a zero crossing so as to minimize the production of transients
when the level of the consonant is increased relative to the
vowel.

The levels of each vowel and consonant in the nonsense
syllables~prior to processing! are shown in Table I. These
levels were obtained by measuring the rms intensity of seg-
mented components of each nonsense syllable. In the case of
the stop consonants, the measured level was determined pri-
marily by the noise burst occurring upon the release from
closure. The levels in Table I are specified in dB relative to
the average rms level of the carrier phrase. As can be seen
from this table, each nonsense syllable has a different

TABLE I. Vowel level, consonant level, and C–V intensity ratios. All entires are in dB. Vowel levels and
consonant levels are specifiedre: rms level of carrier sentence. NS, VL, CL, and CV refer to nonsense syllable,
vowel level, consonant level, and C–V ratio, respectively.

Consonant
group

Voiceless consonants Voiced consonants

NS VL CL C–V NS VL CL C–V

Weak
fricatives

/Äf/ 3.0 225.7 228.7 /Äv/ 2.0 213.5 215.5
/uf/ 0.1 224.5 224.6 /uv/ 1.3 215.3 216.6
/if/ 1.6 225.7 224.1 /iv/ 0.7 211.7 212.4
/ÄY/ 2.5 224.5 227.0 /ÄZ/ 1.5 213.6 215.1
/uY/ 0.2 223.6 223.8 /uZ/ 1.8 213.2 215.0
/iY/ 23.1 223.1 220.0 /iZ/ 2.2 210.4 212.6

mean 20.2 224.5 224.7 mean 1.6 212.9 214.5

Stops

/Äp/ 3.2 223.0 226.2 /Äb/ 1.9 214.6 216.5
/up/ 2.6 225.4 228.0 /ub/ 2.0 215.4 217.4
/ip/ 20.1 223.7 223.6 /ib/ 2.3 212.1 214.4
/Ät/ 2.0 223.9 225.9 /Äd/ 2.2 212.9 215.1
/ut/ 1.0 221.2 222.2 /ud/ 3.3 212.3 215.6
/it/ 22.5 217.6 215.1 /id/ 20.7 210.3 29.6
/Äk/ 0.6 225.0 225.6 /Äg/ 2.5 212.6 215.1
/uk/ 1.1 226.0 227.1 /ug/ 2.5 213.3 215.8
/ik/ 20.6 220.1 219.5 /ig/ 1.6 210.0 211.6

mean 0.8 222.9 223.7 mean 2.0 212.6 214.6

Strong
fricatives

/Äb/ 1.1 210.4 211.5
/ub/ 21.4 213.7 212.5
/ib/ 0.6 28.9 29.5
/Äs/ 4.0 28.8 212.8 /Äz/ 0.6 210.4 211.0
/us/ 20.1 27.5 27.4 /uz/ 0.3 28.8 29.1
/is/ 22.6 24.5 21.9 /iz/ 0.9 27.4 28.8

mean 0.3 29.0 29.3 mean 0.6 29.0 29.6

Nasals

/Äm/ 24.0 28.3 24.3
/um/ 2.2 23.4 25.6
/im/ 2.4 23.3 25.7
/Än/ 0.9 25.7 26.6
/un/ 2.0 20.7 22.7
/in/ 20.2 29.1 28.9
/ÄG/ 2.7 25.4 28.1
/uG/ 3.8 20.5 24.3
/iG/ 0.7 25.4 26.1

mean 1.2 24.6 25.8

VL CL C–V

Means
voiceless 0.5 219.4 219.9
voiced 1.5 29.6 211.1

all 1.0 213.9 214.9

Means /Ä/ 1.7 214.9 216.6
by /u/ 1.4 214.1 215.5
Vowel /i/ 0.0 212.7 212.7
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consonant–vowel intensity ratio. There is also some varia-
tion in vowel level as a function of vowel type.

The primary focus of this study is the effect of increas-
ing consonant intensity~i.e., increasing the C–V intensity
ratio! on consonant recognition. The process of increasing
consonant intensity is referred to here as consonant enhance-
ment. In order to specify the amount of consonant enhance-
ment, each unprocessed nonsense syllable is defined as hav-
ing a consonant enhancement~CE! of 0 dB. An increase in
consonant intensity of X dB relative to the unprocessed con-
dition is referred to as a CE of X dB.

Nine sets of test stimuli were prepared providing CE’s
ranging from 0 dB~unprocessed! to 24 dB in steps of 3 dB.
The choice of CE’s depended on the subject’s dynamic
range, as described shortly.

B. Subjects

Three groups of six adult hearing-impaired subjects par-
ticipated. All subjects had sensorineural hearing loss with
air-bone gaps no greater than 10 dB and normal tympano-
grams. Two measures were performed to rule out retroco-
chlear pathology. Tone decay at 2000 Hz was less than 20
dB in 60 s @using the Olsen–Noffsinger~1974! technique#
and no acoustic reflex decay was observed at 500 and 1000
Hz in a 10-s period. Word recognition scores were obtained
using an Auditec recording of the NU-6 word lists presented
at MCL. All subjects scored below 80% on this test using a
50 item list.

The first group of subjects had a flat audiogram configu-
ration showing relatively little change in hearing loss~within
610 dB! over the range from 500 to 5000 Hz. The second
group of subjects~sloping audiogram configuration! had
sloping audiograms with a maximum slope no greater than
40 dB within the range 500–4000 Hz. The third group~pre-
cipitous audiogram configuration! had hearing losses that in-
creased rapidly with frequency~i.e., slopes greater than 40
dB within the 500–4000 Hz range!.

C. Instrumentation

The stimuli were stored digitally~20-kHz sampling rate,
16-bit resolution! on the hard disk of a 286-based portable
personal computer. On playback, the stimuli were converted
to analog form using a Data Translation 2801-A data acqui-
sition board and low-pass filtered with a cutoff frequency of
9500 Hz to remove any aliasing or imaging errors. The ana-
log signals were amplified by means of a power amplifier
and then sent to a TDH 39 earphone. The frequency response
of the playback system was flat with62 dB from 50 to 7500
Hz.

D. Experimental procedures

Stimuli were presented at the subjects most comfortable
level ~MCL! for the carrier sentence. MCL was determined
using the method of Dirks and Kamm~1976!. Uncomfortable
listening levels~UCL! were also obtained for each subject
using a procedure based on that of Cox~1983!. Subjects
were presented with each nonsense syllable, with the vowel
level at MCL ~as determined using the carrier sentence and

the unprocessed nonsense syllable!. The level of the conso-
nant in each nonsense syllable was then increased in steps of
3 dB to a maximum CE level of 24 dB. If a subject reported
UCL at a CE level of less than 24 dB, the maximum en-
hancement used with that subject on that consonant was lim-
ited to 3 dB below the reported UCL.

Where possible, five CE levels were used with each sub-
ject for each nonsense syllable. If a CE level of 24 dB did
not reach UCL, then the five CE levels were evenly spaced
in 6-dB steps from 0 dB to 24 dB. If, because of UCL con-
straints, the maximum allowable CE level for a given subject
on a given nonsense syllable was less than 24 dB, then a
different set of CE levels with closer spacing was used.
Three of the 18 subjects were able to tolerate CE levels of 24
dB on all consonants. Two of the subjects found CE levels of
18 dB or higher uncomfortably loud for one or more conso-
nants. Six of the subjects could not tolerate CE levels of 12
dB, four could not tolerate CE levels of 9 dB, and three
could not tolerate CE levels of 6 dB on one or more conso-
nants. The UCL’s at a CE level of 6 dB were unexpected as
the VC’s with this amount of enhancement had C–V inten-
sity ratio’s below the mean level of the carrier phrase. Sub-
jects were carefully instructed to choose UCL’s but may
have made these judgements based on sound quality rather
than loudness.

The stimuli were divided into two subsets according to
whether the consonants were voiced or voiceless. Twenty
repetitions of each V–C in each subset were randomized and
stored in computer memory. By this means it was possible to
present in random order each V–C 20 times at each conso-
nant enhancement~CE!. The two subsets of stimuli were
presented in a counterbalanced order and were administered
in two or more sessions until the entire test was completed.

On each trial, the subject was required to indicate which
consonantal sound was heard by pressing a key on an appro-
priately marked keyboard. Note that there were nine possible
response alternatives for the subtest involving voiced conso-
nants~/b/, /d/, /g/, /v/, /Z/, /z/, /m/, /G/, /n/!, and that for these
test stimuli nine keys were marked with the appropriate or-
thographic symbols. The subtests involving voiceless conso-
nants had seven possible response alternatives~/p/, /t/, /k/,
/f/, /b/, /s/, and /Y/!, and seven appropriately marked keys
were used for these stimuli.

The subjects were encouraged to proceed at their own
pace and to take a break whenever they began to feel tired.
All of the subjects responses were recorded automatically by
the computer which then sorted the responses to obtain per-
cent correct scores and confusion matrices for each subject
and experimental condition.

II. RESULTS

The data have been analyzed in three stages. In the first
stage, the test scores were analyzed for the unprocessed con-
dition only. This analysis provided a basis for comparing the
data of this study with those of earlier studies on consonant
recognition in order to establish consistency with previous
research.

In the second stage of the analysis, smooth curves were
fitted to each set of consonant enhancement data. The result-
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ing curves are referred to as Consonant Enhancement~CE!
functions. A separate CE function was fitted to the data ob-
tained for each subject for each consonant in each vowel
environment@i.e., 183(719)335864 CE functions were
obtained#.

The third stage of the analysis was concerned with the
factors affecting maximum consonant recognition. The high-
est point on each CE function was determined, the horizontal
and vertical coordinates of which were defined as CEmax
and CRmax, respectively. CEmax is the CE level~in dB! at
which maximum consonant recognition is obtained. CRmax
is the maximum consonant recognition score~in percent!.

In all three stages of the analysis, the observed propor-
tions were converted to arc sine units in order to stabilize the
error variance~Eisenhart, 1947!. The transformation used
was

Y52 arcsinAc/n,

wherec is the number of correct responses,n is the number
of trials for each experimental condition~n520 in this
study!, andY is the transformed value, in arc sine units, of
the proportionp5c/n.

A useful feature of this transformation is that the error
variance is virtually constant over almost the entire range of
Y except forY50 and Y5p ~i.e., whenp50 or 1!. The
magnitude of the error variance is approximately 1/n assum-
ing a binomial distribution for estimates ofp. The trans-
formed values ofp were used for all statistical tests. In re-
porting the data, however, the transformed values were
converted back to percentages to facilitate interpretation of
the results.

Analysis of variance techniques were used in stages 1
and 3 of the analysis. The variables for each analysis were
consonant~C!, vowel environment~V!, audiogram configu-
ration ~A!, and subjects~S!. Note that a different group of
subjects was used for each audiogram configuration, and

hence a repeated measures analysis of variance was per-
formed with subjects nested within the factor of audiogram
configuration. Separate analyses were performed for the
voiced and voiceless subtests because of the differences in
the number and types of consonants used within each subtest
~e.g., there are no voiceless cognates of the nasal conso-
nants!. One consequence of this difference is that the score
for random guessing is different for the voiced and voiceless
subtests~11.1% and 14.3%, respectively!.

The factors for each of the analyses of variance were:

Consonant~C!—7 levels for the voiceless consonants
~/p,t,k,f,b,s,Y/!, and
9 levels for voiced consonants
~/b,d,g,v,Z,z,m,G,n/!

Vowel environment~V!—3 levels~/Ä,u,i/!

Audiometric configuration~A!—3 levels ~flat, sloping, pre-
cipitous!

Subject~S!—6 subjects within each audiometric configura-
tion

A. Stage 1: baseline data

Analyses of variance were performed on the data for the
unenhanced condition. The results of these analyses for the
voiced and voiceless subtests, respectively, are shown in
Table II.

Both analyses showed significant main effects for con-
sonant~C! and vowel environment~V!, and for the conso-
nant by vowel (C3V) interaction. Histograms illustrating
these effects are shown in Fig. 1~a! and ~b!. Note that the
consonants are grouped by manner of articulation with an
additional subdivision between strong and weak fricatives.
The strong voiceless fricatives are /s/ and /b/, the strong
voiced fricative is /z/. As can be seen from Table I the aver-
age C–V intensity ratio for these fricatives is just under

TABLE II. Analyses of variance of consonant recognition scores for unenhanced speech. Note:
*** 5significant at 0.001 level,** 5significant at 0.01 level,*5significant at 0.05 level.

Source of variation

Voiced consonants Voiceless consonants

d f
Mean
Square

F
Ratio d f

Mean
Square

F
Ratio

Consonant~C! 8 7.589 4.52** 6 8.601 8.78***
residual variance 120 0.796 90 0.980

Vowels ~V! 2 8.358 23.16* 2 2.199 5.53**
residual variance 30 0.361 30 0.397

Audiogram~A! 2 3.842 0.73 2 5.803 1.16
residual variance 15 5.25 15 5.021

C3V 16 2.805 6.70** 12 1.978 5.66***
residual variance 240 0.418 180 0.349

C3A 16 0.976 1.22 16 1.695 1.73
residual variance 120 0.796 90 0.980

V3A 4 0.818 2.26 4 0.547 1.38
residual variance 30 0.361 30 0.397

C3V3A 32 0.448 1.07 24 0.231 0.35
residual variance 240 0.419 240 0.660
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29 dB. In contrast, the weak voiceless fricatives /f/ and /Y/
have an average C–V intensity ratio that is just over 15 dB
lower, at224.7 dB. The weak voiced fricatives /v/ and /Z/
also have a relatively poor C–V intensity ratio~average
value214.5 dB!. The consonant groups in Fig. 1~a! and~b!
are shown in order of decreasing average C–V intensity ra-
tio.

The data for the voiced consonants show that the stops
had the highest average score~64.4% averaged over vowel
environment, audiogram configuration, and subjects! fol-
lowed closely by the average scores for the strong fricative
~59.6%! and the nasal consonants~51.3%!. The weak frica-

tives showing the lowest average score of 29%. Of the three
vowel contexts, consonant recognition was highest for /a/
~65.8%, on average! with average scores for /u/ and /i/ being
lower at 46.8% and 45.8%, respectively.

The consonant–vowel interaction for the voiced conso-
nants is evident from Fig. 1~a!. Consonant-recognition scores
for the /Ä/ vowel context are relatively high for all the con-
sonants except for the weak fricative /Z/. In contrast, scores
for the /u/ vowel context are moderately high for only six of
the nine consonants and quite low for the remaining three
consonants~/Z/, /n/, and /Y/!. The results for the /i/ vowel
context show a similar pattern in that scores are relatively
high for five of the six consonants showing high scores for
/u/ with relatively low scores for /Z/, /n/, and /v/.

The data for the voiceless consonants@Fig. 1~b!# show a
pattern similar to that for the voiced consonants. As before,
the highest average scores were obtained for the stop conso-
nants~66.3%!, followed by the strong fricatives with an av-
erage score of 56.3%. The scores for the weak fricatives
were consistently the lowest~average score of 31.3%!. As in
the case of the voiced consonants, consonant scores were
highest for the /Ä/ vowel environment~average score 58%!.
In contrast to the voiced consonants, the average score for
the /i/ vowel environment was almost as high~54.2%!. The
average score for the /u/ vowel environment was relatively
low ~48.1%!.

The consonant–vowel interaction also showed some
similarities to that for the voiced consonants. Percent scores
for the /Ä/ vowel environment were high for all consonants
except the weak fricative /Y/. Scores for the /i/ vowel context
were also relatively high for all consonants except the weak
fricatives ~/Y/ and /f/!. In contrast, the scores for the /u/
vowel context were lower than those for /Ä/ and /i/ for all
consonants except for the weak fricatives. For the latter con-
sonants, the scores for the /u/ vowel environment were rela-
tively high in comparison with those for /i/ and /Ä/.

B. Stage 2: Derivation of CE functions

The method of orthogonal polynomials~Bennett and
Franklin, 1954! was used to find the simplest polynomial
curve that provided an adequate fit to each set of consonant
enhancement data. Initially, a horizontal line~i.e., a constant!
was fitted to the data. If the deviations from the fitted line
were statistically significant then a sloping line~i.e., a linear
polynomial! was fitted to the data. If this curve did not pro-
vide an adequate fit, then a quadratic polynomial was fitted.
If the quadratic polynomial did not provide an adequate fit, a
cubic polynomial was used, and so on using a polynomial of
higher degree at each stage until an adequate fit to the data
was obtained.

The CE functions obtained in this way were subdivided
into five categories according to their shape.

~1! Type 1 ~decreasing!. CE functions of this type show a
significant reduction in consonant recognition at all lev-
els of consonant enhancement. These curves were typi-
cally of the form shown in Fig. 2~a!.

~2! Type 2~flat!. In this category, a horizontal line provided
an adequate fit to the data, indicating that there was no

FIG. 1. Consonant recognition scores for the unenhanced condition. The
joint effects of consonant~C! and vowel environment~V! are shown. The
upper portion shows histograms of the data while the lower portion shows
the data in table form. Data for voiced and voiceless consonants are shown
separately in~a! and ~b! of the figure, respectively.
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significant change in performance with consonant en-
hancement. A common CE function of this type was that
in which a consonant recognition score of 100% was
obtained at all consonant enhancement levels, including
the unenhanced condition. See Fig. 2~b! and ~c! for ex-
amples of these CE functions.

~3! Type 3~increasing, with saturation!. CE functions of this
type show improved consonant recognition with conso-
nant enhancement, reaching a plateau~typically at a
score of 100%! well below the highest CE level used. A
typical CE function of this type is shown in Fig. 2~d!.

~4! Type 4 ~increasing, peaked!. This type of CE function
shows improved performance with increasing consonant
enhancement until a maximum is reached, after which
any further increase in consonant enhancement produces
a reduction in test score. A typical CE function of this
type is shown in Fig. 2~e!. The fitted curves were invari-
ably polynomials of degree 2~quadratic! or higher.

~5! Type 5 ~increasing, no saturation!. In CE functions of
this type, consonant recognition increases monotonically
with increasing consonant enhancement and without evi-
dence of saturation. The most common CE function of
this type is that in which the percent score increases
linearly with CE level. A less common, but more dra-
matic, increase, in performance is that in which the rate
of improvement also increases with increasing CE level.
An example of the former CE function is shown in Fig.
2~f!.

It was of interest to examine whether the frequency of
occurrence of the different CE functions was related to the
experimental variables being investigated. A four-way con-
tingency table was thus formed for the factors:

Shape of CE function~CE!: 5 types as defined above

Consonant group~CG!: Stops, strong fricatives, weak frica-
tives, nasals

Vowel environment~V!: /Ä, u, i/

Audiogram configuration~A!: Flat, sloping, precipitous

A log-linear analysis~Bishopet al., 1975! was performed in
order to find the simplest model that provided a statistically
adequate fit to the data. As before, separate analyses were
performed for the voiced and voiceless consonants. In both
cases the simplest model was of the form (CE3CG). Note
that the main effects of V and A were found to be insignifi-
cant. The CE3CG contingency table, summed over V and
A, is thus the simplest, statistically adequate model of the
four-way contingency table. The CE3CG contingency table
for both voiced and voiceless consonants is shown in Table
III.

C. Stage 3: Analysis of CRmax, CEmax and the
Improvement in Consonant Recognition at CEmax.

CRmax and CEmax were determined for each CE func-
tion. Analyses of variance were then performed on CRmax,
CEmax and on the measured improvement in consonant rec-
ognition at CEmax.

FIG. 2. Types of consonant enhancement~CE! functions. Type 1~decreasing! CE function is shown in~a!. Type 2~flat! CE function is shown in~b!. Type
2 ~flat, perfect scores! CE function is shown in~c!. Type 3~increasing, with saturation! CE function is shown in~d!. Type 4~increasing, peak! CE function
is shown in~e!. Type 5~increasing, no saturation! CE function is shown in~f!.
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Table IV shows the results of the analyses of variance
for CRmax. As for the unenhanced case, separate analyses
were performed for the voiced and voiceless consonants. The
main effects consonant~C! and vowel environment~V! were
found to be statistically significant for both voiced and voice-
less consonants. Audiogram configuration~A! was signifi-
cant for the voiceless consonants. In addition, the A3C and
C3V interactions were significant for both sets of data.
There was also some evidence of an A3V interaction for the
voiced consonants, but since this effect was small with a
borderline level of significance (p,0.05), it is not described
in detail.

Figure 3~a! and ~b! shows the relative magnitude of the
consonant and vowel environment effects and of the C3V
interaction. The mean consonant effect shows consistently
high CRmax scores (.78%) for the stops and strong frica-
tives ~both voiced and voiceless! with lower scores for /m/

and /G/ ~72.0% and 61.0% on average, respectively!. The
mean score for /n/ was relatively low~47.0%! because of the
very low scores obtained in the /u/ and /i/ vowel environ-
ments. The average values of CRmax for these two vowel
environments~26.8% and 29.3%, respectively! were only a
little higher than those for the unenhanced condition~20.6%
and 16.0%, respectively!. The mean scores for the weak fri-
catives showed a pattern similar to those for the unenhanced
condition. Low mean scores were obtained for both /Z/ and
/Y/ ~17.0% and 36.1%, respectively! with moderately good
mean scores for /v/ and /f/~67.7% and 70.4%, respectively!.

The mean scores for the three vowel environments
showed a pattern similar to that for the unenhanced condition
for the voiced consonants, but not for the voiceless conso-
nants. The mean value of CRmax for the voiced consonants
was highest~73.4%! for the /Ä/ vowel environment, with the
mean scores for /u/ and /i/ being approximately equal at a

TABLE III. Frequency of occurrence of CE function types by consonant group. Each entry in the table is the
frequency of occurrence~in percent! for each type of CE function within each consonant group.

Type of CF function

Consonant Flat Increasing, Increasing, Increasing,
group Decreasing 100% 100% saturated peaked no saturation Sum

Voiceless

Strong fricatives 2.8 14.8 25.9 20.4 25.9 10.2 100
Stops 5.6 13.6 29.6 7.4 28.4 15.4 100
Weak fricatives 7.4 35.2 1.0 7.4 25.9 23.1 100
Mean 5.3 21.2 18.8 11.7 26.8 16.2 100

Voiced

Nasals 21.0 39.5 7.4 2.5 17.9 11.7 100
Strong fricatives 3.7 18.5 35.2 11.1 24.1 7.4 100
Stops 5.5 26.5 16.7 13.0 24.1 14.2 100
Weak fricatives 9.2 50.0 3.7 5.6 20.4 11.1 100
Mean 9.9 33.6 15.7 8.1 21.6 11.1 100

TABLE IV. Analyses of variance for CRmax. Note:*** 5significant at 0.001 level,** 5significant at 0.01
level, *5significant at 0.05 level.

Source of variation

Voiced consonants Voiceless consonants

d f
Mean
square

F
ratio d f

Mean
square

F
ratio

Consonant~C! 8 24.739 29.95** 6 20.168 29.2***
residual variance 120 0.826 90 0.689

Vowels ~V! 2 3.809 16.42* 2 1.524 6.52**
residual variance 30 0.232 30 0.233

Audiogram~A! 2 12.484 6.81 2 16.121 4.13*
residual variance 15 5.304 15 3.907

C3V 16 2.806 2.17** 12 1.411 5.25***
residual variance 240 0.412 180 0.268

C3A 16 1.828 2.21*** 12 2.196 3.18***
residual variance 120 0.826 90 0.689

V3A 4 0.472 2.029 4 0.566 2.42
residual variance 30 0.232 30 0.233

C3V3A 32 0.434 1.05 24 0.412 1.53
residual variance 240 0.413 180 0.268
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lower value~62.6% and 63.8%, respectively!. The ranking of
these mean scores was the same as that for the unenhanced
condition. The mean scores for the voiceless consonants,
however, showed a very different pattern. The mean value of
CRmax for the /u/ vowel environment was higher than that
for either /Ä/ or /i/, whereas in the unenhanced condition the
mean score for /u/ was the lowest of the three vowel envi-
ronments.

The C3V interaction showed a pattern similar to that for
the unenhanced condition in that the mean value of CRmax
for the /Ä/ vowel environment was high~relative to the mean
scores for /u/ and /i/! for all consonants except the weak

fricatives /Z/ and /Y/. For these two consonants, the mean
value of CRmax for /Ä/ was the lowest of the three vowel
environments.

CRmax also showed a significant main effect for audio-
gram configuration with the voiceless consonants and a sig-
nificant interaction between consonant and audiogram con-
figuration for both the voiced and voiceless consonants.
These effects are illustrated in Fig. 4~a! and ~b!. The mean
values of CRmax averaged over all consonants were rela-
tively high for both the flat and sloping audiogram configu-
rations~77.3% and 76.5%, respectively!. The corresponding
mean score for the precipitous audiogram configuration was
significantly lower at 58.3%.

FIG. 3. Maximum consonant recognition scores~CRmax!, C3V interaction.
The joint effects of consonant~C! and vowel environment~V! are shown.
The upper portion shows histograms of the data while the lower portion
shows the data in table form. Data for voiced and voiceless consonants are
shown separately in~a! and ~b! of the figure, respectively.

FIG. 4. Maximum consonant recognition scores~CRmax!, A3C interaction.
The joint effects of audiogram configuration~A! and consonant~C! are
shown. The upper portion shows histograms of the data while the lower
portion shows the data in table form. Data for voiced and voiceless conso-
nants are shown separately in~a! and ~b! of the figure, respectively.
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The improvement in consonant recognition in going
from the unenhanced condition (CE level50 dB) to CRmax
has been analyzed in terms of the difference between the
transformed values of these two scores. Since a difference in
transformed scores cannot be converted back to percentages
without additional information~see Sec. III!, the improve-
ment in consonant recognition is specified in arc sine units.

Table V shows the results of the analyses of variance for
the improvement in consonant recognition. As in the previ-
ous analyses, the main effects of consonant~C! and vowel
enhancement~V! and the C–V interaction were statistically
significant for both the voiced and voiceless consonants. In
addition, the C3A interaction was found to be significant for
the voiced consonants.

The consonant and vowel environment effects are illus-
trated in Fig. 5~a! and ~b!. The largest improvements, on
average, were shown by the strong fricatives followed by the
stop consonants. The nasal consonants showed relatively
small improvements with a mixed result for the weak conso-
nants, the improvements for /f/ and /v/ being substantially
higher than those for /Y/ and /Z/. Improvements as a function
of vowel environment were largest for /u/~particularly for
the voiceless consonants! and smallest, on the average, for
the /Ä/ vowel environment.

A relatively large C–V interaction was observed for the
voiced consonants. Six of the nine voiced consonants
showed the largest improvement in the /i/ vowel environ-
ment~/m, n,G, g, Z, v/!, while the improvements obtained in
the /u/ vowel environment were largest for only two conso-
nants, /b/ and /d/. The magnitude of these improvements was
relatively large, however, resulting in an average improve-
ment for the /u/ vowel environment that was essentially
equal to the average improvement observed for the /i/ vowel
environment~0.459 compared to 0.460 arc sine units!. For
the voiceless consonants, the improvement observed in the
/u/ vowel environment was consistently larger for all conso-

nants compared to that obtained for each of the other two
vowel environments. The significant C–V interaction for the
voiceless consonants resulted primarily from the differences
in the improvements obtained in the /Ä/ and /i/ vowel envi-
ronments. For example, improvements in the /Ä/ vowel envi-

TABLE V. Analyses of variance for CRmax: Consonant recognition score for the unehanced condition. Note:
*** 5significant at 0.001 level,** 5significant at 0.01 level,*5significant at 0.05 level.

Source of variation

Voiced consonants Voiceless consonants

d f
Mean
square

F
ratio d f

Mean
square

F
ratio

Consonant~C! 8 3.008 5.62** 6 4.451 5.18***
residual variance 120 0.534 90 0.859

Vowels ~V! 2 1.337 4.08* 2 8.096 18.0***
residual variance 30 0.327 30 0.449

Audiogram~A! 2 2.288 2.66 2 3.872 1.42
residual variance 15 0.860 15 2.734

C3V 16 0.395 2.17** 12 0.798 3.10**
residual variance 240 0.181 180 0.257

C3A 16 1.506 2.82*** 12 1.240 1.44
residual variance 120 0.534 90 0.859

V3A 4 0.331 1.01 4 0.531 1.18
residual variance 30 0.327 30 0.449

C3V3A 32 0.227 1.25 24 0.233 0.91
residual variance 240 0.182 180 0.257

FIG. 5. Improvement in consonant recognition score at CEmax, C3V in-
teraction. The joint effects of consonant~C! and vowel environment~V! are
shown. The left vertical axis shows CRmax consonant recognition score for
the unenhanced condition, in arc sine units while the right verticle axis
shows CRmax in percentage units. Data for voiced and voiceless consonants
are shown separately in~a! and ~b! of the figure, respectively.
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ronment were larger than those in the /i/ environment for /b/
and /p/, whereas the opposite result was obtained for /s/, /f/,
/k/, and /Y/.

The effects of audiogram configuration and consonant
on the improvements in consonant recognition are shown in

Fig. 6~a! and~b!. The improvements, on average, were larg-
est for the flat audiogram configuration on the voiced conso-
nants and for the sloping audiogram configuration on the
voiceless consonants. The precipitous audiogram configura-
tion showed the smallest average improvements for both the
voiced and voiceless consonants. The C3A interaction was
significant for the voiced consonants only and was a result of
the very large improvement shown on the strong fricative /z/.
For all other consonants, the improvement for the sloping
audiogram configuration was less than that for the flat audio-
gram configuration.

Table VI shows the results of the analyses of variance
for CEmax. The voiced consonants showed substantially
more significant effects than the voiceless consonants. For
the voiced consonants, the main effects of consonant~C! and
vowel environment~V! were significant as well as the C3A
and V3A interactions. For the voiceless consonants, only
the consonant~C! effect and the C3V interaction were sig-
nificant.

Figure 7~a! and ~b! shows the effects of consonant~C!
and vowel environment~V! on CEmax. The largest values of
CEmax were obtained for the voiceless stops /t/ and /k/~14.4
and 12.6 dB on average, respectively!. The next largest val-
ues of CEmax were obtained for the strong fricatives, rang-
ing from 12.6 dB for /s/ to 14.3 dB for /b/, respectively. The
remaining stop consonants~/p/ and the three voiced stops!
had values of CEmax ranging from an average of 11.5 dB for
/s/ to 12.6 dB for /b/, respectively. The remaining stop con-
sonants~/p/ and the three voiced stops! had values of CEmax
ranging from 8.1 dB on average to 13.1 dB on average.
These overlapped with the values of CEmax for the weak
fricatives /v/ and /f/~9.5 and 12.9 dB on average, respec-
tively.! Low values of CEmax were obtained for the two
weak fricatives~8.8 and 5.3 dB for /Z/ and /Y/ on average,
respectively!. The lowest values of CEmax were obtained for
the nasal consonants~CEmax ranging from an average of 4.5

FIG. 6. Improvement in consonant recognition score at CEmax, A3C in-
teraction. The joint effects of audiogram configuration~A! and consonant
~C! are shown. The vertical axis shows CRmax consonant recognition score
for the unenhanced condition, in arc sine units while the right verticle axis
shows CRmax in percentage units. Data for voiced and voiceless consonants
are shown separately in~a! and ~b! of the figure, respectively.

TABLE VI. Analyses of variance for CEmax. Note:*** 5significant at 0.001 level,** 5significant at 0.01
level, *5significant at 0.05 level.

Source of variation

Voiced consonants Voiceless consonants

d f
Mean
square

F
ratio d f

Mean
square

F
ratio

Consonant~C! 8 366.9 6.99*** 6 514.0 7.76***
residual variance 120 52.5 90 66.2

Vowels ~V! 2 191.6 3.96** 2 377.6 7.53**
residual variance 30 48.4 30 50.1

Audiogram~A! 2 158.3 1.25 2 272.1 1.49
residual variance 15 126.9 15 182.3

C3V 16 63.7 2.01 12 57.8 1.88*
residual variance 240 31.7 180 30.8

C3A 16 125.6 2.39** 12 28.2 0.43
residual variance 120 52.5 90 66.2

V3A 4 44.6 0.92 4 29.7 0.59
residual variance 30 48.4 30 50.1

C3V3A 32 52.2 1.65* 24 47.5 1.54
residual variance 240 31.7 180 30.8
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to 6.1 dB!. The average value of CEmax for the voiced con-
sonants was 8.3 dB as compared to 10.7 dB for the voiceless
consonants.

The variation of CEmax with vowel environment was
significant for both the voiced and voiceless consonants. The
range of variation was greater for the voiceless consonants
on average, ranging from 9.5 dB with /i/ to 12.7 dB with /u/.
For the voiced consonants, the average value of CEmax
ranged from 7.3 dB for /Ä/ to 9.5 dB for /i/. The C3V inter-
action interaction was significant for both the voiced and
voiceless consonants. For the voiced consonants, CEmax
was virtually the same for most of the consonants, the ex-
ceptions being the stops /b/ and /d/ which showed increases
with /u/ and /i/ and the nasals which showed increases for /i/.
The CEmax values were essentially the same for each of the
voiceless consonants, except /k/ and /Y/ where there is a
substantial increase in CEmax for the /u/ vowel.

The only significant effect involving audiogram configu-
ration ~A! was the C3A interaction for the voiced conso-
nants which is illustrated in Fig. 8~a!. In this case, CEmax
was relatively large for the flat audiogram configuration for
the stop consonants and for /v/. In contrast, CEmax for this
audiogram configuration was relatively small~in comparison
with CEmax for the sloping and precipitous audiogram con-
figurations! for the nasals and the strong fricative /z/.

III. DISCUSSION

The first stage of the analysis was concerned with the
unenhanced condition. The data for this condition not only
serve as a baseline for measuring improvements in consonant
recognition, but also allowed for comparisons with the pre-
vious studies using the same test stimuli.

The most direct comparison is with the data obtained by
Margulies~1980!. She used the same nonsense syllables for
the voiceless consonants and a smaller set of nonsense syl-
lables for the voiced consonants in which only the /Ä/ vowel
environment was used. Her hearing-impaired subjects in-
cluded three groups of subjects with sensorineural hearing
losses having flat, moderately sloping, and steeply sloping
audiometric configurations, respectively. The results ob-
tained in the present study for the unenhanced condition
were reasonably consistent with those obtained by Margulies
for her unprocessed condition. Both studies showed the same
pattern of results for consonant, vowel environment, and au-
diogram configuration. One area of difference between the
two studies related to the scores obtained for the voiceless
fricatives in the /Ä/ and /u/ vowel environments. The data
obtained by Margulies showed higher scores for the weak
voiceless fricatives in the /u/ vowel context and lower scores
for /s/ in the /Ä/ vowel environment.

A second detailed comparison can be made with data
obtained by Dunn~1993!. This study used the same subtests

FIG. 7. Consonant enhancement level corresponding to CRmax, C3V in-
teraction. The joint effects of consonant~C! and vowel environment~V! on
CEmax are shown. Data for voiced and voiceless consonants are shown
separately in~a! and ~b! of the figure, respectively.

FIG. 8. Consonant enhancement level corresponding to CRmax, A3C in-
teraction. The joint effects of audiogram configuration~A! and consonant
~C! on CEmax are shown. Data for voiced and voiceless consonants are
shown separately in~a! and ~b! of the figure, respectively.
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of the CUNY Nonsense Syllable Test as in the present in-
vestigation. The subjects in Dunn’s study were also diag-
nosed as having hearing impairment of sensorineural origin
but were not grouped according to audiogram configuration.
His subjects typically had moderately sloping audiograms.
The selection criterion for Dunn’s subjects was that they ex-
hibit rollover in their Performance-Intensity~PI! function for
moderate amounts of background noise~S/N510 dB for caf-
eteria noise!. Three presentation levels were used, at 5 dB
below the subject’s loudness discomfort level, at the presen-
tation level corresponding to the peak of the PI function, and
a third level 5–10 dB below the peak of the PI function. This
lowest presentation level corresponded roughly to the pre-
sentation level used in the present study and the data ob-
tained at this level were used for the comparison.

The data of the Dunn study showed a high degree of
consistency with those of the present study. For the four
conditions in which a difference was observed with the Mar-
gulies study, the data of the Dunn study compared favorably
with the data of the present study. Differences with the Dunn
study that were observed related to the average scores for the
voiceless stops and fricatives. The Dunn data showed lower
average scores for the voiceless stops and slightly higher
average scores for the voiceless fricatives compared to those
of the present study.

Apart from the above mentioned differences, which
were not substantial considering the many sources of vari-
ability involved, the three sets of data showed an acceptably
high level of consistency. The baseline data obtained in this
study were thus considered to be reasonably reliable.

The second stage of the analysis was concerned with the
shapes of the fitted CE functions. The results obtained pro-
vided several very useful insights with respect to the poten-
tial of C–V intensity ratio adjustment for improving conso-
nant recognition. Of the five types of CE function identified,
only the type 1~decreasing! functions show a decrement in
performance. This type of CE function was found to occur
relatively infrequently. Roughly 1 in 20 of the voiceless con-
sonants exhibited a PE function of this type. These occurred
mostly with the weak fricatives and may have been a result
of the increased frequency of /f/–/Y/ confusions for some of
the enhancement conditions. A similar result was also ob-
served for the weak voiced fricatives /v/ and /Z/.

The nasal consonants benefitted least from adjustment to
the C–V intensity ratio. For these consonants, the type 1 PE
functions occurred most frequently~roughly 1 in 5 nasal con-
sonants exhibited a PE function of this type!. Nasal conso-
nants already have a relatively high C–V intensity ratio and
additional amplification of these consonants may be exces-
sive in many cases. Bear in mind that all three nasal conso-
nants have a similar acoustic structure and place-of-
articulation errors are quite common in the perception of
nasal consonants.

The type 2~flat! CE function was found to be the most
common of all. Just over 45% of the PE functions were of
this type. Approximately one third of these flat PE functions
showed perfect scores~100%! for all levels of consonant
enhancement, including the no enhancement condition.
These CE functions indicate that the listener is able to rec-

ognize the consonant reliably and that there is no need for
consonant enhancement, although no harm is being done by
increasing the C–V intensity ratio~at least to consonant in-
telligibility, but not necessarily with respect to overall sound
quality!.

It is possible that consonants exhibiting a flat CE func-
tion might benefit from consonant enhancement for speech at
a lower presentation level. The presentation level used in this
investigation placed the powerful speech components~the
vowels! at the listener’s most comfortable listening level. At
this level many of the stronger consonants are both audible
and intelligible in quiet. This would not be the case for
speech reaching the listener at a relatively low level.

All of the remaining CE functions~types 3, 4, and 5!
show significant improvements in consonant recognition
with an increase in CE level. Well over 50% of the CE
functions for the voiceless consonants and just over 40% of
the PE functions for voiced consonants were of these types.

The type 3~increasing, with saturation! CE function is
attractive from a signal-processing point of view. This CE
function not only reaches a score of 100%, but the consonant
enhancement needed for CRmax covers a range of CE levels.
As a consequence, the exact value of CE that is used is not
critical, provided it lies within the saturated range. The
strong voiceless fricatives showed the highest percentage of
type 3 CE functions. These fricatives are also relatively easy
to identify from an acoustic analysis of the speech signal.

The type 4~increasing, peaked! CE function is not as
useful from a signal processing perspective in that precise
adjustment of the CE level is needed in order to maximize
consonant recognition. For CE functions of this type, an in-
crease in CE level will improve consonant recognition, but if
the increase is too large, a decrement in performance will be
obtained. It is significant to note that almost a quarter of the
CE functions were of this type. These curves were also dis-
tributed roughly equally among all consonant types~except
for the nasals which showed a slightly lower but not insub-
stantial percentage of type 4 CE functions!.

The relatively high frequency of type 4 CE functions
may help explain why Montgomery and Edge~1988! ob-
tained a reduction in intelligibility at a high presentation
level ~95 dB SPL!. It is likely that at this high level, many of
the consonants have been amplified beyond the peak of a
type 4 CE function, resulting in a consequent reduction in
intelligibility.

The type 5~increasing, no saturation! CE functions were
the most intriguing in that they indicate the possibility of
even greater improvements in consonant recognition had
higher CE levels been used. Not surprisingly, most of these
CE functions were obtained with the less powerful conso-
nants, such as the weak voiceless fricatives and the stop con-
sonants. It should be noted that for the stop consonants, the
release burst~which is relatively low in level! was amplified.

The frequency of occurrence of the different CE func-
tions ~Table III! indicates that for slightly under half of the
nonsense syllables considered in this study, adjustment of the
C–V intensity ratio had little or no effect on consonant rec-
ognition, as indicated by the high incidence of type 2 CE
functions. In addition, for 5%–10% of the nonsense syl-
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lables, any adjustment of the C–V intensity ratio produced a
decrement in performance~the type 1 CE function!.

On the positive side, approximately half of the CE func-
tions were types 3, 4, or 5, indicating that significant im-
provements in consonant recognition can be obtained if the
enhancement is applied appropriately. Of the CE functions
showing a significant increase in consonant recognition, at
least half require careful adjustment of the CE level~type 4
CE functions!. On the other hand, the remaining CE func-
tions either do not require sensitive adjustment, either be-
cause the CE function saturates at a score of 100% over a
range of levels~type 3 CE functions! or because a fixed
enhancement at the maximum CE level used in the study will
produce a significant improvement in consonant recognition
~type 5 CE function!. In many cases, the maximum CE level
was determined by the listener’s dynamic range of hearing.
In other cases, it is likely that even greater improvements in
consonant recognition could have been obtained had a larger
CE level been used.

The third stage of the analysis was concerned with CR-
max, CEmax, and the improvement in consonant recogni-
tion. The factors affecting CRmax, in order of their relative
magnitude, were consonant~C!, vowel environment~V!, and
audiogram configuration~A!. The last factor was only sig-
nificant for the voiceless consonants and had a relatively
small effect, as shown in Fig. 4~a! and ~b!. In contrast, the
consonant~C! effect was substantial, scores close to 100%
being obtained for the strong fricatives and stop consonants
while average scores for the weak fricatives /-/ and /Z/ were
under 30%. The effect of vowel environment was much
smaller although significantly greater than that for audiogram
configuration, as shown in Fig. 3~a! and~b!. The magnitudes
of these effects need to be known if theoretical models ac-
counting for the observed effects are to be developed.

Of particular interest in this investigation was the mag-
nitude of the improvement in consonant recognition at CE-
max. This improvement is specified in arc sine units since it
involves the difference between two percentages,~CRmax
minus the consonant recognition score for the unenhanced
condition!. As noted earlier, the arc sine transformation was
used in order to avoid the problems associated with nonho-
mogeneity of the error variance when dealing with data in
the form of proportions or percentages. This transformation
also improves the likelihood that the factors affecting data of
this type will be additive and interpretable in a rational way
~Studebaker, 1985!.

The largest gains in consonant recognition were ob-
tained with the voiceless stops and the strong voiceless fri-
catives. The magnitude of these improvements~averaged
over vowel environment, audiogram configuration, and sub-
jects! ranged from 0.34 arc sine units~for /p/! to 0.95 arc sine
units ~for /b/!. The largest improvement for the voiced con-
sonants was also obtained with a strong fricative, 0.72 arc
sine units for /z/. The smallest improvements were obtained
with the weak fricatives /Z/ and /Y/ and the nasal consonants.
The magnitude of these improvements ranged from 0.05 arc
sine units~for /Z/! to 0.13 arc sine units~for /Y/!. The aver-
age improvement for all of the consonants considered in this
study was 0.48 arc sine units.

In order to obtain some appreciation of what these im-
provements mean in terms of percentages, it should be noted
that an improvement of 0.95 arc sine units~as obtained for
/b/! corresponds to a gain of 45.8 percentage point for test
scores in the vicinity of 50%~i.e., in going from 27.1% to
72.9%!. For test scores in the vicinity of 10%, this improve-
ment corresponds to a gain of 18.6 percentage point~in go-
ing from 0.7% to 28.1%!. For small changes in arc sine units
~e.g., 60.1 arc sine units! the ratio between the change in
percent score in the vicinity of 50% and the change in per-
cent score in the vicinity of 10% is approximately 1.6.

The large improvements in consonant recognition ob-
tained with the strong fricatives was surprising in view of the
fact that these consonants, prior to processing, are already
fairly powerful. Similarly, the relatively small improvements
exhibited by the weak voiceless fricatives was unexpected
since these sounds have very poor C–V intensity ratios~on
the order of225 dB! and are often not audible to hearing-
impaired listeners without some form of compression ampli-
fication.

A possible explanation for the poor performance exhib-
ited by the weak fricatives~with or without consonant en-
hancement! is that these sounds are often confused with each
other ~i.e., /f/ with /Y/ and /v/ with /Z/!, thereby resulting in
low scores in terms of percent correct. It should also be noted
that most of the subjects exhibited a bias towards the /f/ or
/v/ response in that scores for these consonants were rela-
tively high in comparison with the scores for /Y/ and /Z/,
respectively. The relatively high score for /f/ and /v/ should
be interpreted with caution because of this bias. A possible
approach to this problem is to use average scores for each
member of these two fricative pairs. With this change in
scoring procedure, the increase in consonant recognition at
CEmax for the weak fricatives is similar to the other conso-
nant types.

A factor to be considered in future experiments on C–V
intensity ratio adjustment for continuous speech is the extent
to which predictable consonant substitutions~as opposed to
random substitutions! contribute or detract from overall in-
telligibility. For example, the reduction in uncertainty in go-
ing from not knowing what consonant was produced to a
choice between two similar sounding alternatives~e.g., /f/ or
/Y/! may be helpful to overall intelligibility, although this
effect is not taken into account using traditional methods of
scoring.

The improvements in consonant recognition obtained in
this study are substantial in comparison with those obtained
previously for hearing-impaired listeners. The average im-
provement reported by Montgomery and Edge~1978! for a
presentation level of 65 dB SPL was 10.5 percentage points
from an initial score of 42.7% for the unprocessed condition.
This improvement corresponds to a gain of 0.21 arc sine
units, which is about one-third of the improvement obtained
in the present study averaged over all consonants. Similarly,
the average improvement obtained by Gordon-Salant~1987!
at a comparable signal level~75 dB SPL! was 0.33 arc sine
units, which was larger than that obtained by Montgomery
and Edge, but substantially less than that obtained in the
present study. Bear in mind that Gordon-Salant used back-
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ground noise and that her results, although useful, are not
directly comparable to those of the present study.

The relatively large improvements in consonant recog-
nition obtained in the present study are a result of the indi-
vidualized adjustments made for each subject for each
consonant–vowel combination. It is unlikely that such pre-
cise, individualized adjustment of the C–V intensity ratio
could be obtained in a practical hearing aid, but it is useful to
know that substantial improvements in consonant recogni-
tion can be achieved with appropriate adjustment of the C–V
intensity ratio.

A particularly valuable aspect of the data reported here
is that it provides an estimate of the upper bound of perfor-
mance that could, in principle, be obtained by adjustment of
the C–V intensity ratio; i.e., by means of uniform gain ap-
plied to the consonant without additional processing or fre-
quency shaping. If, for example, the upper bound on the
improvement in consonant recognition with C–V intensity
ratio adjustment is small, then there would be little practical
value in attempting to develop signal-processing techniques
for the practical implementation of C–V intensity ratio ad-
justment in hearing aids. Fortunately, this does not appear to
be the case.

The data summarized in Figs. 3–6 should be viewed as
providing a conservative estimate of the upper bounds of
performance for several reasons. First, approximately 15% of
the CE functions were of the ‘‘increasing, no saturation’’
type, indicating that further improvements in consonant rec-
ognition might have been obtained had higher CE levels
been used, particularly with the weaker consonants.

Second, many of the subjects had relatively good scores
for the unenhanced condition, hence the high proportion of
type 2~flat! CE functions showing scores of 100% at all CE
levels. Examination of the data indicates that if subjects with
relatively good consonant recognition scores for the unproc-
essed condition were excluded~e.g., subjects with scores in
excess of 90% for the unenhanced condition! then the aver-
age improvement in consonant recognition is increased by at
least 10%.

Third, the change in gain at the start of a consonant was
relatively rapid producing an audible transient distortion for
many of the higher CE levels. It is likely that more gradual
gain changes matched to the acoustic structure of each con-
sonant would provide significant improvements in overall
sound quality as well as possibly further improvements in
consonant recognition. This refinement, however, was be-
yond the scope of the present study and represents an area
worthy of further investigation.

The average values obtained for CEmax are of great
practical interest since they can be used as guidelines in de-
veloping practical signal-processing strategies for C–V in-
tensity ratio adjustment. It is significant to note that, with the
exception of the weak fricatives, the average value of CEmax
did not vary substantially within consonant classes, although
there was a significant variation as a function of audiogram
configuration and, to a lesser extent, vowel environment. The
magnitude of these variations are shown in Figs. 7 and 8.

The values obtained for CEmax, as illustrated in these
diagrams, suggest that a practical, approximate method of

adjusting the C–V intensity ratio would be to use the average
values of CEmax obtained for the different consonant classes
and vowel environments~as estimated from an analysis of
the acoustic speech signal! and then to make subsequent ad-
justments when fitting the hearing aid depending on the sub-
ject’s audiogram configuration and tolerance levels. An im-
portant caveat at this stage is to bear in mind that all data in
this investigation relate to nonsense syllables and not to con-
tinuous speech. Experimental investigations are still needed
to determine the improvements in speech understanding that
can be achieved with individualized adjustment of C–V in-
tensity ratios in continuous speech.

It is interesting to note that for certain consonant classes,
the value of CEmax raised the consonant level above that of
the vowel. For example, the average C–V intensity ratio for
/b/ in the unprocessed condition is211.1 dB, whereas the
average value of CEmax for this consonant is 14.3 dB. Thus
on average, the level of /b/ was raised above the level of the
vowel by 3.2 dB. Taking individual differences into account,
there were many instances in which the level of /b/ was sub-
stantially higher than that of the vowel. For example, CEmax
for subject 2 of the flat audiogram group was 21.6 dB for /ib/.
The unprocessed C–V intensity ratio for this nonsense syl-
lable ~see Table I! was29.5 dB. This subject thus obtained
a maximum recognition score for /b/ in the /i/ vowel environ-
ment at a C–V intensity ratio of112.1 dB. Even greater
C–V intensity ratios were obtained for those cases in which
the subject exhibited a type 5~increasing, no saturation! CE
function. The latter situation occurred fairly frequently with
/s/ ~11 of the 18 subjects exhibited a type 5 CE function for
this consonant!.

Conventional methods of compression amplification can
be quite effective in improving the C–V intensity ratio of
weak consonants. However, increasing consonant levels
above that of neighboring vowels requires a different form of
compression amplification. In this respect, phonetically
based compression amplification, such as that implicit in the
adjustment of C–V intensity ratios, represents a fundamen-
tally different form of compression amplification. The evi-
dence presented in this paper indicates that this approach to
compression amplification~e.g., approximating CEmax in a
practical system! is worthy of further investigation.
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Facet surfaces of the cricoarytenoid joints from two cadaver larynges were digitized. The data were
used to compute the optimal axis of rotation for each of the joints in the sense that the computed axis
minimized the variance of the joint gap over the full range of joint motion. The optimal axis
corresponded to a rocking motion of the arytenoid on the corresponding cricoid. This motion was
consistent with experimental data from digitized recordings of vocal fold movement. Using the rigid
laryngoscopic view, a similarity in vocal process movement, over the range in motion, between the
rocking axis and the vertical axis described in the literature was found, resolving the controversy
between two conflicting views of motion of the vocal processes. ©1998 Acoustical Society of
America.@S0001-4966~98!04902-9#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

The functions of the human larynx, respiration, voicing,
and protection of the airway require precise control of glottal
opening and closing. Control of the glottal opening is con-
strained principally by the properties of the cricoarytenoid
joints. The goal of this research was to develop a simple yet
realistic three-dimensional biomechanical model to describe
the motion of the cricoarytenoid joint quantitatively.

Considerable effort by many investigators have ad-
dressed the biomechanics of the cricoarytenoid joint~Fink,
1975!. However, some question remains as to how the joint
works because it is difficult to obtain precise three-
dimensional motion data from an intact larynx. Joint motion
has been interpreted using the different experimental modali-
ties of endoscopy, joint anatomy, joint facet structure,in vivo
tomography, and analysis of movement imposed on cadav-
eric tissue.

Laryngeal movements are most commonly viewed from
an endoscope situated within the posterior pharynx. From
this superior vantage point, the laryngeal cartilages are com-
pletely enveloped by tissues. The low contrast of the visible
surfaces produces a perception of the motion as mostly two
dimensional. From this perspective, the vocal processes are
seen to rotate about an axis through the line-of-sight of the
endoscope. This axis has been described as a ‘‘vertical’’ axis
~Gray, 1980!.

Qualitative anatomical studies have suggested that the
dominant motions of the arytenoid cartilages are a rocking
motion about and sliding along the longitudinal axis of the
cricoid facet~von Leden and Moore, 1961; Maue and Dick-
son, 1971; Fink and Demarest, 1978!. Sonesson~1959! de-
scribed the cricoarytenoid joint as a cylinder joint with its

long axis coincident with the longitudinal axis of the cricoid
facet. He suggested that the arytenoid rocks around this axis,
with a very limited sliding motion along this axis. Von Le-
den and Moore~1961! described the cricoarytenoid joint as a
shallow ball and socket joint with two principal types of
motion: an inward and outward rocking, and a lateral and
medial sliding. They also suggested that a very limited rotary
motion might be possible.

The properties of the cricoarytenoid~CA! joint have also
been inferred from the arrangement of the collagen fibers on
the articular surfaces of the cricoarytenoid joint~Kahane and
Kahn, 1986!. The collagen fibers on the articular surface of
the arytenoid cartilages were orientated orthogonal to the
collagen fibers on the articular surface of the cricoid carti-
lage. The authors concluded that the orientation of the col-
lagen fibers supported a ‘‘rocking’’ axis because the orienta-
tion of the collagen fibers reinforces the articular surfaces
along the path of CA joint motion associated with ‘‘rock-
ing.’’

Ardran and Kemp~1966! presented tomographic obser-
vations in living subjects demonstrating that the arytenoid
cartilage rocked on the cricoid facet during movements of
the vocal folds. Although these authors measured the CA
joint in vivo the data were not quantified and could not be
used for biomechanical modeling.

Several studies have examined the motion of the CA
joint from cadaveric tissue. Frable~1961! photographed a
cadaveric larynx stripped of muscle. The movements of the
arytenoid were produced by pulling on strings attached to the
cartilage. A mirror was placed in the field of view of the
camera to determine the three-dimensional motion. Although
an equation was provided to describe the plane of rotation
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for the CA joint, a definition of the coordinate system by
which the parameters of the equation could be interpreted
was not provided.

Sellars and Keen~1978! dissected the joints of 45 laryn-
ges and found 3 types of movement of the arytenoid carti-
lages during adduction: inward rocking, sliding up the slope
of the cricoid facet, and twisting to bring the vocal processes
together. Sellars and Vaughan~1983! then collected three-
dimensional arytenoid movement data from dissected laryn-
ges and calculated the principle axes of motion for rocking,
sliding, and twisting. The motion of the CA joint was pro-
duced by moving a forceps attached to the arytenoid carti-
lage. The removal of the intrinsic musculature, leaving only
the ligaments and joint capsule, and the unquantified applied
forces render their results difficult to use for biomechanical
modeling.

Neumanet al. ~1994! calculated the helical axis of rota-
tion from successive 3D CT images of a cadaveric larynx.
Vocal fold adduction was achieved by placing a suture at the
muscular process of cadaveric larynges and applying tension
to it. Because the direction and magnitude of the applied
forces were not quantified, and the movements were not veri-
fied by in vivo motion data, their application for model de-
velopment is limited.

This paper presents a different approach to quantifying
the motion at the cricoarytenoid joint—a quantitative ana-
tomical approach. The dimensions of the joint facets have
been reported. Frable~1961! and Maue and Dickson~1971!
measured the width and length of the joint facets for both the
cricoid facet and the arytenoid facet. Sellars and Keen~1978!
measured the dimensions of the cricoid facet, which included
the length, breadth at three different points, and arc length at
three different points. Neither of these studies provided the
necessary data on the articular surfaces, however, for devel-
oping a biomechanical model.

The purpose of this study was~1! to measure points on
the surfaces of the cricoarytenoid joint facets,~2! to identify
the anatomically optimal axes of arytenoid rotation, and~3!
to compare vocal process trajectories produced by the result-
ant axes with observed kinematic data.

A coordinate system, determined quantitatively from the
anatomy of the cricoid cartilage, was used to specify the
parameters of the CA joint. The data explain the apparent
dichotomy of the joint axis rotating about a ‘‘vertical’’ axis
versus ‘‘rocking’’ about an oblique axis. Anatomical studies
have claimed to reject the theory that the cricoid rotated
about a vertical axis because the cricoarytenoid joint facet is
roughly ellipsoidal, and the long axis of the ellipse is not
vertical ~Sawashima, 1974!. Rotation about a vertical axis
would therefore sublux the joint. The results of this study
demonstrate a congruence between the rotation and rocking
axis if one assumes that the ‘‘vertical’’ axis is actually an
axis along the line of sight of an endoscope.

I. MEASUREMENT AND RECONSTRUCTION OF THE
CARTILAGES AND JOINTS

A. Methods

1. MRI scanning protocol

Larynges were excised from two male~67 and 70 years
old! fresh frozen cadavers. The specimens were fixed in 5%
formalin, secured rigidly, and oriented axially inside acrylic
cylinders. Each of these cylinders was inserted into a 2.5-in.
~63.5-mm!-i.d. search coil and scanned with a 2.0-Tesla
Omega Scanner~GE-NMR Instruments, Freemont, Califor-
nia! using a TR of 200 and a TE of 6.7. A 3-D Fourier
transform acquisition was used to produce isotropic resolu-
tion. One larynx~M1! was scanned at a voxel resolution of
(2563256) pixels for 128 slices over a field of view of
(90390345 mm) yielding cubic voxels with 0.35-mm
sides. The other larynx~M2! was scanned at a voxel resolu-
tion of (1283128) pixels for 256 slices over a field of view
of (553553110) yielding cubic voxels with 0.43-mm sides.

2. Segmentation of scanned cartilages

The voxels comprising each cartilage were segmented
from the MRI volume manually using VoxelView–ULTRA
~Vital Images, Inc., Fairfield, Iowa!. An enveloping polygo-
nal surface for each cartilage was implemented~Edelsbrun-
ner and Mucke, 1994!.

The orientation of the larynx was specified in a coordi-
nate system attached to the cricoid cartilage~Fig. 1!. We
have adapted Broad’s~1968b! definition of a coordinate sys-
tem for the larynx in order to quantify the axes with respect
to our anatomical data. The (x2y) plane was defined by the
sagittal plane of symmetry. The (x2z) plane was defined
parallel to the plane where the airway luminal opening was
maximum through the cricoid cartilage. We have chosen not
to define this plane relative to a line through the cricothyroid
joints as in Broad~1968b! because the joint is not well-
defined in the MRI images. Both the (x2y) and (x2z)
planes were determined using an optimization algorithm de-
veloped for this purpose. The origin of the coordinate system
was placed at the center of the airway opening in thex2z

FIG. 1. A reconstructed 3-D model of the cricoid cartilage~M1! displaying
the coordinate system defined by the plane of symmetry through the cricoid
cartilage.
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plane at the level of the most superior point on the cricoid
cartilage. Thex axis was directed anteriorly, they axis was
directed rostrally, and thez axis was directed to the right. In
Sec. III this coordinate system becomes more similar to
Broad’s~1968b! when it is rotated so that the (x2z) plane is
perpendicular to the line-of-sight of the camera in order to
compare the model predictions to laryngoscopic data. Be-
cause the line-of-sight is determined subjectively~Broad,
1968b! we first defined a coordinate system based exclu-
sively on quantitative anatomical data.

3. Joint surface measurement

The larynges were removed from the cylinders and dis-
sected. All contiguous soft tissue was removed. The cri-
coarytenoid joint facets from both sets of cartilages were
then digitized with a milling machine@ACER ULTIMA-
3VK Vertical Turret Milling Machine with ACU-RITE Mill-
Mate (x2y) axis digital readout#. Note that the (x2y2z)
coordinate system of the milling machine is not the same as
the (x2y2z) coordinate system for the larynx. This differ-
ence in coordinate systems is accommodated during the fit-
ting of the joint surface to the MRI segmented surface. The
resolution of the mill table is 0.025 mm in each direction.
The repeatability with which the mill table could be returned
to a given position was 0.005 mm in each of the horizontal
directions and 0.02 mm in the vertical direction.

The cartilage was mounted on an aluminum cylinder,
clamped in the dividing head mounted on the mill table, with
the facet exposed to an indicator~Stimulator, John O. Butler
Company! inserted into the mill’s tool chuck. The cartilage
was held in place by inserting two pins into it. The diameter
of the pins was negligible compared to the size of the carti-
lage. The pins did not pass through the joint facets to prevent
damage to the joint surface. The 3-D coordinates of the con-
tact point were determined by moving the mill’s table so that
the indicator’s tip was in contact with the joint facet. Thex
and y axes corresponded to the horizontal directions of the
mill table and thez axis was the vertical direction. Data were
collected with respect to a (y2z) grid. The indicator made
contact with the cartilage along thex axis because the repeat-
ability of the mill in the horizontal directions was better than
in the vertical direction. The dividing head was used to rotate
the cartilage whenever necessary to allow the indicator to
contact the cartilage. On each facet, 150–250 points were
measured. The points were not evenly spaced; the distance
between them varied from 0.127 mm to 0.381 mm. Fewer
points were measured in the areas of least curvature.

The accuracy of the procedure depended on identifying
the contact point between the tip of the indicator and the
cartilage surface. Several steps were taken to minimize the
human error. First, the visibility of the contact area was im-
proved by using high intensity lighting and positioning the
cartilage at the best viewing angle by using the dividing head
to allow rotation. Second, each point was measured several
times to make certain the readings were repeated within
0.075 mm. Third, the experiment was performed by two
people. The first one operated the milling machine and de-
termined the contact. The second person recorded the data

after a contact was declared. The second person also deter-
mined whether a measurement should be repeated or whether
a smaller step size should be taken.

To estimate the error, 16 randomly selected points on
the joint surfaces~6 on the cricoid facet, 10 on the arytenoid
facet! were measured 10 times. For each point, two out of
three coordinates of the mill table were fixed, the table was
moved along the third direction~x axis! until the tip of the
indicator touched the cartilage surface, then the reading of
this x value was recorded.

4. Reconstruction of the joint surface

A 3-D triangular mesh was generated by connecting the
joint surface data points~Fig. 2!. The surface normal vector
~a unit vector perpendicular to the surface! at each vertex of
the triangular mesh was calculated by averaging all the nor-
mal vectors of the surface triangles sharing the same vertex.

5. Alignment of digitized surface with cartilage
images

To orient the joint surfaces with the reconstructed im-
ages from the MRI scan, landmark points on the surface of
the cartilage were digitized along with the joint surfaces.
Landmark points were measured on the posterior-superior
surface of the cricoid cartilage, on the anterior-superior sur-
face of the cartilage and on each lateral side~Fig. 3!. On the
arytenoid, two landmark points were measured, one at the tip
of the apex and the other at the tip of the muscular process.

The facet pictures were aligned with the reconstructed
cartilage image manually using an interactive graphics pro-
gram. The landmark points had been marked on the cartilage
before digitizing the joint surface, but could not be marked
on the cartilage reconstructed from the MRI scan. Because
there was no absolute reference between the two data sets,
the ‘‘fit’’ between them was an approximation. The position
of the joint surface picture~as constructed from the digitized
joints! was adjusted manually until all the landmark points
were judged to be at homologous locations on the cartilage
~Fig. 3!.

FIG. 2. A. The reconstructed cricoid joint facet~M1-RHS!; B. the recon-
structed cricoarytenoid joint facets~M1-RHS!; C. the arytenoid joint facet
~M1-RHS!.
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B. Results

Figure 2 reveals the curved shape of the two surfaces.
Looking directly along the long axis of the surfaces the two
surfaces appear to be small arcs of concentric ellipses but it
is not possible to measure accurately if they are concentric
circles. It is necessary to have an arc length greater than 90
degrees in order to fit a circle accurately. However, this im-
age, and that of the other three joints, lends credence to the
approximation of the cricoarytenoid joint as concentric
circles even if the small arc length precludes mathematical
verification.

Measurement errors in the digitization procedure came
from two sources:~1! equipment error~the resolution of the
milling machine!, and ~2! human error when judging the
contact between the indicator and the cartilage surface. The
machine’s backlash was eliminated automatically by using a
digital readout. The resolution of the mill was 0.025 mm
~approximately 10% of the mean distance between two
points!.

The results of the repeated measures of selected points
described in Sec. I A 3 are presented in Table I. The mean
absolute difference and the standard deviations were calcu-
lated using all the data for the right facets~Wall, 1986!. The

average length of the cricoid joint surfaces was 6.2 mm, and
the width was 4.1 mm, similar to those reported by Frable
~1961! and Mori et al. ~1990!, and which implied that the
errors were less than 1% of the facet dimension. The worst
case error was within 2%.

The measurement of the cricoid facet was more accurate
than that of the arytenoid facet because the joint surface of
the cricoid cartilage is convex, making it easier to identify
contact.

II. DETERMINATION OF OPTIMAL JOINT AXES

A. Rationale

From the close apposition and conformity in shape of
the cricoid and arytenoid articular facets, we assumed that
the alignment of the facets throughout the range of joint
motion determined the joint properties~Fig. 2!. As a first
approximation, the arytenoid rotates about an axis that could
be determined quantitatively as an optimal axis defined with
respect to the relative apposition of the joint surfaces during
movement. The measure of the performance of a joint was
defined as the variation in distance between the joint surfaces
over the range of joint motion. This criterion was established
on the basis that joints generally dissipate less energy and
cause less stress on the facets while operating if the joint gap
is a more uniform surface~Armstrong-Helouvryet al., 1994;
Hamrick, 1986!. Even variations in the joint gap that are too
small to cause jamming will, nonetheless, waste energy by
squeezing lubricant into or out of the gap or by distorting the
joint.

B. Methods

1. Axis description

Each joint axis of rotation was represented by a straight
line in 3-D space that was defined by the intersection of two
planes~Fig. 4!. Any line which did not lie in a plane parallel
to thex2z plane could be defined uniquely by the intersec-
tion of these two planes using four parameters
(kx ,dx ,kz ,dz):

x5kxy1dx ,
z5kzy1dz ,

2`,kx ,dx,`,
2`,kz ,dz,`. ~1!

The orientation or slope of the planes is determined by
parameterskx andkz . Parametersdx anddz determines the
intersection of the planes with they axis. Assuming that the
axis did not lie in thex2z plane simplified the description of
the axis. This assumption is clearly satisfied for the axes
proposed in the literature but it can readily be determined if

FIG. 3. The reconstructed model of the cricoid and one arytenoid cartilage
displaying the landmark points used to align the articular facets.

TABLE I. Measurement differences of the digitization procedure for joint M1-RHS.

Joint surface

Number of
distinct data

points measured

Number of
measurements

per point
Mean absolute

difference~mm! s.d. ~mm!

Range of
differences

~mm!

Cricoid 6 10 0.014 0.020 20.038 to 0.064
Arytenoid 10 10 0.027 0.036 20.094 to 0.084
Combined 16 10 0.022 0.031 20.094 to 0.084

1118 1118J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Selbie et al.: Geometry of the cricoarytenoid joint



the algorithm was converging to a solution parallel to thex
2z plane.

2. Cost function for the optimization

In order to calculate an optimal axis it was necessary to
define a precise scalar measure of the uniformity of the joint
gap.

The cricoid facet consisted ofNc discrete vertices. For
each arytenoid position, the joint gap to the cricoid was mea-
sured as the length along the normal vector (r ki) to the cri-
coid facet~positive if outward and negative if inward! to the
intersection with a polygon of the arytenoid facet. If no in-
tersection occurred, then no value was given for the joint gap
at that vertex and position. The total number of cricoid ver-
tex normals that intersected the arytenoid facet for one pos-
ture wasNk :

average joint gap: r̄ 5
1

N (
k50

K

(
i 50

Nk

r ki ; ~2!

number of measurements:N5 (
k50

K

Nk . ~3!

The joint gap at each cricoid data point was determined
for a range of motion of the arytenoid, from an angleu0 to
uk , about a given joint axis of rotation. This angular range
was discretized intoK11 values, withuk5u01kDu, k
50,1,...,K. In each case, one of theuk’s was the original
alignment of the facets. Each value ofk determined one po-
sition of the arytenoid. The joint gap (r ki) was determined
for each of theNk cricoid vertices at each of thek11
arytenoid angles.

The optimal joint axis of rotation was the one that mini-
mized the variance in the joint gap~F! and penalized for
joint surface intersections (F̂), throughout the range of mo-
tion of the joint:

Variance: F5F~kx ,dx ,kz ,dz!

5
1

N21 (
k50

K

(
i 50

Nk

~r ki2 r̄ !2. ~4!

Anatomical feasibility required that the joint would not
dislocate and the cartilages would not jam when the
arytenoid rotated around this axis within the normal range of
motion. By minimizing the variance~F!, a joint axis could
be determined which produced the most uniform gap while
the arytenoid rotated through its range of motion. This would
not guarantee, however, that there was no interdigitation be-
tween the two surfaces. To penalize for interdigitation, the
cost function (F̂) included the penalty for intersection:

cost function: F̂5F̂~kx ,dx ,kz ,dz!

5
1

N21 (
k50

K

(
i 50

Nk

~ r̂ ki2 r̄ !2, ~5!

where

r̂ ki5r ki if r>0,

r̂ ki5100r ki if r<0.

The range of motion was determined from the overlap of
the facts. The extreme postures in the range of motion were
set at 33% of the arytenoid polygons being intersected by
normals from the cricoid facet. This range was likely an
overestimate of the physiological range of motion~Frable,
1961! but the larger range of motion was determined to be
better for mathematical convergence of the algorithm.

3. Computer algorithm for solving the optimization
problem

The optimal solution was calculated using a nonlinear
simplex method~Presset al., 1988!. The computations re-
quired the range of positions of the joint surfaces and initial
parameter values for the axis parameters (kx ,dx ,kz ,dz). The
range of movement of the arytenoid facet with respect to the
cricoid facet varied with the axis of rotation. For example,
the more distant the axis from the joint, the smaller the range
in angle for a given range of relative movement. Through
trial and error the numberK was kept about the same number
of steps.

The cost function (F̂) was constructed from the mea-
sured data, i.e., no smoothing of any kind was performed on
the data. The characteristics of the cost function (F̂) near the
solutions were also studied by plotting (F̂) versus a series of
values for each of the parameters~Fig. 5A! and by plotting
(F̂) versus a series of values for pairs of parameters~Fig.
5B!. The lack of smoothness results in local minima. To
eliminate anomalous solutions due to the lack of smoothness
or to inherent noise in the data which sometimes caused the
algorithm to identify convergence erroneously, all solutions
were restarted after perturbing the parameters randomly. This
process was repeated until there was no change in the opti-
mal solution for three successive optimizations. A thorough
search for locally optimal solutions that were not anomalous
was conducted for joint M1 by choosing a variety of initial
parameter guesses. Figure 5B displays a narrow flat valley
near the minimum values. It was conjectured that varying
four parameters simultaneously would reveal a similarly flat
range of values near the minimum which resulted in the slow
convergence we observed.

FIG. 4. The axis of rotation~P! of the cricoarytenoid joint is represented as
a line defined by the intersection of two planes.
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4. Sensitivity to alignment

Identifying the orientation of the joint facets from the
MRI images was limited by the segmentation of the MRI
images~in particular distinguishing the facet vertices from
the synovial space! and by the spatial resolution of the MRI
images ~M150.35 mm and M250.43 mm! producing
‘‘fuzzy’’ boundaries. This was further complicated because
the distance between the cricoid and the arytenoid surfaces
was likely to be on the order of one voxel. A systematic test
of the sensitivity of the optimal solution to the alignment of
the joint facets was conducted by selecting a range of param-
eter values around the alignment selected visually.

The sensitivity of the analysis to the alignment of the
joint facets with the MRI images was tested using a coordi-
nate system derived from the locally optimal solutions al-
ready discovered~Fig. 6!. The u axis is defined as an axis
which modifies the joint gap~described precisely in a later
section!. Thev axis is defined by the direction of the rocking

axis ~as calculated!. The w axis is defined by the other two
axes:

ŵ5û3 v̂. ~6!

5. Joint gap

To test different joint gaps, an optimization process was
designed to reduce the gap while maintaining the variance of
the gap. The criterion was defined to locate the direction
vector such that moving the facets closer along this direction
maximally reduced the calculated gap with minimal changes
in variance.

The unit direction vectorû can be defined by two pa-
rameters (a,b):

ux5a, uy5b, uz5A12~a21b2!. ~7!

When moving a point (x0 ,y0 ,z0) along the directionû
by amountDd the resulting new position of the point is given
by

FIG. 5. A. The cost (F̂) versus each of the four parameters that define the joint. Note that a minimum is evident in each case but that several local minima
exit; B. two views~top and oblique! of the cost (F̂) versus two parameters~kx andkz!. Note the narrow flattened valley in which the optimum solution lies.
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x15x01uxDd ,

y15y01uyDd , ~8!

z15z01uzDd .

A cost function different from that used above (F̂) was
necessary because this was a different criterion. The optimal
axis minimizes the cost functionC:

C5C~a,b!5
1

N21 (
i 50

Nk

~r i2 r̄ !21100.0~Dd2 r̄ !2

1max~0,a21b221!2. ~9!

The objective was to minimize the variance of the joint gap
after moving the arytenoid cartilage and to also minimize the
difference between the distance moved and the change in the
average joint gap.C was minimized using a nonlinear sim-
plex method~Presset al., 1988!.

C. Results

The four joints have been classified as M1-RHS~carti-
lage male 1: right-hand side!, M1-LHS ~cartilage male 1:
left-hand side!, M2-RHS ~cartilage male 2: right-hand side!,
and M2-LHS~cartilage male 2: left-hand side!.

1. Locally optimal solutions

As a guide for selecting an appropriate joint gap for
comparing the four sets of data, we checked the standard
recommendation for the clearance limit in mechanical bear-
ings. The clearance limits for loose-running fits between
plain cylindrical parts recommended by the ANSI B4.1-1967
~R1979! standard is between 0.1 and 0.4 mm~Baldo, 1987!.
Because the cricoarytenoid joint surfaces do not fit as well as
those in a mechanical bearing~see Fig. 2! the minimum gap
tested was different for each cartilage. For this study we have
selected a joint gap of 0.40 mm; near the high end of the
range defined as a mechanical bearing gap~0.1–0.4 mm!.
We tested gaps within the ANSI standard and attempted in
all joints to reduce the gap to a minimum.

The first series of tests for locally optimal solutions used
the joint gap obtained from the alignment procedure. After
several tests using a variety of initial guesses, the number of

locally optimal solutions was reduced to five for M1-RHS,
four for M2-RHS, and three for M1-LHS and M2-LHS~Fig.
7!. The solution with the lowest performance criterion was
consistent with the ‘‘rocking’’ axis described in the literature
~Table II!. Two axes were perpendicular to the rocking axis
and located laterally~to right and left! and parallel to the axis
used for reducing the joint gap. Two axes were parallel to
each other,~one above and one below the joint! and perpen-
dicular to the other three axes. The solutions other than the
rocking axis could be viewed locally as a ‘‘sliding’’ move-
ment of the joint.

For the sensitivity test we have focused on the joint
M1-RHS as an example. The next several sections present
the results only for this joint.

2. Range of motion

Several ranges of motion were tested. The first was an
overestimate of the range based on 33% of the arytenoid
polygons being intersected by cricoid normals. It was ob-
served that the greater the range of motion, the better the
optimization algorithm worked. The calculation was repeated
for a different range of motion to see if the solution was
sensitive to the range of motion. Note that the range of mo-
tion was different for the different locally optimal solutions.
Table III~a! demonstrates that the optimal solution for the
three axes common to all joints was not affected substan-
tially by changing the range of motion. The solution corre-

FIG. 6. Local reference frame (u,v,w) for the arytenoid facet relative to the
cricoid facet. Note thatV is the optimal axis and corresponds with rocking.

FIG. 7. The five locally optimal solutions for joint M1-RHS. Note that the
rocking axis passes through the cricoid cartilage below the joint facet. The
other four axes do not pass near the joint and within the vicinity of the joint,
over a small range of motion, are all interpreted as manifestations of the
‘‘sliding’’ axis.
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sponding to a horizontal axis about the joint was dramati-
cally altered by reducing the range of motion and no solution
could be found for the horizontal axis below the joint.

3. Joint gap

The optimal axis parameters were consistent across joint
gaps for which there was no intersection for all parameter
values for four of the locally optimal solutions@Table III~b!#.
The values for the optimal axis of rotation were consistent
across joint gaps provided the gap was not small enough to
result in intersections between the surfaces. The minimum
joint gap identified for any optimal axis gave an indication of
the amount the gap can be closed before intersections occur.
If the gap was set close to this minimum value the optimal
axis changed@Table III~b!#. For a gap of 0.2 mm the optimal
solution had the joint surface intersecting. This solution was
quite different from the others. If the range of motion was
decreased a solution consistent with the other gap was cal-
culated.

The optimization criterion (F̂) was consistent between
gaps ~mean55.7531023 mm2, s.d.50.15! but increased
with decreasing gap. The average distance over the range of
motion was close to the average distance defined by the
single posture used for closing the gap. With decreases in
joint gap, there were commensurate decreases in the calcu-
lated average distance between the two surfaces.

4. Sliding

This translation had no effect on the ‘‘sliding’’ solutions
except to modify the start and end angles for the calculation

@Table III~c!#. For the ‘‘rocking’’ axis the cost function was
increased substantially but the parameter values changed
only modestly.

5. Perpendicular to ‘‘sliding’’ and ‘‘rocking’’

Moving along an axis perpendicular to the sliding axis
had only a modest effect~Fig. 3D!. However, at the point at
which the two surfaces intersected the solution did not con-
verge.

6. Rotating the facets about the gap axis

The rotation of the facets about the gap axis had a dra-
matic effect@Table III~e!#. For a perturbation of20.2 and
0.5 rad there was a substantial change in the solution.

7. Rotating the facets about the perpendicular axis

Perturbing the facets about the perpendicular axis had a
dramatic effect on the solutions@Table III~f!#.

D. Discussion

It was conjectured that the properties of the cri-
coarytenoid joint were constrained by the static geometry of
the articular facets. It was possible to identify three locally
optimal axes for all four joints. One of these axes corre-
sponded to the ‘‘rocking’’ axis defined in the literature. The
other two solutions were all interpreted as describing the
‘‘sliding’’ axis defined in the literature. The results listed in
Table II corresponded to feasible rotation axes of the
arytenoids in terms of the joint articular surfaces.

No assumptions were made about the shape of the joint
facets, because rotation about a single axis requires only that

TABLE II. Locally optimal solutions for all joints. Joint M1 had five locally optimal axes on the right side
~rocking axis, vertical axis on the right side, vertical axis on the left side, horizontal axis above and horizontal
axis below; see Fig. 7! and three locally optimal axes on the left side. Joint M2 had four locally optimal axes
on the right side and three locally optimal axes on the left side. For all joints a gap of 0.4 mm was used.

dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

M1-RHS
rock 215.55 0.62 21.25 21.23 5.66 0.40 0.16
right 220.35 25.07 0.08 0.95 7.08 0.40 0.16
left 16.70 220.11 0.45 0.51 7.61 0.40 0.17
above 36.69 242.22 20.96 2.17 8.44 0.41 0.18
below 18.14 2188.51 3.01 220.02 58.62 0.30 20.43

M1-LHS
rock 214.72 23.14 21.13 0.64 16.48 0.40 0.03
right 21.96 21.53 20.03 21.16 33.13 0.41 0.00
left 225.34 233.93 0.60 20.27 21.92 0.39 0.00

M2-RHS
rock 213.40 4.86 20.70 20.51 11.43 0.40 0.12
right 227.72 32.65 20.70 2.07 12.26 0.40 0.14
left 15.82 226.43 0.89 20.05 13.55 0.40 0.11
above 22.78 230.50 0.06 1.18 11.45 0.54 0.26

M2-LHS
rock 214.72 27.39 21.20 0.29 12.85 0.41 0.10
right 25.36 24.73 0.48 20.33 15.56 0.39 0.01
left 220.56 229.75 21.02 22.83 14.87 0.41 0.07
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TABLE III. Results from joint M1-RHS demonstrating the changes in the optimal solution caused by perturbing either the range of motion or the alignment
of the joint facets.

~a! Range of motion is defined by the range of anglesu0 to uk .

M1-RHS dx dz kx kz u0 uk

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

rocking 215.55 0.62 21.25 21.23 280 50 5.66 0.40 0.16
rocking 215.61 0.41 21.25 21.26 240 25 5.72 0.40 0.16
rocking 216.17 20.63 21.34 21.44 220 15 6.27 0.35 0.11

right 220.35 25.07 0.08 0.95 214 15 7.08 0.40 0.16
right 221.24 26.25 0.13 0.90 26 7 7.08 0.46 0.22

left 16.70 220.11 0.45 0.51 210 10 7.61 0.40 0.17
left 16.75 220.22 0.45 0.50 26 7 7.54 0.45 0.22
left 16.37 219.77 0.46 0.49 26 7 7.61 0.40 0.17

above 36.69 242.22 20.96 2.17 210 10 8.44 0.41 0.18
above 20.43 223.68 20.13 1.21 26 7 7.83 0.41 0.20

~b! Modifying the joint gap.

M1-RHS Gap dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

rocking
0.45 215.36 0.79 21.22 21.22 5.55 0.45 0.21
0.4 215.55 0.62 21.25 21.23 5.66 0.40 0.16
0.35 215.41 0.72 21.20 21.19 5.77 0.35 0.11
0.3 215.46 0.60 21.21 21.21 5.88 0.30 0.05
0.25 215.57 0.48 21.23 21.22 5.91 0.25 0.01
0.2 215.73 20.53 21.21 21.36 7.83 0.21 20.83

mean 215.51 0.45 21.22 21.24 6.10
s.d. 0.13 0.49 0.02 0.06 0.86

Right
0.45 221.54 26.53 0.07 0.97 6.92 0.45 0.21
0.4 220.35 25.07 0.08 0.95 7.08 0.40 0.16
0.35 221.41 26.23 0.09 0.93 7.09 0.35 0.11
0.3 221.39 26.13 0.11 0.91 7.06 0.30 0.06
0.25 222.92 27.25 0.15 0.87 6.70 0.25 0.03
0.2 221.81 25.77 0.29 0.70 6.96 0.21 0.00

mean 221.57 26.16 0.13 0.89 6.97
s.d. 0.83 0.73 0.08 0.10 0.15

Left
0.45 16.80 220.35 0.45 0.51 7.54 0.45 0.23
0.4 16.70 220.11 0.45 0.51 7.61 0.40 0.17
0.35 16.89 220.00 0.39 0.58 7.55 0.35 0.12
0.3 16.74 219.97 0.40 0.57 7.39 0.30 0.07
0.25 17.33 221.10 0.35 0.63 7.43 0.25 0.03
0.2 19.24 223.27 0.06 1.00 7.86 0.20 0.00

mean 17.28 220.80 0.35 0.63 7.56
s.d. 0.98 1.28 0.15 0.19 0.17

Above
0.45 29.47 234.53 20.64 1.81 8.27 0.46 0.24
0.4 36.69 242.22 20.96 2.17 8.44 0.41 0.18
0.35 38.94 244.77 21.08 2.31 8.46 0.36 0.13
0.3 31.63 236.22 20.74 1.91 8.21 0.31 0.08
0.25 24.67 229.67 20.20 1.30 7.70 0.25 0.02
0.2 41.43 246.98 21.11 2.33 8.30 0.21 0.00

mean 33.81 239.06 20.79 1.97 8.23
s.d. 6.32 6.67 0.34 0.39 0.27

~c! Perturbing the joint facets along a ‘‘sliding’’ axis~rocking!.

M1-RHS
Perturbation

~radians! dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

rocking 0.00 215.55 0.62 21.25 21.23 5.66 0.40 0.16
rocking 0.50 216.30 20.01 21.46 21.52 17.57 0.33 20.14
rocking 20.50 216.48 21.03 21.33 21.34 14.52 0.58 0.30
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the facets be matching surfaces of revolution. The algorithm
required only the location of the polygons comprising each
of the joint facets. Minimizing the variance in the gap
seemed a sensible choice. It was assumed that the joint dis-
played properties that approximated an ideal joint. In choos-
ing a representative model the first test calculated the fit of
the anatomical data to those of an ideal joint~identified as
having zero variation in the joint gap!. If the rotation axis
was constrained by the geometry, it would be unlikely that
the dynamics would alter it substantially.

Rolling joints, such as the human knee or a tire on a
road, are exceptions to this uniform gap condition but they
do not have fixed axes of rotation. In this investigation, we
assumed that the rolling action of the cricoarytenoid is neg-
ligible because the facets fit tightly together.

The characteristics of the cost function (F̂) near the
solutions were also studied by plotting the 3-D surfaces and
the 2-D contours obtained by varying two of the four param-
eters at a time. For example, Fig. 5A shows that the optimum
value of each parameter was well-defined when the other
three parameters were held constant, but that the minimum
was more pronounced for some parameters than for others.
Varying two parameters revealed a narrow flat valley near
the optimal solution demonstrating why the algorithm ob-
served a slow convergence.

Smoothing the joint surfaces prior to optimization could
eliminate the local minimum points introduced by the lack of

smoothness of the cost function. This would have improved
the speed of the optimization algorithm. However, because it
was thought better to work as directly as possible with the
data, the results were obtained without smoothing the joint
surfaces.

The minimum joint gap for which a sensible solution
could be found for joint M1-RHS was a joint gap of 0.25
mm. This minimum joint gap depends on the quality of the
digitization and the quality of aligning the cartilage surfaces.
It was not possible to use this small a joint gap for the other
three joints. The optimal solution was not sensitive to very
small perturbations but as the perturbations increased the
cost function and axis parameters were dramatically altered.
The extreme perturbations we tested were all identifiable vi-
sually and as such an error of this magnitude would not have
been made in our manual alignment procedure.

III. TESTING MOTION HYPOTHESES USING VOCAL
FOLD TRAJECTORIES

A. Rationale

An important test of an hypothesized axis of arytenoid
rotation was to compare the trajectories of the vocal process
produced by such a rotation with the trajectories recorded
from a human larynx. Because the laryngoscopic data was

TABLE III. ~Continued.!

~d! Perturbing the joint facets along an axis perpendicular to the ‘‘rocking’’ and ‘‘sliding’’ axes.

M1-RHS
Perturbation

~radians! dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

rocking 0.00 215.55 0.62 21.25 21.23 5.66 0.40 0.16
rocking 0.10 215.94 20.08 21.32 21.36 5.59 0.44 0.20
rocking 0.20 215.92 20.30 21.30 21.38 5.75 0.43 0.19
rocking 0.50 216.04 20.52 21.30 21.37 6.44 0.40 0.16
right 0.00 220.35 25.07 0.08 0.95 7.08 0.40 0.16
right 0.10 222.07 27.19 0.08 0.95 7.06 0.44 0.20
left 0.00 16.70 220.11 0.45 0.51 7.61 0.40 0.17
left 0.10 18.14 222.68 0.46 0.48 7.80 0.43 0.19

~e! Rotating the facets about the gap axis~rocking axis!.

Perturbation
~radians! dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

0.00 215.55 0.62 21.25 21.23 5.66 0.40 0.16
20.20 221.31 210.63 22.39 23.44 9.34 0.44 0.08

0.20 214.57 3.41 21.05 20.68 5.34 0.47 0.26
0.50 213.36 6.16 20.80 20.12 14.89 0.47 0.12
0.70 216.44 2.87 21.54 21.02 110.85 0.53 25.59

~f! Rotating the facets about the perpendicular axis~rocking axis!.

Perturbation
~radians! dx dz kx kz

Optimization
criterion (F̂)
(1023 mm2)

avg gap
(1023 mm)

min gap
(1023 mm)

20.05 215.55 0.62 21.25 21.23 5.66 0.40 0.16
20.20 219.51 20.97 22.13 21.73 449.54 0.17 214.22
20.10 220.68 24.30 22.35 22.35 9.75 0.35 0.05

0.20 222.32 214.39 22.26 23.50 32.28 0.64 0.22
0.30 222.58 215.05 22.30 23.51 65.41 0.74 0.21
0.50 222.77 216.39 22.23 23.36 183.82 0.94 0.06
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two dimensional, it was necessary to project the three-
dimensional arytenoid rotation into the laryngoscope view-
ing plane.

B. Methods

1. Movement data collection

The movement data was collected as part of another
study~Cookeet al., 1997!. A rigid laryngoscope was passed
transorally into the posterior pharynx to focus on the vocal
folds. The laryngoscope was attached to a SVHS video cam-
era ~60 fields per second! videorecorder for analysis. Two
normal voice onset gestures from the resting breathing posi-
tion to vocal fold adduction for each of the ten subjects~five
male, five female! were selected for comparison with the
model trajectories.

Four sites in the field of view were digitized manually
on each 60-Hz video field~Fig. 8!: the location of each vocal
process~VP!, the location of the anterior commissure~AC!,
and the mid-point along the posterior glottic wall~GW!. The
data were rotated such that the vector from GW to AC was
aligned along thex axis. The data were scaled to the distance
between GW and AC.

2. Aligning the cartilages to the vocal fold
movements

The coordinate system used for defining the joint axis of
rotation was determined by calculating the symmetry of the
cricoid cartilages. This coordinate system is not, however,
consistent with the coordinate system in which the vocal fold
trajectories were measured from the laryngoscope record-
ings. As suggested by Broad~1968a, b! we have transformed
the cartilage coordinate system parallel to the plane of the
laryngoscopic image and placed the origin coincident with
the interior surface of the posterior glottic wall. Note that this
coordinate system is not identical with the one proposed by
Broad~1968a!. To find the viewing plane onto which the 3-D
trajectories of arytenoid motion determined from the joint
model should be projected, the 3-D images of the cartilages
reconstructed from the MRI were rotated on the computer
screen until the laryngoscope viewing angle was obtained
~Fig. 9!. The angle between this viewing plane and the plane

defined by the base of the cricoid was 25 degrees. Our pro-
jection was used in only a qualitative fashion as precise data
on the projection of the superior tip of the arytenoid was not
available.

C. Results

Figure 10 shows the movement trajectories of the
arytenoid vocal processes obtained from video~sampled at
60 fields per second!. Each trajectory is identified as a con-
nected line. The model trajectories have been superimposed
on the experimental data and were extended beyond the
range of motion of the joint to identify these trajectories.
Figure 10B displays the rocking axis and two of the sliding
axes for joint M1-RHS. The ‘‘rocking’’ trajectories fit well
with the experimental data while the trajectories for the other
axes were reasonable only over a small range of motion.

D. Discussion

These results support the hypothesis that the arytenoid
rocks around the longitudinal axis of the cricoarytenoid joint
facet on the cricoid. A location and orientation of that axis
was found~as the result of Sec. I! which produced a move-
ment trajectory consistent with the recording. Given that the
range of motion is different for the rocking and sliding it is
likely that the predominant motion is rocking with limited
sliding.

IV. DISCUSSION AND CONCLUSIONS

The results indicate that both sliding and rocking are
anatomically feasible. The optimization results predict that
the rocking axis better represents the relative motion of the
surfaces than a rotation axis but the variance is similar
enough to conclude that both motions are possible. The con-
troversy described in the literature between a ‘‘rocking’’ axis
and a ‘‘rotating’’ axis can be resolved by interpreting the

FIG. 8. View of larynx as seen by a 90-degree rigid laryngoscope
(A5anterior, P5posterior!. Four points were digitized: left and right vocal
processes~VP!, anterior commissure~AC!, and posterior mid-glottic wall
~GW!.

FIG. 9. A line drawing depicting the line of sight of the laryngoscope used
for the endoscopy recordings~adapted from Broad, 1968b!.
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definition of the vertical axis to be an axis passing through
the line of sight of an endoscopy view~Fig. 9!. The place-
ment of the larynx in accordance with an estimated laryngo-
scope view revealed the rocking axis to be similar to this line
of sight.

The resolution of the controversy was not proven math-
ematically, nor does it imply that the axis of rotation is ex-
actly parallel to the line of sight. We are suggesting that the
axis of the joint is sufficiently parallel to the line of sight for
the vocal folds to appear to rotate about this axis. Because of
the small arc length of the movement about this axis it is not
possible to determine if the motion is circular or elliptical but
this distinction does not alter our findings substantially.

The measurement of the joint facets was accomplished
by means of a simple, albeit labor-intensive, procedure uti-
lizing equipment commonly available in any machine shop.
It might be possible to improve the accuracy of the measure-
ments by as much as a factor of ten by using specialized
measurement equipment. Although this would improve the
reconstruction of the joint facets, it would not change the
major results of this project. The influence of random mea-
surement errors on the determination of the rotation axis was
substantially reduced by the averaging effect of the summa-
tions in the optimization criterion. The measurement tech-
nique suggests that the major error sources, detection of in-
dicator contact and resolution of the readout, are random. It
is hard to imagine an important source of nonrandom mea-
surement error. The collection of the specimen and its han-
dling, freezing, thawing, and formalin storage could intro-
duce distortion but this is also unlikely to have been a source
of nonrandom error. It would certainly be desirable to collect

similar data from a large number of larynges. This would be
facilitated by automating the data collection procedure.

The determination of the optimal joint axis of rotation is
a precise quantification of the intuitive idea behind many, if
not all, of the anatomically determined descriptions of joint
motion. That is, that the joint facets describe the possible
motions of the cricoarytenoid joint.

The alignment of the joint facets was the weak point of
the analysis. The collection and handling of the specimen
were more likely to affect this alignment than any of the
other relevant aspects of the experiment. The sensitivity
analysis, however, demonstrated that the variation in the so-
lution caused by differences in alignment were small for
small perturbations. The larger perturbations which changed
the results were substantial enough visually that this magni-
tude of error in alignment was unlikely. The conclusion that
there is a rocking and a sliding axis was established un-
equivocally regardless of the alignment.

In this investigation we assumed that the cricoarytenoid
joint was not a rolling joint but rather involved a single axis
of rotation. This assumption proved to be reasonable because
the variance was small. The real motion of the arytenoids is
likely to involve some shifting of the axis of rotation as the
cartilages traverse their full range of movement, rather than
the exact optimum-axis motion. It would be possible to in-
vestigate this possibility by a slight alteration of our ap-
proach. The optimal rotation axes for a portion of the
arytenoid movement could be determined.

One other possibility exists with regard to the anatomi-
cal axis of rotation. If the joint were heavily loaded as is, for
example, the human hip joint, then the shape of the facets

FIG. 10. Two experimental trajectories of the vocal processes, for each of the ten subjects, are indicated by lines. Data were scaled in bothx andz to GW-AC
distance. The origin is the posterior mid-glottic wall. A. The trajectories for the rocking axis of each of the four joint models have been distinguished by
extending them well past their range of motion. Note that the model trajectories lie within the scatter of the experimental trajectories over much of the range
of trajectories. B. The trajectories for the rocking axis and two of the ‘‘sliding’’ axes for joint M1-RHS are displayed. Note that the ‘‘sliding’’ axes lie within
the range of scatter of the trajectories for only a small range of motion.
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under load could be substantially different from the unloaded
shape. This is unlikely to be the case for the cricoarytenoid
joint because of the small size and rapid movements of the
arytenoids which precludes heavy loading. However, the ap-
proach taken here can determine the loading once stress ver-
sus strain curves are available for the ligaments holding the
cricoarytenoid joint together. Such data, combined with ro-
tations about hypothetical joint axes of rotation, could pro-
vide precise estimates of the loading forces on the joint. One
could even compute the joint axis of rotation that minimizes
the stress on the joint.

Our results indicated that the interaction between the
cricoarytenoid joint facets does not limit sliding along the
optimal rocking axis. Rather, as Sonesson~1959! and others
suggested, the motion is presumably limited to about 2 mm.
by other structures such as the ligaments of the joint capsule.

Finally, the kinematic data conclusively reject the pos-
sibility of a rotation about a vertical axis that passes through
the joint. The anatomical data also reject the possibility of a
rotation about a vertical axis passing through the joint facets.
The sample size is small and we do not know if the motion
of the two male larynges would have been similar to the ten
subjects studied. Our anatomical results, however, were con-
sistent from one sample to the other and with the literature
~Sonesson, 1959; Von Leden and Moore, 1961; Ardran and
Kemp, 1966; Fink and Demarest, 1978!. In particular, they
confirm Sonesson~1959! who was the first to demonstrate
that the primary motion of the joint could be expected to be
rocking. Further the kinematic results for rocking and verti-
cal rotation are so dramatically different that it is difficult to
believe additional data would change the conclusion. Al-
though other small movements are undoubtedly present, the
predominant motion of the arytenoids is well-described as
rocking.
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Speech recognition of hearing-impaired listeners: Predictions
from audibility and the limited role of high-frequency
amplification
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Two experiments were conducted to examine the relationship between audibility and speech
recognition for individuals with sensorineural hearing losses ranging from mild to profound degrees.
Speech scores measured using filtered sentences were compared to predictions based on the Speech
Intelligibility Index ~SII!. The SII greatly overpredicted performance at high sensation levels, and
for many listeners, it underpredicted performance at low sensation levels. To improve predictive
accuracy, the SII needed to be modified. Scaling the index by a multiplicative proficiency factor was
found to be inappropriate, and alternative modifications were explored. The data were best fitted
using a method that combined the standard level distortion factor~which accounted for decrease in
speech intelligibility at high presentation levels based on measurements of normal-hearing people!
with individual frequency-dependent proficiency. This method was evaluated using broadband
sentences and nonsense syllables tests. Results indicate that audibility cannot adequately explain
speech recognition of many hearing-impaired listeners. Considerable variations from
audibility-based predictions remained, especially for people with severe losses listening at high
sensation levels. The data suggest that, contrary to the basis of the SII, information contained in each
frequency band is not strictly additive. The data also suggest that for people with severe or profound
losses at the high frequencies, amplification should only achieve a low or zero sensation level at this
region, contrary to the implications of the unmodified SII. ©1998 Acoustical Society of America.
@S0001-4966~98!05401-0#

PACS numbers: 43.71.Gv, 43.71.Ky, 43.66.Sr@WS#

INTRODUCTION

A major difficulty of hearing-impaired listeners in un-
derstanding speech arises from the loss of audibility of some
parts of the speech signal that are important for recognition.
Therefore, hearing aid amplification systems often aim to
restore audibility of those portions of the speech spectrum
that are below the listeners’ thresholds. It is generally as-
sumed that speech recognition will be optimized when audi-
bility is maximized. The relationship between audibility and
speech recognition can be quantified using the Articulation
Index ~AI ! ~French and Steinberg, 1947!, now called the
Speech Intelligibility Index~SII! ~ANSI S3.5 Draft, 1993!.
The SII ~AI ! assumes that speech recognition increases in
direct proportion to speech spectrum audibility, which can be
calculated from the hearing thresholds of the listener, and the
long term average spectra of the speech and noise reaching
the ear of the listener. The SII is represented by the following
equation:

SII5( I iAi , ~1!

whereI i is the function which characterizes the importance
of the i th frequency band to speech intelligibility, andAi

expresses the proportion of the speech dynamic range in the
i th frequency band that is above the listener’s threshold or
masking noise.

Several studies have used the SII to predict speech rec-
ognition for hearing-impaired listeners to determine if audi-
bility is the main factor limiting speech performance. While
some have reported adequate predictions for mildly and
moderately hearing-impaired listeners~Kamm et al., 1985;
Dirks et al., 1986; Dubnoet al., 1989!, many have shown
that performance was worse than would be predicted by the
unmodified SII, especially for people with moderate or se-
vere losses~Dugalet al., 1978; Pavlovic, 1984; Dubnoet al.,
1989; Pavlovicet al., 1986!, and people with steeply sloping
high-frequency losses~Skinner, 1980; Rankovic, 1991!.

The role of audibility in speech recognition has also
been examined by using masking noise to simulate the effect
of elevated thresholds associated with hearing impairment in
normal-hearing listeners. This technique is limited to mild or
moderate losses, as simulation of more severe losses would
require very intense noise. In general, speech scores of the
noise-masked normal-hearing listeners were close to those of
the hearing-impaired listeners whose thresholds were simu-
lated~Dubno and Schaefer, 1992; Zurek and Delhorne, 1987;
Humes et al., 1987!. However, performance of simulated
steeply sloping losses was sometimes overestimated by au-
dibility.

The overall results of the studies on the effect of audi-
bility demonstrate that audibility cannot adequately predict
the reduced speech recognition of hearing-impaired listeners
with moderate or severe losses. The contribution of audibil-
ity varies for people with different hearing losses, contrary to
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the assumptions of the SII, and that other factors affect the
listeners’ use of speech information in the audible signal.

To improve the accuracy of the SII as a predictive sys-
tem for hearing-impaired listeners, various attempts have
been made to modify the index calculation procedure
~Fletcher, 1952; Dugalet al., 1978; Pavlovicet al., 1986;
Ludvigsen, 1987!. Fletcher and Galt~1950! used a profi-
ciency factor to characterize the enunciation of the talker and
the experience of the listener with that talker, as expressed in
the following equation:

SII5P( I iAi , ~2!

whereP is the proficiency factor. Fletcher~1952! proposed
that the proficiency factor could be used to describe the ef-
fects of hearing loss apart from reduced audibility. Dugal
et al. ~1978! adopted the approach, and reported that the ef-
fects of frequency-gain characteristics and signal levels were
well predicted for a group of six hearing-impaired listeners
when the indexes were rescaled by individually derived pro-
ficiency factors.

Pavlovicet al. ~1986! proposed to modify the index by a
factor that decreased linearly with hearing loss to character-
ize the reduced contribution of an audible signal with in-
crease in hearing level. The factor was unity for hearing
threshold levels of less than 15 dB HL, and became zero
when hearing thresholds exceeded 95 dB HL. This modifi-
cation improved the accuracy of predictions for four hearing-
impaired individuals in various conditions of filtering and
noise masking compared with the unmodified procedure.
Whether proficiency decreases linearly with hearing level,
and whether 95 dB hearing level is the level at which hearing
is so extreme that an audible signal makes zero contribution
to intelligibility, are open to question.

Another alternative in modifying the SII incorporated
models of frequency and temporal resolution~Ludvigsen,
1987!. This modified method improved the prediction accu-
racy of test scores of subjects listening to broadband speech
at high levels, but not at moderate levels. Both the modified
and the unmodified~ANSI, 1969! methods underpredicted
performance of listeners with flat 40 dB losses listening to
unfiltered speech, but overestimated performance of normal-
hearing subjects and hearing-impaired subjects with flat 40
dB losses when listening to low-pass filtered speech at 1 and
2 kHz. The subjects with sloping losses generally performed
worse than predicted by either method when listening in
quiet as well as in noise.

The methods of SII modification outlined above to ac-
count for the effect of hearing loss on speech recognition
were effective in reducing errors for a small number of mod-
erately impaired listeners, but the discrepancies between ob-
served and predicted scores for people with more severe
losses have not been examined. The poorer than expected
speech abilities of these listeners exemplify the reduced con-
tribution of audibility in frequency regions where the hearing
is very impaired. The quantification of this deficit is an im-
portant consideration when adopting the index as a basis for
specifying adequate amplification characteristics~Popelka

and Mason, 1987; Pavlovic, 1989!, and for evaluating op-
tions for hearing aid fittings~Humes, 1986; Berger, 1990!.

The current interest in applying the SII for hearing aid
selection and evaluation is based on the assumption that the
frequency-gain characteristic that provides the greatest audi-
bility or highest SII will give the best speech recognition,
subject to maintaining constant loudness~Studebaker, 1992!.
In investigating amplification preferences, Byrne~1986! in-
dicated that listeners who had sloping high-frequency hear-
ing losses judged the amplification scheme which provided
the most extended high-frequency emphasis~and therefore
provided the highest SII! to be poorest in intelligibility.
Similar results were reported by Rankovic~1991! who found
that her subjects with steeply sloping losses did not achieve
the best speech recognition scores with a frequency response
that maximised the SII. Further, Byrneet al. ~1990! reported
that people with severe and profound losses who had ex-
treme hearing losses at the high frequencies preferred ampli-
fication that resulted in zero or low audibility for high-
frequency components of speech. In tackling the selection
problem, it is therefore necessary to understand the way in
which audibility is related to speech recognition for people
with various degrees and configurations of hearing loss, and
the extent to which speech recognition can be explained by
audibility. This study was designed to examine the relation-
ship by measuring the amount of speech information that can
be extracted from different frequency regions by listeners
with a wide range of hearing losses at different sensation
levels. Possibilities of improving the predictive accuracy of
the SII model for hearing-impaired listeners were explored
and evaluated, with the aim of quantifying deficits in speech
recognition that cannot be explained by audibility.

I. EXPERIMENT I

This experiment was conducted to achieve three specific
aims. The first was to derive an empirical function relating
speech scores to audibility for normal-hearing listeners. The
second was to quantify speech deficits of hearing-impaired
listeners by comparing their performance with scores pre-
dicted by the SII. The third was to derive modifications of
the SII to minimize the discrepancies between observed and
predicted speech scores of hearing-impaired listeners.

A. Method

1. Subjects

Fifty-four subjects participated in this study, comprising
14 normal-hearing~mean age: 31.5 years, s.d.: 16.4 years,
range: 20–64 years! and 40 adult listeners~mean age: 55.8
years, s.d.: 21.45 years, range: 20–83 years! with sensorineu-
ral hearing loss. The absolute thresholds for the normal-
hearing subjects~4 males and 10 females! were no poorer
than 15 dB HL at octave frequencies from 250 to 8000 Hz.
Audiometric configurations for the hearing-impaired listen-
ers varied. Out of 19 subjects with mild to moderate losses
~average loss at 0.5, 1 kHz, and 2 kHz,65 dB HL!, 13 had
flat or gradual downward sloping configurations~classifica-
tion system of Carhart, 1946!, and 6 had marked or steep
downward slopes. Twenty-one subjects had severe or pro-
found losses; 12 of them had flat configurations, and 9 had
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downward sloping audiometric configurations. Figure 1
gives the mean audiograms of the normal-hearing listeners
and the four groups of hearing-impaired listeners.

2. Stimuli

The stimuli were digital recordings of the BKB sentence
lists ~Bench and Doyle, 1979! produced by a native Austra-
lian male talker. The overall long-term average rms levels of
individual sentences were equalized. The stimuli were fil-
tered with a Kemo filter (48 dB/octave) to obtain six speech
bands: lowpass filtered at 0.7 kHz~LP 700!, 1.4 kHz ~LP
1400!, 2.8 kHz ~LP 2800!; and bandpass filtered at 0.7–1.4
kHz ~BP 714!, 1.4–2.8 kHz~BP 1428!, and 1.4–5.6 kHz~BP
1456!.

3. Procedure

The filtered sentence material was played back via a
digital cassette tape recorder~Sony-PRO!. The output of the
tape recorder was routed to a prewhitening filter, a remote
attenuator, an antialiazing filter set to bandpass filter at 80–
5600 Hz ~Kemo filter!, an output amplifier~Marantz!, and
delivered to a TDH-49 earphone mounted in an MX-41/AR
cushion. The prewhitening filter was used to shape the
speech stimuli with a rising frequency response correspond-
ing to the inverse of the international long-term average one-
third-octave band speech spectrum~Byrne et al., 1994!.

All subjects were tested monaurally. The threshold lev-
els for each of the six speech bands were first determined
using an adjustment procedure. The subjects were instructed
to press a button connected to a remote attenuator with 1-dB
steps until the stimuli were just audible, then to press another
button until the stimuli were inaudible, and then to press the
first button again until the speech sounds were just audible.
This level was recorded, and the average of five such trials
was used to set the speech detection threshold level. The

speech stimuli were presented at 6 levels, ranging from 6 to
36 dB above detection threshold. Half of the subjects were
tested at 36-, 24-, 12-, 6-, 18-, and 30-dB sensation level
~SL! in that order, and the other half in the reverse order.

For practice, two sentence lists were used for each filter
condition. The stimuli were presented at 36 dB SL for sub-
jects to be tested using the first order, and at 30 dB SL for
subjects to be tested using the second order. The practice
lists were not used in the subsequent testing. Subjects who
performed at chance level when listening to the BP 714
stimuli ~14 out of a total of 40 hearing-impaired listeners!
during practice were given the lowpass filtered 1.4-kHz
stimuli for practice and for testing. Similarly, subjects who
performed at chance level when listening to the BP1428
stimuli ~16 out of 40 listeners! during practice were given the
lowpass filtered 2.8-kHz stimuli for further practice and for
testing. All subjects took the tests using speech lowpass fil-
tered at 700 Hz and bandpass filtered at 1.4–5.6 kHz as
stimuli.

In the actual testing, one sentence list was used for each
filter condition at each presentation level. The filter bands
were blocked, and sentence lists were randomized. The sub-
jects were required to repeat as much of each sentence as
possible, and were encouraged to guess when they were not
sure. The speech scores were the number of key words cor-
rectly repeated, out of a total maximum of 50 items in each
list. A loose key word scoring method was used~Bench
et al., 1993!.

The speech tests were completed in two experimental
sessions, and all testing sessions were preceded by practice.

4. Measurement of third-octave band speech spectra

The acoustic output at the earphone was measured using
a Bruel & Kjaer ~B&K ! 2131 real-time frequency analyser
via a 6-cc coupler. Spectral analysis was performed using
linear averaging of 125-ms analysis frames over a speech
sample of 128 s. Although only key words were scored, the
entire sentence provided speech information and was thus
used to determine the frequency spectrum of the speech ma-
terial. The sound-pressure level for each third-octave band
was computed by adding a correction for pauses between
sentences.

5. Speech intelligibility index calculations

Speech Intelligibility Indexes~SII! were calculated us-
ing a third-octave band method~a combination of ANSI
S3.5, 1969; Pavlovic, 1987; and ANSI S3.5 Draft v.3.1,
1993! and Eq.~1!. SII is the sum of contributions of the
proportion of the speech dynamic range that is above the
listener’s threshold in each third-octave band, weighted by
the relative importance of the band to speech intelligibility.
Pure tone thresholds were converted into equivalent internal
noise by adding ten times the logarithm of the bandwidth of
each third-octave band to the difference between the thresh-
olds in dB SPL and the critical ratios as specified in Pavlovic
~1987!. The effective dynamic range of speech was taken to
be 30 dB, and the speech maxima to be 15 dB above the long
term equivalent rms level at each third-octave band. The au-

FIG. 1. The mean better ear threshold levels for the normal-hearing group
~NH!, the mild to moderate flat or gradual downward sloping hearing loss
group ~MF!, the mild to moderate marked or steeply downward sloping
hearing loss group~MS!, the severe to profound flat group~SF! and the
severe to profound downward sloping hearing loss group~SS!.
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dibility function was estimated by taking the difference be-
tween the speech maxima level and the listener’s equivalent
internal noise level at each third-octave band. This was
weighted by the average speech importance function~Pav-
lovic, 1994! that characterized the relative importance of
each third-octave band to speech intelligibility.

B. Results and discussion

1. Recognition of filtered sentences

Normal-hearing listeners and the transfer function.The
speech recognition scores obtained using the filtered sen-
tences were normalized for variance using an arcsine trans-
formation ~Studebaker, 1985!, and all fitting procedures and
statistical analyses employed arcsine transformed units. The
transfer function first proposed by Fletcher and Galt~1950!
was modified by including an additive constantk, and was
used to relate speech scores to SII for normal-hearing listen-
ers

PC51 – 10~2SII1k!/Q, ~3!

where PC is proportion correct,k andQ are fitting constants
to minimise the difference between observed and predicted
scores. These were estimated using a least squares procedure.
In Fig. 2, the broken line shows the transfer function relating
percent correct to SII for all speech bands for the normal-
hearing listeners. The proportion of total variance accounted
for was 74.6%. An alternative regression equation was for-
mulated to improve on the fitting. This equation has the form

PC5 log~10~k2a* SII!/Q11021/Q!2Q, ~4!

where Q is the curvature,a is the slope, andk shifts the
function sideways. The new transfer function accounted for
84.3% of the total variance, and is shown as the solid line in
Fig. 2.

The agreement between the data and the theoretical
transfer function can be evaluated by calculating the root-
mean-square~rms! error of the difference between the ob-
served scores and the line of best fit. Table I gives the aver-
age rms errors for the group of normal-hearing listeners for
different frequency bands. The rms errors for the BP 714 and
BP 1428 are larger than those for the other two bands. In-
spection of the data in Fig. 2 revealed that the BP 714 speech
scores were consistently under the fitted curves, and the BP
1428 scores were consistently over the fitted curves. In gen-
eral, however, the transfer function given by Eq.~4! pro-
vided a satisfactory description of the results from normal-
hearing listeners for the four speech bands. This function was
used in subsequent comparisons of results of hearing-
impaired listeners to normal performance.

Hearing-impaired listeners and the normal transfer
function.Figure 3 contains the speech scores~in percent cor-
rect! of hearing-impaired listeners obtained using each of the
filtered sentences as a function of SII. The performance of
some subjects was better than the theoretical predictions es-
pecially at low sensation levels or low SIIs; and some sub-
jects performed much poorer than predicted at high sensation
levels or high SIIs. The overall rms error averaged across all
subjects, sensation levels, and filter bands is 30.7 rau. For
individual speech bands, the rms errors range from 22.2 rau
~BP 714! to 40.7 rau~BP 1456!. In its current form~ANSI,
1969!, the SII procedure did not predict speech scores accu-
rately. We therefore attempted to modify the procedure to
see if the prediction of speech performance of hearing-
impaired listeners could be improved.

2. Modification of the SII using a multiplicative
proficiency factor

The conventional method of rescaling the index using a
multiplicative proficiency factor@Eq. ~2!# was first adopted.
However, it was found to be inappropriate~Ching et al.,
1997!. The reason is illustrated in Fig. 4, which shows the
speech scores of one subject at six sensation levels. Perfor-
mance was plotted in relation to the normal transfer function
and two curves calculated with two arbitrarily chosen profi-
ciency factors. Although a factor of less than 1, in this case,
0.6, could be used to fit the observed scores at high levels, a
factor greater than 1, in this case, 2.2, would be required to
improve the fitting at low levels or low SIIs. No single mul-
tiplicative proficiency factor would be suitable for all levels.
This observation agrees well with the comments of Dugal

FIG. 2. The observed and predicted scores for 14 normal-hearing listeners
as a function of SII. Observed scores of individual subjects for LP700
~squares!, BP714~diamonds!, BP1428~triangles!, and BP1456~circles! are
shown. Predicted scores are represented by the transfer functions relating
proportion correct~%! to SII. The broken line gives the fitted transfer func-
tion based on Eq.~3!, and the solid line gives the fitted transfer function
based on Eq.~4!.

TABLE I. The rms error between observed scores and theoretical predic-
tions for normal listeners for different filtered speech bands. Rms errors are
expressed in rationalized arcsine units~rau!.

Filter rms error~rau!

LP700 13.0
BP714 17.6
BP1428 17.6
BP1456 14.9
All bands 15.8
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et al. ~1978! that the predicted scores based on rescaling the
index with a single proficiency factor were closer to the ob-
served data for intermediate presentation levels than for the
lower or higher levels.

3. Other proposed modifications

Inspection of individual data such as those shown in Fig.
4 suggested that there was a highly nonlinear relationship
between audibility and intelligibility, and that the discrepan-
cies were greater at high sensation levels than at low sensa-
tion levels. Therefore, several modification schemes were
proposed in an attempt to address these aspects. The schemes
employed differing numbers of fitting parameters. These

were estimated from the scores from all filtered speech bands
using a least squares method. The effectiveness of a scheme
was evaluated by calculating the rms errors between ob-
served and predicted scores. For each scheme, Table II gives
the rms values~in rau! along with the number of adjustable
parameters required for 40 hearing-impaired subjects. The
total number of data points used to derive the parameters was
918 ~40 subjects* 4 filter conditions* 6 sensation levels,
allowing for some subjects who could not be tested at high
sensation levels because the stimulus became uncomfortably
loud!.

Nonlinear growth of effective sensation level.The data
suggest that a good fit may be obtained by using two param-

FIG. 3. The observed and predicted scores for 40 hearing-impaired listeners as a function of SII. Scores of individuals with mild to moderate flat or gently
sloping losses~circles!, mild to moderate steeply sloping losses~squares!, severe or profound flat losses~diamonds!, and severe or profound sloping losses
~triangles! are shown. Theoretical predictions are represented by the normal transfer function based on Eq.~4!.
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eters, one which alters the curvature of the effective audibil-
ity function to account for varied performances at low sen-
sation levels, and one which characterizes the reduced
asymptotic values at high sensation levels. This modification
is shown in the following equation:

SII5( I iMn,s~1210~2SLi ,s/Cn,s!!, ~5!

where I i is the importance function, SLi ,s is the sensation
level at each third-octave band,Mn,s and Cn,s are fitting
parameters. The subscripts denotes values which differ for
individual subjects. The subscriptn denotes values that differ
for different frequency regions. In this application,n ranges
from 1 to 4, which relates to the four frequency regions:
0–700 Hz, 700–1400 Hz, 1400–2800 Hz, and 2800–5600
Hz, respectively. It is assumed that within each of these
bands, the parametersMn,s andCn,s are constant.

The modified index accounted for more than 90% of the
total variance for 14 hearing-impaired subjects, and between
80% and 90% for 21 hearing-impaired subjects. The overall
rms error was reduced to 13 rau.

Modifications using the standard level distortion factor
and proficiency factors.The above modification improved
the fitting of data by reducing the contribution of audibility
at high sensation levels for listeners with severe hearing
losses. This effect is compatible with the proposed inclusion
of a level distortion factor in the draft SII procedure~ANSI
S3.5 Draft v.3.1, 1993!. The speech level distortion factor
accounts for the fact that the intelligibility of speech de-
creases at high presentation levels for normal-hearing people
~French and Steinberg, 1947!. This factor decreases from
unity once the overall speech level exceeds 73 dB SPL. Be-
cause hearing-impaired listeners had to listen to speech at
intensities higher than those needed for the normal-hearing
listeners, it was not clear whether the lower than expected
scores shown in Fig. 3 were solely the result of the high
presentation level, or demonstrated additional individual au-
ditory deficits. To examine the effect of incorporating the
level distortion factor as specified in the 1993 Draft, the in-
dexes were recalculated using the following equation:

SII5( I iAiLi , ~6!

whereLi is the standard level distortion factor, expressed as

Li512
~Ei2Ui210!

160
, ~7!

whereEi is the speech spectrum level andUi is the standard
speech spectrum level for normal vocal effort~ANSI S3.5
Draft v.3.1, 1993! for the i th band.

As shown in Table II, although the prediction errors of
Eq. ~6! are less than those resulting from Eq.~1!, they are
greater than those for the more individualised method em-
ploying theM and C parameters expressed in Eq.~5!. The
possibility of improving prediction by combining the level
distortion factor with a multiplicative proficiency factor,Ps ,
was subsequently evaluated. This modification is expressed
as

FIG. 4. Speech scores of one subject for one speech band presented at six
sensation levels as a function of SII. The solid curve shows predictions
using a proficiency (p) of 1, and the broken and dotted lines show predic-
tions based on Eq.~2!, using a largerp factor and a smallerp factor,
respectively.

TABLE II. Root-mean-square errors~re: transfer function for normal listeners! for 40 hearing-impaired listen-
ers for each of nine index calculation procedures represented by the corresponding equation number~Eq. No.!,
together with the total number of fitting parameters for each procedure~Par. No.!. Rms errors are expressed in
rationalised arcsine units.

Eq.
No.

Par.
No.

rms error

LP700 BP714 BP1428 BP1456 LP1400 LP2800 All bands

1 0 24.3 22.2 23.0 40.7 33.7 32.0 30.7
6 0 21.3 21.2 24.7 29.8 19.3 27.0 24.2

10 2 21.1 20.9 22.3 28.9 18.8 29.7 24.2
11 8 21.1 21.1 21.6 27.1 18.9 27.5 23.3
8 40 18.6 18.7 18.5 23.8 14.7 25.7 20.5

12 162 13.9 14.5 13.6 14.6 12.6 26.4 15.8
9 160 13.6 13.5 13.4 14.5 13.0 22.7 14.9

13 240 12.8 12.6 11.2 12.1 11.8 19.6 13.0
5 320 11.7 12.6 11.3 12.7 12.3 19.4 13.0
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SII5( I iAi ,sS 12
~Ei2Ui210!

160 D Ps . ~8!

This formulation required a single parameter to be derived
for each listener, and only reduced the rms errors by a further
3.7 rau compared to Eq.~6! where no individual fitting pa-
rameter was required.

The fitting was further improved by employing indi-
vidual frequency-dependent proficiency factors, as expressed
in the following equation:

SII5( I iAi ,sS 12
~Ei2Ui210!

160 D Pn,s , ~9!

where Pn,s is the proficiency factor for thenth band for
subjects. This method reduced the group rms errors from
30.7 rau@Eq. ~1!# to 14.9 rau.

Modifications using a new level-dependent distortion
factor and proficiency factor.Since the standard level distor-
tion factor @Eq. ~7!# was derived from measurements on
normal-hearing people~French and Steinberg, 1947!, it was
hypothesized that the effect of presentation level on hearing-
impaired people could be better accounted for by a parameter
derived directly from the data. A reversed logit transforma-
tion was used, as expressed by

SII5( I iAi ,s

exp~b02b1Ln,s!

11exp~b02b1Ln,s!
, ~10!

where Ln is level in dB SPL averaged across third-octave
bands for thenth speech band, andb0 and b1 are fitting
constants. As shown in Table II, there was no difference in
terms of overall rms errors between the procedure which
used the standard level distortion factor@Eq. ~6!# and the one
using the level-dependent distortion factor derived from the
data @Eq. ~10!#. The mean predictions of both procedures
were almost identical, suggesting that on average, the nega-
tive effect of high signal level on speech performance was
similar for normal-hearing and hearing-impaired listeners.

Further investigations to account for the remaining vari-
ance combined the new level-dependent distortion factor
with a filter condition factor. It was hypothesized that the
hearing-impaired listeners might be more experienced in lis-
tening to some of the filtered speech bands than others due to
the similarity or dissimilarity of the filtered spectra to the
range of frequencies that was usually audible to them. Ac-
cordingly, a filter condition factor was included in the equa-
tion

SII5Fc( I iAi ,s

exp~b02b1Ln,s!

11exp~b02b1Ln,s!
, ~11!

whereFc is the filter condition factor, withc ranging from
1–6 for the six filter conditions used. The overall improve-
ment over the use of the standard level distortion factor was
small, with the mean prediction error reduced from 24.2 to
23.3 rau.

To improve on the fitting, the new level-dependent dis-
tortion factor was combined with individual proficiency fac-
tors, as expressed by the following equation:

SII5( I iAi ,s

exp~b02b1Ln,s!

11exp~b02b1Ln,s!
Pn,s , ~12!

where b0 and b1 are group fitting constants for level-
dependent distortion derived by Eq.~10! previously, andPn,s

is the fitting constant for the frequency-dependent profi-
ciency factor for thenth band for subjects. An alternative
equation was also used to optimize the parameters that allow
for individual level-dependent distortion and frequency-
dependent proficiency. The equation for deriving these pa-
rameters has the form

SII5( I iAi ,s

exp~b0,s2b1,sLn,s!

11exp~b0,s2b1,sLn,s!
Pn,s . ~13!

Using individual level-dependent distortion and
frequency-dependent proficiency factors considerably im-
proved the fitting, as shown by the reduction of the rms error
from 30.7 rau for Eq.~1!, to 15.8 rau for Eq.~12!, and to
13.0 rau for Eq.~13!.

4. Evaluation of SII procedures for predicting speech
performance

The relative merit of all modified SII procedures was
evaluated in terms of maximal reduction of rms errors be-
tween observed and predicted scores utilizing the least num-
ber of derived parameters. Table II shows that Eq.~5! and
Eq. ~13! provided the best fit. However, the expressions used
were quite different from the equations in the ANSI stan-
dards~ANSI, 1969; ANSI, 1993!, and the two equations re-
quired the greatest number of adjustable parameters. Equa-
tion ~5! used eight fitting parameters for each subject~M and
C in each of four frequency bands!, and Eq.~13! necessitated
six parameters per subject~b0 , b1 , plus Pn,s in each band!.
The use of the standard level distortion factor proposed in
the 1993 Draft, Eq.~6!, led to some improvement over Eq.
~1!, and has the advantage that it is equally applicable to
listeners with normal and impaired hearing. Equation~9!
combined this factor with a frequency-dependent proficiency
factor, and was the modification of choice because the group
rms error was reduced by half of the prediction error associ-
ated with the unmodified procedure using only four adjust-
able parameters for each individual.

Figure 5 illustrates the mean predictions of four SII
schemes@Eqs. ~1!, ~6!, ~9!, ~5!# compared to the observed
scores of four groups of listeners at different sensation levels
for the LP700 and BP1456 conditions.

The model expressed by Eq.~9! used adjustable profi-
ciency factors to allow for varying degrees of contribution of
the audible signal to intelligibility, in addition to the effect of
high signal level. The proficiency factors were frequency-
specific, and often became zero or negative for individuals
with severe losses at the high frequencies. As shown in Fig.
6, an audible signal in the 2.8–5.6 kHz region made no con-
tribution ~zero proficiency! to intelligibility, according to the
modified SII model, for people whose hearing threshold at 4
kHz exceeded 80 dB HL. In some cases, audibility may even
be harmful~negative proficiency!.
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Proficiency factors at frequencies other than 4 kHz did
not show similar relations with degree of hearing loss at the
same frequency.

An optimal fitting of the data has been achieved by
modifying the SII procedure@Eq. ~9!#, although Fig. 5 shows
that considerable variance remained for people with severe
sloping losses listening at high sensation levels.

II. EXPERIMENT II

To evaluate the relative effectiveness of the modified
and unmodified SII procedures for predicting speech perfor-
mance, the same subjects were tested using broadband sen-
tences and nonsense syllables. Measured scores were com-
pared to those predicted using the unmodified procedure@Eq.
~1!#, the draft revised procedure@Eq. ~6!#, and the proposed
modified SII @Eq. ~9!# procedure with parameters derived
from the filtered speech results in experiment I.

A. Method

1. Subjects

The subjects were the same as those who participated in
Experiment I.

2. Stimuli

The stimuli were digital recordings of BKB sentence
lists and VCV syllables. V is one of /i a o/, and C is the
entire inventory of 24 English consonants produced by a
male talker. The nonsense syllables were extracted from a
carrier phrase, and were equalized for overall level. A total
of 432 tokens was used, comprising 3 vowels and 24 conso-
nants with 6 repetitions. All speech stimuli were lowpass
filtered at 5600 Hz~LP 5600!.

3. Procedure

The subjects were tested with the sentence stimuli using
the same procedure as that described in experiment I.

The nonsense syllable stimuli were stored on a com-
puter, and played back using custom-designed software at a

FIG. 5. Mean observed and predicted scores of hearing-impaired listeners
for ~a! the lowpass filtered 700 Hz~LP 700! condition, and~b! the bandpass
filtered 1.4–5.6 kHz~BP 1456! condition. The four panels display perfor-
mance of listeners grouped according to hearing loss: M~ild or moderate!
F~lat or gently sloping losses!, M~ild or moderate! S~loping losses!, S~evere
or profound! F~lat losses!, and S~evere or profound! S~teeply sloping
losses!. Observed mean scores are shown by filled circles, and theoretical
predictions are represented by line patterns. Predictions based on Eq.~1! are
represented by the solid curve, on Eq.~6! by the curve with diamond pat-
terns, on Eq.~9! by the curve with triangles, and on Eq.~5! by the curve
with crosses.

FIG. 6. Individual proficiency factors, deduced by fitting the data to Eq.~9!,
as a function of hearing threshold level at 350 Hz, 1 kHz, 2 kHz, and 4 kHz.
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25-kHz rate via a 16-bit D/A converter. The playback system
was otherwise the same as for the sentence material. All
subjects were given practice sessions, which comprised four
blocks each of 24 consonants in three vowel contexts. Dur-
ing practice, the stimuli were presented at 30 dB SL for half
of the subjects, and at 36 dB SL for the other half. For the
actual testing, the vowel contexts were blocked. Consonants
were randomised within each block of 24, and four blocks
were used for each vowel context at each of six presentation
levels. The subjects responded by touching the appropriate
symbol displayed on a touch screen that corresponded to the
sound heard. All 24 consonants were available responses,
and no feedback for correct response was provided. The
speech scores were the number of correct responses out of a
maximum total of 96 items for each test.

4. Measurement of third-octave band speech spectra

For calculating the audibility function for the sentences,
the long term rms spectrum of the broadband sentences was
measured as described in experiment I. For the nonsense
syllables, a continuous speech sample by the same talker was
used to determine the frequency spectrum. This is because
the spectrum of the syllables would be dominated by the
three vowels forming the VCV syllables. The spectrum,
measured as described in experiment I, was corrected for the
overall level difference between the nonsense syllables, ex-
cluding the pauses, and the continuous discourse. To obtain
the overall rms level of the continuous discourse and the
nonsense syllables, the output of the earphone was measured
via a 6-cc coupler on a B&K 4426 level analyzer.

5. Calculation of the SII

The average speech importance function was used to
weight the audibility function for sentence material, and the
nonsense syllable importance function~Pavlovic, 1994! was
used for the VCV material. Details of the calculation method
were otherwise the same as those described in experiment I.

B. Results and discussion

1. Observed and predicted sentence scores

Figure 7 shows the mean observed scores for the LP
5600 sentences in relation to predictions using the three
methods of SII calculation expressed by Eq.~1!, Eq. ~6!, and
Eq. ~9!.

For 17 out of 19 listeners with mild and moderate losses,
observed performance was superior to all predictions at low
sensation levels~6, 12, 18 dB SL!. Speech scores were close
to and generally better than predictions at high sensation
levels. For people with severe or profound losses, all proce-
dures underestimated performance at low sensation levels on
average, and for 13 out of 21 individuals. The unmodified
procedure greatly overpredicted performance at high sensa-
tion levels.

Table III shows the rms errors associated with the dif-
ferent predictions. The magnitude of prediction error was
similar for all three equations. Prediction accuracy was

slightly improved by including the effect of frequency-
dependent proficiency, but considerable unexplained vari-
ance remained.

The extent of improvement was not as great as would be
expected on the basis of results from individual bands. This
was partly because the performance of listeners with mild
and moderate flat and gently sloping losses was underesti-
mated by all procedures. To investigate this issue, the
amount of audible signal available to the listeners for LP700
and LP5600 was compared at a level corresponding to a
predicted score of 50% based on Eq.~1!. Figure 8 gives the
maximum short term third-octave band rms sensation levels
of the speech spectra@in accordance with ANSI Draft~1993!,
these levels are 15 dB above the long term rms levels# aver-
aged across 13 listeners with mild-moderate flat and gently
sloping losses.

When the predicted score is 50%, the LP700 stimulus
resulted in a mean score of 55%, and the LP5600 stimulus
resulted in a mean score of 85%. The mean sensation levels
shown in Figure 8 indicate that whereas the broadband
speech was much less audible below 800 Hz, it was, on
average, more audible than the lowpass filtered speech only
in the third-octave bands centered at 1000 and 1250 Hz. As
both stimuli had the same predicted intelligibility, this de-
crease and increase in audibility should have exactly com-
pensated for each other. If this were so, why is the broadband

FIG. 7. The mean observed and predicted scores of the four groups of
hearing-impaired listeners for sentences lowpass filtered at 5.6 kHz. Mean
observed scores are represented by filled circles, and theoretical predictions
are represented by line patterns. Predictions based on Eq.~1! are shown by
the solid curve, on Eq.~6! by the curve with diamond patterns, and on Eq.
~9! by the curve with triangles.

TABLE III. Root-mean-square error~rms error! of hearing-impaired listen-
ers ~re: transfer function for normal listeners! for sentence material and
nonsense syllables lowpass filtered at 5600 Hz. The rms errors are expressed
in rationalised arcsine units.

Eq. No. Equation
rms error

~Sentences!
rms error
~VCV!

1 SII5(I iAi ,s 33.5 21.4
6 SII5(I iAi ,s(12(Ei2Ui210)/160) 33.5 15.8
9 SII5(I iAi ,s(12(Ei2Ui210)/160)Pn,s 29.8 14.0
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intelligibility score so much higher than that for the narrow
band? If subjects could make use of information that appears
to be at a small negative sensation level, then the result
would be understandable, as the broadband speech would
then have audible information extending up to 2500 Hz. It
seems unlikely that subjects can make use of information
below their threshold, but small negative sensation levels
could actually be small positive sensation levels if the sub-
jects’ critical bandwidths were significantly wider than nor-
mal, and/or if the effective levels of the speech maxima were
more than 15 dB above the long term rms levels. This seems
possible because the difference between the speech maxima
and rms levels depends on the integration time of the mea-
suring equipment~Cox et al., 1988!, and because hearing-
impaired people appear to integrate energy over shorter
times than do normal-hearing people~Hall and Fernandes,
1983; Carlyonet al., 1990! as a result of reduced compres-
sive nonlinearity in the impaired ear~Moore, 1995; Oxen-
hamet al., 1997!.

2. Observed and predicted nonsense syllable scores

Figure 9 shows the measured consonant recognition
scores as a function of sensation levels for four groups of
subjects in relation to predicted scores based on Eq.~1!, Eq.
~6!, and Eq.~9!.

The discrepancy between observed and predicted scores
increased with sensation level and with degree of hearing
loss. As shown in Table III, the rms errors were much re-
duced by the level distortion factor, but the effect of fre-
quency dependent proficiency factors was minimal. The
huge overpredictions for the severe and profound groups
suggest that the proficiency factors may need to be smaller
than those derived from the filtered sentences. When listen-
ing to sentences, the listeners can draw on contextual cues
even though some acoustic cues are not accessible. When
listening to nonsense syllables, however, they are heavily

dependent on extracting information from the impoverished
acoustic signal because alternative cues are limited.

III. GENERAL DISCUSSION

A. Why do hearing-impaired people have trouble
understanding speech?

Let us try to summarize the findings by providing an
answer to this question. The first reason is because of lack of
audibility. For people with a mild or moderate hearing loss,
this is probably sufficient to account for their speech identi-
fication abilities. Consequently, their speech performance, as
a group, can be well predicted on the basis of audibility. The
only exceptions to this we observed were that, on average,
people with mild and moderate losses performed slightly
poorer than expected when they listened to filtered sentences
at high levels~Fig. 5!, better than expected when they lis-
tened to wideband sentences~Fig. 7!, and slightly poorer
than expected when they listened to nonsense syllables at
some sensation levels~Fig. 9!.

The second reason why hearing-impaired people have
trouble identifying speech sounds is because they have to
listen at high sound-pressure levels. The inclusion of the
level distortion factor in the SII draft standard~ANSI, 1993!
reflects the difficulties that normal-hearing people have when
they are forced to listen at high levels. It should not be a
surprise that the same is true of hearing-impaired people. It is
somewhat surprising, however, that when we derived a new
level distortion factor from our data, it did not fit the data any
better than did the standard level distortion factor@Table II,
Eqs.~6! and~10!#. Although we have not shown the data, the
mean predictions arising from our derived distortion factor
were extremely similar to those derived using the standard
factor. It seems that not only are hearing-impaired people
disadvantaged by having to listen at high levels, but on av-
erage, they are disadvantaged to the same degree as are
normal-hearing people. In a subsequent paper we will show
that frequency and temporal resolution both degrade with
hearing loss. It seems possible that a level distortion factor is

FIG. 8. Third-octave band sensation levels averaged across 13 listeners with
mild and moderate flat and sloping losses as a function of frequency. The
circles indicate sensation levels for predicted speech performance of 50%.
The open symbols represent data for the LP700 stimuli, and the filled sym-
bols represent data for the LP 5600 stimuli.

FIG. 9. The mean consonant~VCV! recognition scores and predicted scores
of the four groups of hearing-impaired listeners. Symbols are as for Fig. 7.
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needed for any listener because frequency and temporal reso-
lution ability decrease at high presentation levels, and hence
appear to decrease with hearing loss.

Are there more than two reasons why hearing-impaired
people have trouble understanding speech? Two results from
this experiment suggest that there are. First, consider the re-
sults for people with severe sloping losses when listening to
high pass filtered speech@right panel of Fig. 5~b!#. The stan-
dard level distortion factor@Eq. ~6!# overestimated these sub-
jects’ performance at high sensation levels. Although it is not
shown in the figure, our level distortion factor derived from
the data made the same prediction errors. The only one of
our models that reflected the rollover nature of this data was
the one that incorporated an individual level distortion factor
for each person@Eq. ~13!#. This suggests that the sensation
level, as well as the sound presentation level, affect a listen-
er’s ability to make use of audible information. Based on the
mean data, when people with this degree of loss receive high
pass filtered speech at sensation levels up to about 20 dB,
they do as well as one would expect considering the effects
of the standard level distortion factor@Eq. ~6!#. As sensation
level increases further, they rapidly do worse. For broadband
filtered sentences~Fig. 7!, the same trend for scores to de-
crease at the highest level is evident.

The second observation that suggests there is more to
decreased performance than having to listen at elevated lev-
els relates to the individual proficiency factors. The data in
Figs. 5~b! and 7 all relate to relatively broad bandwidths. The
individual proficiency factors shown in Fig. 6 for the nar-
rower frequency region from 2800 to 5600 Hz were often
zero or negative. Speech intelligibility may thus be less than
predicted on the basis of audibility, even when the high pre-
sentation level is taken into account, because some frequency
regions contribute no information or actually decrease the
effectiveness of information available at other frequencies.
Possibly no information is extracted because of greatly re-
duced frequency and temporal resolution, and possibly
masking extending to remote frequencies provides a mecha-
nism by which one frequency region can make a negative
contribution to intelligibility. Both of these possibilities are
very much hypotheses, however.

We do not have the data to know whether the spread of
abilities between hearing-impaired people with the same au-
diogram is greater or less than the spread of abilities between
normal-hearing people listening at high levels. Furthermore,
these data would be difficult to get, at least at the very high
presentation levels that are appropriate to people with pro-
found hearing loss.

B. Relative accuracy of the SII as a predictive system

Two findings in this study undermine the validity of
using the SII model to predict speech scores of hearing-
impaired listeners. First, the measured scores for the broad-
band stimuli~LP5600! were better than predictions based on
the summed contributions of octave bands within the same
bandwidth~see Fig. 7!. This suggests that, contrary to the
basic assumption of the SII~AI ! model, information con-

tained in each frequency band is not strictly additive for
these listeners. This lack of additivity did not occur for our
normal-hearing listeners.

The second finding relates to the difficulty in deriving
any modification that provides a satisfactory explanation of
the speech score variation across individuals. The conven-
tional approach of using a multiplicative proficiency factor to
rescale the SII is found to be inappropriate, because different
proficiency factors have to be used for different sensation
levels; and typically, a smaller factor~or lower SII! is re-
quired at high than at lower levels. This means that correc-
tions based on utilizing the ratio between the index derived
from a test score and the index calculated from hearing level
and signal level~e.g., Pavlovicet al., 1986; Studebaker
et al., 1995! will only be applicable for predicting perfor-
mance at some sensation levels, but not at others. Subsequent
modifications account for the observed nonlinear growth of
effective audibility by using level-dependent distortion fac-
tors and proficiency factors derived from the data. The modi-
fied SII procedure that seemed to have the best trade-off
between accuracy and number of fitting parameters com-
bined the effect of the standard level distortion factor with
individually derived frequency-dependent proficiency@Eq.
~9!#. Considerable variance remained unex-
plained, however.

C. Implications for hearing aid amplification

This study shows that, at high sensation levels, the con-
tribution of audibility to speech recognition is less than ex-
pected for listeners with severe or profound losses, and that
beyond a certain sensation level~sometimes 0 dB!, speech
recognition decreases with increases in audibility at frequen-
cies where the hearing loss is severe. These considerations
are significant when one attempts to select hearing aid
frequency-gain characteristics for hearing-impaired individu-
als on the principle of prescribing the minimum gain in each
frequency band to maximize audibility~e.g., Humes, 1986;
Rankovic, 1991!. For a certain overall loudness, the choice
of frequency response affects the relative audibility of speech
at different frequencies. Therefore, the key to optimal ampli-
fication is to find the best compromize between providing
more audibility in some frequencies at the expense of less
audibility in others while keeping loudness constant. Is it
worth providing audibility at the high frequencies when
hearing loss is severe or profound in this region? Possibly
not. TheC parameter in Eq.~6! can be used to estimate the
sensation level at which 90% of the maximum possible SII
contribution is reached in any frequency region. This level
was 0 dB SL for people with an 80 dB HL hearing loss or
greater at 4 kHz. People with this degree of hearing loss
could thus not extract any information from an audible signal
in the region~Fig. 6!, and therefore performed poorer than
that expected on the basis of audibility. Increases in audibil-
ity can even have negative effects on intelligibility~Fig. 5!.
These imply that hearing aids for people with severe or pro-
found hearing losses at the high frequencies should not am-
plify high-frequency components of speech, contrary to the
implications of the unmodified SII. Our results are compat-
ible with those of Hogan and Turner~submitted! who re-
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ported that providing amplification at 4 kHz was detrimental
to speech performance for listeners with severe high-
frequency hearing loss. Both our findings and those of
Hogan and Turner provide important evidence for the limited
role of high-frequency amplification, and practical applica-
tions to hearing aid fitting will require further research.

As we have concluded in Sec. III A, there is more to
speech recognition of people with severe or profound losses
than audibility and the need to listen at high signal levels.
Consequently, the general applicability of the SII for hearing
aid evaluation must be treated with caution. The assumption
that the amplification scheme that maximizes the SII while
keeping loudness constant also optimises speech intelligibil-
ity is appropriate for listeners with mild losses, but is erro-
neous when applied to listeners with more severe losses. For
these listeners, the amount of information that can be ex-
tracted from a speech signal is not proportional to the
amount of audibility, and the proportion of potential infor-
mation that can be extracted depends on absolute sound pre-
sentation level, sensation level, hearing loss, frequency, and
possibly on other unknown factors.

D. A caveat for practical applications

The findings that the speech scores of some listeners
with mild and moderate sloping losses were underpredicted
for lowpass filtered sentences at low sensation levels sug-
gests that the relative familiarity of an individual to different
speech bands may affect the use of information contained in
certain frequency regions. This effect has been estimated
mathematically by one of the modified procedures that in-
cluded a multiplicative filter condition factor as an adjustable
parameter@Eq. ~11!#. However, the method did not lead to
much reduction in rms errors~see Table II!. The effect of
acclimatization remains to be investigated. In particular,
were so many people unable to use high-frequency informa-
tion because they had not been exposed to high frequency
speech cues for many years, or because their hearing mecha-
nism is inherently incapable of using these cues? It is be-
cause of this doubt that we are not yet recommending the
total removal of high frequency amplification to people
whose high frequency thresholds exceed 80 dB HL.

IV. SUMMARY

Two experiments were conducted to examine the extent
to which speech recognition for listeners with sensorineural
hearing loss, ranging from mild to profound degrees, can be
predicted by audibility as quantified by the Speech Intelligi-
bility Index ~SII!. Speech scores of normal-hearing listeners
were used to derive an empirical function relating speech
scores to the SII. The performance of hearing-impaired sub-
jects was compared to the predictions based on the index.
The following conclusions may be drawn:

~1! Audibility as quantified by the SII overpredicted
speech performance at high sensation levels for listeners with
severe hearing losses, and in many cases, underestimated
speech scores at low sensation levels. These findings indicate
that audibility cannot adequately explain speech recognition
of hearing-impaired people.

~2! The SII model was modified to improve its predic-
tive accuracy, and the observed data were best fitted by a
method which combined the standard level distortion factor
~as recommended in ANSI, 1993! with frequency-dependent
proficiency factors derived for each person@Eq. ~9!#. How-
ever, considerable variance remained unexplained, indicating
that the general applicability of the SII as a predictive system
for hearing-impaired listeners is limited. It also follows that
the general validity of using the SII system as a basis for
selecting and evaluating hearing aid fittings is questionable.

~3! The contribution of audibility to intelligibility at fre-
quencies where the hearing loss was severe was much re-
duced or even became nil, and further increases in audibility
sometimes had negative effects on speech intelligibility.
These findings suggest that it may be counterproductive to
attempt to amplify high frequencies to high sensation levels,
or sometimes to any positive sensation level, for listeners
with severe losses in this region.

~4! The modified SII procedure@Eq. ~9!# using profi-
ciency factors derived from narrow speech bands underpre-
dicted speech scores for broadband sentences. This result
suggests that, contrary to the implications of the SII, the
information contained in individual bands is not strictly ad-
ditive, and contributions from different bands to speech in-
telligibility are not independent of each other.

~5! We conclude that hearing-impaired people have dif-
ficulty understanding speech because of reduced audibility,
and because, for those with severe hearing losses, the indi-
vidual’s proficiency at extracting information from an au-
dible signal is reduced by the need to listen at high sound
pressure levels, and is further reduced when sensation level
exceeds about 20 dB.
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Five patients who used a six-channel, continuous interleaved sampling~CIS! cochlear implant were
presented vowels, in two experiments, from a large sample of men, women, boys, and girls for
identification. At issue in the first experiment was whether vowels from one speaker group, i.e.,
men, were more identifiable than vowels from other speaker groups. At issue in the second
experiment was the role of the fifth and sixth channels in the identification of vowels from the
different speaker groups. It was found in experiment 1 that~i! the vowels produced by men were
easier to identify than vowels produced by any of the other speaker groups,~ii ! vowels from women
and boys were more difficult to identify than vowels from men but less difficult than vowels from
girls, and~iii ! vowels from girls were more difficult to identify than vowels from all other groups.
In experiment 2 removal of channels 5 and 6 from the processor impaired the identification of
vowels produced by women, boys and girls but did not impair the identification of vowels produced
by men. The results of experiment 1 demonstrate that scores on tests of vowels produced by men
overestimate the ability of patients to recognize vowels in the broader context of multi-talker
communication. The results of experiment 2 demonstrate that channels 5 and 6 become more
important for vowel recognition as the second formants of the speakers increase in frequency.
© 1998 Acoustical Society of America.@S0001-4966~98!02202-4#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@WS#

INTRODUCTION

In order to perceive speech normally, a listener must sort
some physically different acoustic signals into different pho-
netic categories, and must sort other physically different sig-
nals into the same phonetic category. The latter circumstance
arises because speakers do not have identical vocal tract ge-
ometries. One consequence of different geometries is differ-
ent formant frequencies for the same phonetic segment. For
example, Peterson and Barney~1952! report that, across
speakers~men, women and children!, F1 for the vowel /,/
can range from 625 Hz to 1300 Hz andF2 can range from
1600 Hz to 2600 Hz. A signal withF15625 Hz andF2
51600 Hz is heard as /,/. A signal with F151250 Hz and
F252550 Hz is also heard as /,/. Another consequence of
the different geometries of vocal tracts is that some signals
with essentially identical formant frequencies are heard as
different phonetic segments. For example,F1 andF2 fre-
quencies of approximately 625 Hz and 1700 Hz can be heard
either as /,/ or as /}/ ~Peterson and Barney, 1952!. This
problem may be partially avoided by attention to vowel
length since /}/ is a ‘‘short’’ vowel and /,/ is a ‘‘long’’
vowel ~House, 1961!, and/or the speaker’s pitch~Miller,

1989!. However, the durations of short and long vowels can
overlap depending on consonantal context and speaking rate.
The mechanisms which allow listeners to sort signals into the
appropriate vowel categories, in spite of the complexities
described above, continue to be a matter of debate~see the
tutorial article by Strange, 1989!.

The complexities introduced by different vocal tract ge-
ometries, and therefore different formant frequencies, into
vowel recognition are of importance to researchers who
study speech understanding by patients fit with cochlear im-
plants. If we present single tokens of a small number of
vowels from a single speaker to our patients for identifica-
tion, then the results could be seriously misleading since
most of the complexities of vowel recognition have been
avoided. Yet the literature on vowel recognition by patients
fit with cochlear implants, including studies by the present
authors, can be characterized as using a single male speaker
~real or synthetic! or, at most, a single adult male and adult
female speaker.

Blamey et al. ~1987! evaluated vowel recognition per-
formance of 28 patients using theF0/F1 and theF0/F1/F2
coding strategies of the Nucleus device. The stimuli con-
sisted of 11 vowels in /hVd/ context presented live by one
male and one female Australian English speaker. Blamey
et al. ~1987! combined the scores for the two speakers. Thea!Electronic mail: loizou@ualr.edu
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mean percent correct score for five patients using the
F0/F1/F2 strategy was 57% in the hearing-alone condition.

Using a set of nine vowels, Skinneret al. ~1991! re-
ported an overall mean score of 62% correct by patients us-
ing theF0/F1/F2 processor. The nine vowels were from the
Iowa laser videodisc~Tyler et al., 1987! and were produced
by one male speaker. Skinneret al. ~1994! later evaluated the
Spectral Peak~SPEAK! coding strategy and the MPEAK
strategy for the Nucleus device with patients from three
English-speaking countries. For patients from the United
States and Canada, a North American vowel set was used
which contained 14 vowels in /hVd/ context produced by a
single North American male speaker. The Australian patients
were tested with an Australian vowel set, which included 11
vowels produced by one Australian male speaker. Skinner
et al. ~1994! reported a mean vowel score of 74.8% correct
for the SPEAK strategy and 70.1% correct for the MPEAK
strategy.

Vowel performance with the Ineraid device has been
found to be similar to that of theF0/F1/F2 processor of the
Nucleus device. Using a set of 12 synthetic vowels in /bVt/
context, Dormanet al. ~1989! reported a mean percent cor-
rect score of 60% with scores ranging from 49% to 79%
correct. Wilsonet al. ~1990! compared the performance of
patients fit with the compressed analog~CA! strategy used in
the Ineraid device, with the CIS strategy developed at the
Research Triangle Institute. In the vowel identification test,
the stimuli consisted of eight vowels in /hVd/context pro-
duced by one male and one female speaker from the Iowa
laser videodisc~Tyler et al. 1987!. Wilson et al. ~1990! re-
ported a similar performance for the two strategies on vowel
identification. The mean vowel score was 95% correct for the
CA strategy~Ineraid! and 92% correct for the CIS strategy.
The Ineraid patients in the Wilsonet al. ~1990! study were
tested with the CIS strategy in the laboratory, and had no
experience~only a few hours! with the new strategy. It was
not clear from that study whether the patients’ vowel scores
would improve over time with experience. This question was
addressed by Dorman and Loizou~1997! who investigated
the performance of Ineraid patients on vowel identification in
three different conditions:~1! with the Ineraid device;~2!
within hours of fitting with the CIS processor; and~3! after
one month of experience with the CIS processor. The stimuli
were 13 synthetic vowels in /bVt/context. The mean percent

correct scores were 35% for the Ineraid device and 41% for
the CIS processor at the time of the fitting. The difference
was not significant, which was consistent with the findings of
Wilson et al. ~1990! and Boexet al. ~1994!. At one month
after fitting with the CIS processor, a significant increase was
observed in the mean percent correct vowel recognition
~58% correct!. This outcome was interpreted to mean that a
period of adjustment is necessary, following the fitting of the
CIS processor, in which a remapping of the vowel space
occurs.

As it can be seen by the preceding literature review on
vowel identification by cochlear implant patients, most of the
studies have used a single adult male speaker and/or a single
adult female speaker. This led us to wonder how well im-
plant patients could identify vowels when the vowels were
spoken by a large number of men, women, boy, and girl
informants and were produced with widely different, and at
times idiosyncratic, vowel durations.

The identification of such a vowel set is of interest not
only because it would indicate how well cochlear implant
patients can function under conditions of real world com-
plexity, but also because it would give us a unique window
on the mechanism underlying vowel recognition. Consider
that in the present study the patients used a six-electrode
array and, thus, received, at most, six independent channels
of stimulation. It is of interest to know how patients can
identify vowels with varying formant frequencies when the
vowel spectra are represented by a small number of fixed-
frequency spectral components.

In the experiments which follow we describe, in experi-
ment 1, the level of vowel recognition obtained by patients
who use a six channel, Continuous Interleaved Sampling
~CIS! processor when tested with vowels produced by men,
women, boys, and girls. We also describe factors which may
account for the errors in identification and for individual dif-
ferences in performance. In experiment 2 we test the hypoth-
esis that channels 5 and 6 of the processor are critical for the
recognition of vowels produced for women, boys, and girls,
but are not critical for the recognition of vowels produced by
men. Finally, we comment on how vowels can be recognized
when the vowel spectrum is specified by only a small num-
ber of fixed-frequency components~or channels!.

TABLE I. Biographical data on implant patients. Subject S5 cannot remember ever hearing in the ear which
was implanted. Sound presented to the implanted ear is lateralized to the opposite ear.

Subject Gender

Age
~years! at
detection
of hearing

loss

Age at
which

hearing
aid gave

no benefit

Age fit
with

Ineraid
Age at
testing

Etiology
of hearing

loss

Score on
H.I.N.T.
in quiet

Score on
NU-6

words in
quiet

S1 F 7 31 33 40 unknown/ 100 80
hereditary

S2 M 19 19 29 41 Cogan’s 100 93
syndrome

S3 F 23 48 51 57 unknown 100 71
S4 M 20 46 63 68 unknown 88 46
S5 M 5 43 48 58 unknown 92 43
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I. EXPERIMENT 1

A. Method

1. Subjects

The subjects were five post-lingually deafened adults
who had used a six-channel CIS processor for periods rang-
ing from six months to a year. All of the patients had used a
four-channel, compressed-analog signal processor~Ineraid!
for at least 4 years before being switched to a CIS processor.
The patients ranged in age from 40 to 68 years and they were
all native speakers of American English. Biographical data
for each patient are presented in Table I.

2. Stimuli

The stimuli were the words ‘‘heed, hayed, hid, had, hod,
head, heard, hoed, hood, hud, who’d’’ spoken by a total of
36 men, 36 women, 25 boys, and 19 girls. There were ten
tokens of each vowel from each of the speaker categories,
i.e., 10 males produced ‘‘heed,’’ 10 males produced ‘‘hid,’’
etc. In some cases the same speaker contributed tokens to
several vowel categories. The stimuli were selected from re-
cordings made by Hillenbrandet al. ~1995!. Note that the
vowel /Å/ in ‘‘hawed’’ was not used in our study because it

was not identified well~only 82% correct! by the normal-
hearing listeners in the Hillenbrandet al. study. The tokens
of each vowel were selected to represent the complete area of
the vowel space, i.e., the tokens came from both the center
and the periphery of the vowel space. The means and distri-
butions of the formant values of the tokens selected for this
study are shown in Fig. 1. For each vowel from each speaker
group the mean of the tokens used in this study were within
100 Hz of the means derived from the entire set used by
Hillenbrandet al. ~1995!. This indicates that the tokens were
a reasonable representation of the vowel spaces. All of the
signals were identified with 90%–100% accuracy by the
normal-hearing listeners in Hillenbrandet al. ~1995!.

3. Signal processing

The CIS processor was an implementation of the Wilson
et al. ~1991! design fabricated at the University of Innsbruck
~Zierhofer et al., 1994!. The signal processor was a sixth-
channel design with six-order bandpass filters~Butterworth!,
full-wave rectification, and a 400-Hz low-pass filter. Signals
were pre-emphasized above 1200 Hz. Channel center fre-
quencies were 393, 639, 1037, 1685, 2736, and 4443 Hz.
Channel bandwidths were 187, 304, 493, 801, 1301, and

FIG. 1. Average values ofF1 andF2 for men~cyan!, women~red!, boys~green!, and girls~blue! for eleven vowels with ellipses fit to the data.
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2113 Hz, respectively. The channels were of equal width on
a logarithmic scale. The pulse durations and pulse rates dif-
fered for each patient and were chosen after an extensive
search through the pulse-duration by pulse-rate space.

4. Procedure

The test was divided into ten sessions. In each session
there were three repetitions of each vowel from each of the
four speaker groups. The stimuli were completely random-
ized within each session. Each session consisted of 132
stimuli (511 vowels34 speaker groups33 repetitions).
A 5-min recess was allowed following each session. The test
sessions were preceded by one practice session in which the
identity of vowels was indicated to the listeners. In this prac-
tice block one token of each vowel from each of the speaker
groups was used.

The stimuli were presented directly to the signal proces-
sors via an auxiliary input jack at a comfortable listening
level. Responses were collected via a touch sensitive pad.

B. Results

The mean percent correct score for men was 80% cor-
rect; for women the mean score was 73% correct; for boys
the mean score was 71% correct; and for girls the mean score
was 63% correct. The data for each of the five listeners are
shown in Fig. 2. A repeated measures analysis of variance
indicated a significant main effect for subjects@F(4,12)
5140.2, p,0.0001#, a significant main effect for speaker
group@F(3,12)532.4,p,0.0001#, and a significant interac-
tion of subjects and speaker group~F53.79, p,0.0001!.

For speaker groups,post hoc tests according to Scheffe
(alpha50.05) indicated that~i! the men’s vowels were easier
to identify than vowels from the other groups,~ii ! that vow-
els from women and boys were more difficult to identify
than vowels from men but less difficult than vowels from
girls, and~iii ! that vowels from girls were more difficult to
identify than vowels from any other group. For subjects,post
hoc tests according to Scheffe (alpha50.05) indicated that
S1, S2, and S3 performed significantly better than S4 and S5.

The mean scores for each vowel as a function of speaker
category are shown in Table II. The most difficult vowels to
identify were those in ‘‘hod’’~38% correct!, ‘‘had’’ ~59%
correct!, and ‘‘head’’ ~62% correct!. The mean score for
‘‘head’’ was reduced by the very poor performance on to-
kens from women~37% correct!.

C. Discussion

In the Introduction it was noted that a test of vowel
recognition using tokens from a single speaker from a single
speaker group avoids the normally occurring complexities of
vowel recognition. As a consequence, data collected in this
fashion may overestimate the ability of cochlear implant pa-
tients to recognize vowels. The outcome of the present ex-
periment suggests this to be the case. Vowels produced by
men were easier to identify than vowels produced by women
and boys, and both were easier to identify than the vowels
produced by girls.

Other experiments have also found that vowels produced
by men are relatively easy to identify for the best performing
patients fit with six channel CIS systems. Wilsonet al.
~1990! report a mean score of 92% correct for seven ‘‘bet-
ter’’ patients who used a CIS processor. The test set was
eight vowels spoken by one man and one woman. The three
‘‘better’’ patients in the present experiment averaged 85%
correct for the adult male and female speakers~88% and
82%, respectively!. The test set included 11 vowels. Both the
greater number of vowels in the set and the greater number
of speakers undoubtedly contributed to the lower scores in
the present experiment. At all events, the data from the
present experiment suggest that vowels produced by men can
be well identified with six channels of stimulation when a
large, but not full, complement of vowels is tested and when
the normal variation in formant frequencies for a given
vowel exists within the test set.

The potential overestimation of underlying speech per-
ception skills occasioned by the use of only male speakers is

FIG. 2. Average percent correct vowel identification as a function of
speaker group for five patients who used a six channel CIS processor.

TABLE II. Averaged identification scores~percent correct! for vowels produced by men, women, boys, and
girls.

heed hid hayed head had hod hoed hood who’d hud heard

Men 94 84 83 73 68 43 89 82 81 83 83

Women 84 82 81 37 55 40 93 82 81 63 92

Boys 77 85 68 75 51 37 74 77 77 63 65

Girls 78 70 67 61 60 31 62 59 65 55 62

Mean 83 80 75 62 59 38 80 75 76 66 76
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illustrated in Fig. 2 by a comparison of the performance of
S3 and S4. For S3 performance on the vowel set produced by
men ~83% correct! suggests that differences in formant fre-
quencies were relatively well resolved. This inference is con-
firmed by performance on the women’s, boys’, and girls’
vowel sets~83%, 84%, and 77% correct, respectively!. Con-
sider, now, the performance of S4. He identified vowels from
men with nearly the same accuracy as S3~77% correct ver-
sus 83% correct!. In this instance the inference of reasonably
good resolution of formant frequencies for the other vowel
sets is not appropriate since performance falls from 77% cor-
rect for men, to 60% correct for women, to 55% correct for
boys, and to 41% correct for girls.

1. Accounting for the difficulty in identification of
vowels from different speaker groups

As noted above, vowels produced by men were the easi-
est to identify. One factor contributing to this effect may be
the relatively poor resolution of differences in formant fre-
quencies for women, boys, and girls due to the increased
width of the CIS processor filters into which the formants of
the women, boys, and girls fall. That is, because a girl’s
formant frequencies will fall into higher and, therefore, wider
filters than a man’s, differences in formant frequencies for
vowels produced by a girl should be less well resolved. To
test this assumption, the signal level at the output of each
processor channel for each vowel was measured.1 To assess
the distance between the channel outputs for the different
vowels in the set, the results were subjected to cluster analy-
sis ~Duda and Hart, 1973! and a measure of between-class
scatter was computed~see the Appendix!. For this metric the
larger the number, the larger the distance between vowels.
Therefore, a larger distance between vowels would support
the finding that the vowels are more discriminable. The re-
sults are shown in the first column in Table III. The largest
value occurs for men’s vowels. Women’s, boys’, and girls’
vowels have a smaller value, indicating a smaller difference
between channel outputs. These results are consistent with
the outcome of better performance on men’s vowels relative
to women’s, boys’, and girls’ vowels. However, the data do
not predict the differences in performance on vowels pro-
duced by women, boys, and girls.2

It is also reasonable to ask whether the tokens of a given
vowel are more variable within one speaker group than an-
other. That is, it could be the case that the channel output
patterns for girls, for example, are more variable for a given

vowel than for men. To assess this we used a measure of
within-class scatter~see the Appendix!. The results are
shown in the second column in Table II where a larger num-
ber indicates greater variability. The channel output patterns
of the boys and girls were found to have greater variability
than those of the women and the men. This result is consis-
tent with the poorer performance on vowels produced by
boys and girls.

Finally, the measures of between-class variance and
within-class variance can be combined using Fisher’s ratio
which computes the ratio of between-class variance to
within-class variance~see the Appendix!. The outcome is
shown in the third column in Table III. Here a large value
indicates a greater distance between items. Men’s vowels
had the largest value and that value was an order of magni-
tude larger than the value for women, boys, and girls. Girls
had the smallest value. These data are consistent with the
outcome that men’s vowels were the easiest to identify and
that the girls’ vowels were the most difficult.

2. Accounting for differences among patients

As described above, subjects S1, S2, and S3 achieved
higher scores than S4 and S5. A measure of auditory
function—dynamic range, i.e., the range between threshold
of detection for electrical stimulation and a high comfortable
level of stimulation3—may be related to the better perfor-
mance of patients S1, S2, and S3 relative to S4 and S5. As
shown in Table IV, S1, S2, and S3, relative to S4 and S5,
have, most generally, larger dynamic ranges in channels 1–4
and have much much larger dynamic ranges in channels 5
and 6. These data fit the pattern for S1, S2, and S3, relative
to S4 and S5, of better recognition of male vowels~88%
correct versus 70% correct! and much better recognition of
vowels produced by girls~73% correct versus 41% correct!.
It is possible that for S4 and S5 the small dynamic ranges for
electrodes 5 and 6 made coding of girls’ formant frequencies
more difficult.

3. Accounting for errors in the identification of a
given vowel

The three most difficult vowels to identify were those in
‘‘hod,’’ ‘‘had,’’ and ‘‘head.’’ Errors on ‘‘head’’ are the easi-
est to understand. As shown in Table II, the average identi-
fication score for ‘‘head’’ was reduced greatly by the poor
identification of /}/ produced by women. The large differ-
ence in identification accuracy among the speaker groups
provided a clear window into the difficulty underlying the
errors in identification of /}/ produced by women. The aver-

TABLE III. Results of cluster analysis for distances between channel out-
puts of vowels produced by men, women, boys, and girls. The between-
vowel variance indicates the distance between vowel categories within a
speaker group. The measure of within-vowel variance indicates the variabil-
ity of tokens of a given vowel within a speaker set. The Fisher ratio is the
ratio of between-vowel variance to within-vowel variance.

Between-vowel variance Within-vowel variance Fisher ratio

Men 7.3031022 2.3031028 3.563106

Women 1.1531022 1.1831028 9.753105

Boys 2.0431022 6.2031028 3.253105

Girls 1.2731022 4.2631028 2.993105

TABLE IV. Dynamic range~dB! for electrodes 1–6 for patients S1–S5.

Dynamic range~dB!

Ch. 1 Ch. 2 Ch. 3 Ch. 4 Ch. 5 Ch. 6

S1 15.9 19.1 19.8 22.1 19.4 16.9
S2 28.1 29.2 27.3 28.6 29.8 24.9
S3 16.1 15.7 23.5 21.8 24.5 14.5
S4 10.8 12.0 11.5 11.6 12.2 10.1
S5 15.8 16.2 18.1 18.4 10.8 7.7
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aged channel output patterns for /}/ produced by men,
women, boys, and girls are shown in Fig. 3. The output
pattern of the women speakers differs from the other patterns
in the magnitude of the output for the channel codingF2.
For men, boys, and girls there is a distinct peak in the pattern
corresponding to the channel into whichF2 falls ~indicated
by the arrows in Fig. 3!. This peak is reduced for /}/ pro-
duced by women. If this too low peak is responsible for the
difficulty in identification, then well identified tokens of
women’s /}/ should have a larger peak than less well identi-
fied tokens of /}/. As shown in Fig. 4, this was the case.
Finally, inspection of the confusion matrix for vowels pro-
duced by women indicated that ‘‘head’’ was most often con-
fused with ‘‘hud.’’ We would suppose that the channel out-

put pattern of poorly identified tokens of /}/ would look
much like the output pattern for /#/. As shown in Fig. 4, this
was the case.

The vowel in ‘‘had’’ was the second most difficult
vowel to identify. ‘‘Had’’ was most often confused with
‘‘head.’’ A short account of this confusion is as follows.
‘‘Had’’ was produced as a diphthong; the initial portion was
similar acoustically to the vowel in ‘‘head.’’ In well identi-
fied tokens of ‘‘had’’ the channel output pattern during the
initial portion of the syllable was similar to that in /}/, while
the channel output pattern during the final portion of the
syllable was appropriate for /,/. In poorly identified tokens
of ‘‘had,’’ the channel output pattern for the initial portion of
the vowel was similar to that for /}/, while the output pattern
for the final segment was ambiguous between /}/ and /,/.

The vowel in ‘‘hod’’ was the most difficult to identify.
The two most common error responses were ‘‘had’’ and
‘‘hud.’’ Curiously, there were few similarities between the
channel output patterns of the poorly identified tokens of
‘‘hod’’ and the well identified tokens of ‘‘had’’ and ‘‘hud.’’
However, the poorly identified tokens of ‘‘hod’’ were distin-
guishable from the well identified tokens, in that the poorly
identified tokens lacked the distinct peak in the output pat-
tern characteristic of the well identified tokens~Fig. 5!. As
shown in Fig. 5 the poorly identified tokens of ‘‘hod’’ were
characterized by a more diffuse distribution of energy across
channels 4, 5, and 6. In contrast, the well identified tokens
were characterized by a significant drop in channel output
level after the fourth channel. Figure 5 illustrates the distinc-
tion between the poorly identified and well identified tokens
of ‘‘hod.’’ The substitution of ‘‘had’’ for ‘‘hod’’ may also
have been driven by the similar durations of the two vowels
~272 ms, on average, for the vowel in ‘‘hod’’ and 273 ms, on
average, for the vowel in ‘‘had’’!.

FIG. 3. Average channel output patterns for the vowel /}/ ~in ‘‘head’’ ! as a function of speaker group. The arrows point to the channel which codesF2 for
each speaker group.

FIG. 4. Average channel output patterns for /}/ ~in ‘‘head’’ ! and /ö/ ~in
‘‘hud’’ ! produced by women.
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II. EXPERIMENT 2

In the discussion of experiment 1 it was suggested that
channels 5 and 6 were of particular importance to the recog-
nition of vowels produced by women, boys, and girls be-
cause of the higher formant frequencies, relative to men, pro-
duced by these speakers. To test this hypothesis, channels 5
and 6 were turned off and the patients were asked to identify
vowels as in experiment 1. The hypothesis to be tested was
that turning off channels 5 and 6 would have no effect on
men’s vowels, but would have a significant effect on the
vowels produced by women, boys, and girls.

A. Method

1. Subjects

The subjects were those described in experiment 1.

2. Stimuli

Three of the test blocks used in experiment 1 were used
in this experiment. Three blocks, instead of ten, were used in
order to reduce patient fatigue.

3. Signal processing

In order to eliminate channels 5 and 6, the value of the
high comfortable level for channels 5 and 6 was set to the
value of threshold. In this way the bandwidths of channels
1–4 were the same as those in experiment 1.

4. Procedure

The test was divided into three blocks of stimuli. In each
block there were three repetitions of each vowel from each of
the four speaker groups. The stimuli were completely ran-
domized within each block. The test sessions were preceded
by one practice session in which the identity of vowels was
indicated to the listeners. In this practice block one token of
each vowel from each of the speaker groups was used.

As in experiment 1, the stimuli were presented directly
to the signal processors via an auxiliary input jack at a com-
fortable listening level. Responses were collected via a touch
sensitive pad.

B. Results and discussion

The mean scores with a six-channel processor and with a
processor with channels 5 and 6 turned off are shown in Fig.
6. For this analysis, the three test blocks used in experiment
2 were compared to the same three test blocks used in ex-
periment 1. A repeated measures analysis of variance indi-
cated a main effect for speaker group@F(3,30)547.8,
p,0.00001#, a main effect for channel configuration
@F(1,10)5258.4, p,0.00001#, and a speaker group by
channel configuration interaction@F(3,30)511.82, p
,0.0001#. Post hoc tests according to Scheffe (alpha
50.05) indicated that the scores for vowels produced by
men did not differ in the two processor conditions. The
scores for women, boys, and girls did differ in the two pro-
cessor conditions. This outcome, that the identification of
vowels produced by men was not significantly affected by
elimination of channels 5 and 6 but that the identification of
vowels produced by women, boys, and girls was signifi-
cantly affected, is consistent with our hypothesis that chan-
nels 5 and 6 become critical for identification as the second
formants of the speakers increase in frequency.

III. GENERAL DISCUSSION

In the discussions following experiments 1 and 2, we
commented~i! on differences in the recognition of vowels
produced by men, women, boys, and girls,~ii ! on the factors
which contributed to errors in identification,~iii ! on factors
which might account for some patients achieving high scores
while other patients achieved low scores, and~iv! on the role
of channels 5 and 6 in the recognition of vowels produced by
men, women, boys, and girls. In this section we suggest how

FIG. 5. ~top! Spectra of the vowel /Ä/ ~in ‘‘hod’’ ! of a well-identified token
of ‘‘hod’’ ~solid lines! and a poorly identified token of ‘‘hod’’~dashed lines!
produced by male speakers. These spectra were derived using a 20-ms win-
dow, centered at the midpoint of the vowel, and a 14-pole LPC analysis.
~bottom! Channel output patterns of a well-identified token of /Ä/ in ‘‘hod’’
~solid lines!, and a poorly identified token of /Ä/ ~dashed lines!.

FIG. 6. Average percent correct vowel identification as a function of
speaker group. The parameter is processor configuration. The solid circles
indicate performance with a six-channel processor, and the open triangles
indicate performance with a six-channel processor with channels 5 and 6
turned off.
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vowels with varying formant frequencies can be recognized
when the spectra of the vowels are specified by only a small
number of fixed-frequency components.

Consider, first, the information about vowel identity
available to a normal-hearing listener. If the speaker has a
low F0, then it is likely that harmonics in the source spec-
trum coincide with peaks in the vocal tract transfer function.
In this instance the listener has only to detect the highest
amplitude harmonics in the spectrum in order to define the
formant values of the signal. However, if the speaker has a
high F0, then there may not be harmonics which coincide
with the peaks in the transfer function. In this instance, the
location of the formant peak must be derived from the rela-
tive amplitudes of the harmonics which surround the peak, or
from the cochlear excitation pattern which results from the
pattern of harmonic amplitudes.

The cochlear implant patients in the present study were
faced with a situation similar to that of normal-hearing indi-
viduals listening to signals with a very highF0. In this in-
stance the ‘‘F0’’ was so high that only six components ap-
peared in the spectrum. Consider, now, how six fixed-
frequency components could codeF1 andF2 for a set of
vowels. Figure 3 shows the averaged, channel-output levels
for the vowel in ‘‘head’’ spoken by men, women, boys, and
girls. The differences in amplitude of the channel outputs in
channels 2 and 3 code the frequency ofF1. For men the
highest output level is in channel 2 and the output of channel
3 is very low. This implies a lowF1 ~meanF15579 Hz!.
For women the level of channel 3 is higher than for men
indicating a higher frequencyF1 ~women’s meanF1
5720 Hz!. For boys the difference between channels two
and three is similar to that for women, suggesting that theF1
is the same as for women~boys’ meanF15723 Hz!. For
girls, the output of channel 3 is slightly higher than for boys
indicating a slightly higherF1 ~girl’s mean F15759 Hz!.
For men, the peak in energy corresponding toF2 is in chan-
nel 4 ~meanF251826 Hz!. For women, channels 4 and 5
have similar levels indicating a higherF2 than for men
~women’s meanF252001 Hz!. For boys, the peak is at
channel 5, indicating a higherF2 than for women~boys’
meanF252176 Hz!, while for girls the peak is also at chan-
nel 5 but the output of channel 4 is reduced indicating a
higher F2 relative to that of boys~girls’ mean F2
52314 Hz!.

The foregoing indicates that differences in channel out-
put levels reflect differences in formant frequencies. The re-
sults of the present experiment demonstrate that differences
among the output levels of six channels can be used to code
the vowel formant frequencies of male voices with reason-
able adequacy. More channels will be needed to code the
formants of other speakers, especially girls, with similar ad-
equacy.
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APPENDIX

This Appendix describes the measures used to analyze
the vowel channel output vectors. These measures are based
on within- and between-class scatter matrices~Duda and
Hart, 1973!, which are defined as follows.

Let x be a sixth-dimensional channel output vector, and
mi the mean channel vector of thei th vowel. Then, the
within-class scatter matrixSW can be defined as:

SW5(
i 51

V

(
xPCi

~x2mi !~x2mi !
T,

whereV is the number of vowels, andCi is the cluster con-
taining the channel outputs of thei th vowel. Similarly, the
between-class scatter matrixSB can be defined as follows:

SB5(
i 51

V

ni~mi2m!~mi2m!T,

whereni is the number of channel vectors contained in clus-
ter Ci , andm is the overall mean channel vector.

The matricesSB and SW can be used to measure the
between- and within-vowel scatter of the channel output vec-
tors. A simple scalar measure of the channel outputs scatter
is the determinant of the scatter matrix, which provides an
estimate of the hyperellipsoidal scattering volume. An esti-
mate of thebetween-vowel variancecan therefore be ob-
tained by taking the determinant of the between-class scatter
matrix SB . Similarly, an estimate of thewithin-vowel vari-
ance can be obtained by taking the determinant of the
within-class scatter matrixSW .

The Fisher’s ratio can be constructed as the ratio of
between- to within-vowel variance, i.e.,

F5
uSBu
uSWu

,

whereu•u denotes the determinant of a matrix. This ratio is a
very popular class separability criterion in multiple discrimi-
nant analysis~Duda and Hart, 1973!. Large values ofF in-
dicate that the classes, or vowels in our case, are well sepa-
rated from each other, and therefore easily discriminable.
Small values ofF indicate that the classes are possibly in-
termingled with each other, and therefore easily confusable.

1Channel output measurements were made at a point 50 ms into the time
waveform. The channel outputs were computed as follows. The signal was
pre-emphasized and then bandpassed into six logarithmic frequency bands
using sixth-order Butterworth filters. The envelopes of the filtered signal
were then extracted by full-wave rectification and low-pass filtering with a
400-Hz cutoff frequency. Six channel outputs were computed by estimating
the root-mean-square~rms! energy of the six envelopes over a 10-ms
frame.

2The variance metrics accounted for the differences in performance for some
of the speaker groups, but failed to predict the differences in performance
between other groups. This might be because the metrics used static mea-
surements of the vowels taken at a point 50 ms into the time waveform. It
is possible that if the metric had used measurements from the onset, middle,
and offset segment of each vowel, that the metric might better predict the
performances of all speaker groups.

3Measurements of threshold and a high comfortable level of stimulation
were made with a 50-ms tone burst using a manual ‘‘up–down’’ procedure.
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Pitches of concurrent vowels
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When two vowels are presented simultaneously, listeners can report their phonemic identities more
accurately if their fundamental frequencies~F0’s! are different rather than the same. If theF0

difference (DF0) is large, listeners hear two vowels on different pitches; if theDF0 is small the
vowels are identified less accurately and they do not evoke different pitches. The present study used
a matching task to obtain judgments of the pitches evoked by ‘‘double vowels’’ created from
pairwise combinations of steady-state synthetic vowels /i/, /Ä/, /u/, /,/, and /Ñ/. OneF0 was always
100 Hz; the otherF0 was either 0, 0.25, 0.5, 1, 2, or 4 semitones higher. Experienced listeners
adjusted theF0 of a tone complex to assign pitch matches to 50-ms or 200-ms double vowels. For
DF0’s up to two semitones, listeners’ matches formed a single cluster in the frequency region
spanned by the twoF0’s. When theDF0 was 4 semitones, the matches generally formed two
clusters close to theF0 of each vowel, suggesting that listeners perceive two distinct pitches when
the DF0 is 4 semitones but only one clear pitch~possibly accompanied by one or more weaker
pitches! with smallerDF0’s. When the duration was reduced from 200 ms to 50 ms, only a subset
of the vowel pairs with aDF0 of 4 semitones produced a bimodal distribution of matches. In
general, 50-ms stimuli were matched less consistently than their 200-ms counterparts, indicating
that the pitches of concurrent vowels emerge less clearly when the stimuli are brief. Comparisons
of pitch and vowel identification data revealed a moderate correlation between match intervals
~defined as the absolute frequency difference between first and second pitch matches! and
identification accuracy for the 200-ms stimuli with the largestDF0 of 4 semitones. The link between
match intervals and vowel identification was weak or absent in conditions where the stimuli evoked
only one pitch. ©1998 Acoustical Society of America.@S0001-4966~98!05702-6#

PACS numbers: 43.71.An, 43.71.Bp, 43.71.Es, 43.66.Hg@WS#

INTRODUCTION

When two voices compete, listeners find it easier to un-
derstand the target voice if the interfering voice is on a dif-
ferent pitch~Brokx and Nooteboom, 1982!. A difference in
fundamental frequency (DF0) between two simultaneous
vowels helps listeners to identify both vowels~Scheffers,
1983; Zwicker, 1984; Chalikia and Bregman, 1989; Ass-
mann and Summerfield, 1990, 1994; McKeown, 1992; Cull-
ing and Darwin, 1993; de Cheveigne´ et al., 1997!. When the
vowels differ in F0 by more than about 2 semitones, the
subjective impression is of two voices producing different
vowels on different pitches. In contrast, when theF0’s are
the same, listeners hear a blend of two vowels on the same
pitch. These findings have provided the motivation for a
stage of F0-guided segregationin several models of the
identification of concurrent vowels~Scheffers, 1983; Ass-
mann and Summerfield, 1990; Meddis and Hewitt, 1992; de
Cheveigne´, 1997!. These models differ primarily in the way
they useF0 information to segregate the components of
double vowels in order to predict the improvement in vowel
identification with increasingDF0 .

The models proposed by Scheffers~1983! and Assmann
and Summerfield~1990! include a stage in which theF0’s of
both vowels are determined. An estimate of theF0 of each

vowel is used to drive a segregation stage that relies on a
spectral or temporal analysis of the composite signal. Since
segregation and pitch both depend on an analysis of theF0’s
that are present, these models predict a close link between
pitch perception and vowel identification. Specifically, they
suggest that the improvement in vowel identification asDF0

increases is coupled with an increased tendency to perceive
two pitches rather than one. Consistent with this assumption
is the subjective impression of the emergence of two distinct
pitches as theDF0 is increased from 0 to 4 semitones. When
the duration of the stimulus is reduced from 200 to 50 ms,
the impression of two voices on different pitches is less dis-
tinct, and the extent of the improvement in identification
with increasingDF0 is reduced~Assmann and Summerfield,
1990, 1994; Culling and Darwin, 1994; McKeown and
Patterson, 1995!.

The model proposed by Meddis and Hewitt~1992!
makes the assumption that auditory attention is initially fo-
cused on the dominant vowel in the pair. An estimate of its
F0 guides a temporal analysis to group together frequency
channels with a common temporal structure. The nondomi-
nant vowel is reconstructed by grouping together the remain-
ing channels. Consistent with this approach is the finding
that one vowel in the pair is generally perceived asdominant
relative to the secondnondominantvowel, and is identified
more accurately~Scheffers, 1983!. McKeown ~1992! found
that the relationship between dominant and nondominant

a!Current address: Department of Communication Disorders, Box 42073,
Texas Tech University Health Sciences Center, Lubbock, TX 79409-2073.
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vowels is determined by the spectral shapes of the constitu-
ent vowels, and that the pattern of dominance is maintained
across a wide range of vowel intensity ratios. McKeown and
Patterson~1995! showed that the improvement in identifica-
tion accuracy with increasing stimulus duration is primarily
due to the nondominant vowel.

Several aspects of the identification of double vowels
are not easily accounted for in terms ofF0-based segrega-
tion. Culling and Darwin~1993, 1994! found that the benefits
of small DF0’s ~1 semitone or less! emerged even when the
DF0 was restricted to a subset of the formants, when the two
F0’s were ‘‘swapped’’ across the formants of the two vow-
els, or when the spectrum envelope of each vowel was de-
fined by the even harmonics of oneF0 and the odd harmon-
ics of the otherF0 . They proposed that the benefits of small
DF0’s ~1 semitone or less! for vowel identification are based
on waveform interactions that enhance the formant patterns
of the constituent vowels, rather than a process ofF0-guided
segregation. Consistent with this idea, Assmann and Sum-
merfield ~1994! found that some 50-ms segments of double
vowels ~extracted from a 200-ms stimulus! were easier to
identify than other segments. These variations in identifica-
tion accuracy appeared only when the stimuli differed inF0

by 1 semitone or less. These findings suggest that waveform
interactions over the time course of the stimulus can enhance
the spectral patterns to provide ‘‘glimpses’’ of the constitu-
ent vowels. These interactions contributed only when the
DF0 was small, with stimuli that did not evoke a strong
impression of two distinct pitches.

While a number of studies have examined the processes
involved in the identification of double vowels, little atten-
tion has been given to the pitches evoked by these stimuli.
Investigation of the pitches of double vowels is of interest
for two reasons. First, these data provide a basis for testing
the predictions of models of double-vowel identification that
rely on F0 estimation to account for the improved accuracy
as a function ofDF0 . A second more basic reason is that
models of pitch perception have focused largely on sounds
that evoke a single pitch, such as tone complexes and single
vowels. Sounds that evoke multiple pitches, such as double
vowels, may present special problems for these models be-
cause pairs of corresponding harmonics are close in fre-
quency~Beerends and Houtsma, 1989; Assmann and Sum-
merfield, 1990; Darwinet al., 1995!.

The present study used a matching paradigm~Moore
et al., 1985! to investigate the pitches evoked by double
vowels. Listeners adjusted theF0 of a 25-component tone
complex to find the best match in pitch. In experiment 1,
they assigned a single match to the dominant pitch. In ex-

periment 2, they assigned two matches to the dominant and
nondominant pitches.

The purpose of the study was~i! to confirm the subjec-
tive impression that double vowels are more likely to evoke
two clear pitches~rather than only a single pitch! as theDF0

increases from 0 to 4 semitones,~ii ! to determine theF0

separation at which this change occurs,~iii ! to establish
whether longer~200 ms! segments are more likely to evoke
two distinct pitches than brief~50 ms! segments, and~iv! to
examine the relationship between pitch and vowel identifica-
tion as a function of duration andDF0 .

I. THE EXPERIMENTS

In the pitch-matching paradigm described by Moore
et al. ~1985!, listeners were required to adjust theF0 of a
tone complex to find the best match to a target stimulus.
Several factors contribute to the difficulty of this task when
the target stimuli are double vowels. First, the target and
matching stimuli have different spectrum envelopes, and
hence differ in timbre. Second, double vowels with large
DF0’s are perceived as having two pitches, while the match-
ing stimuli evoke only one pitch. Third, double vowels with
small DF0’s frequently evoke a sensation of roughness, cre-
ated by interactions among corresponding unresolved har-
monics of the two vowels~Terhardt, 1974; Carlyon, 1995!.
Given the complexity of the task, we asked listeners in the
first experiment to adjust theF0 of a tone complex to match
only the dominant pitch evoked by the double vowel. In
subsequent experiments they made two pitch matches to
each double vowel.

A. Experiment 1: Single-pitch matches

1. Test stimuli

The test stimuli were 200-ms double vowels obtained
from an earlier study by Assmann and Summerfield~1994,
experiment 1:long condition!. They were constructed by
summing the digital waveforms of pairs of single vowels.
The single vowels were synthesized using a version of the
Klatt cascade formant synthesizer~Klatt, 1980; Summerfield
and Assmann, 1991!. The vowels were steady-state five-
formant approximations to the American English vowels /i/,
/Ä/, /u/, /,/, and /Ñ/, using the formant frequencies listed in
Table I. The single vowels were synthesized with the same
amplitude of voicing to simulate approximately equal vocal
effort. Six versions of each vowel were constructed using the
F0’s listed in Table II.

Double vowels were constructed by summing a pair of
single vowels. In each pair one vowel had anF0 of 100 Hz;
the otherF0 was 0, 0.25, 0.5, 1, 2, or 4 semitones higher. All
possible pairwise combinations of the five vowels were used,
for a total of 150 test stimuli~25 vowel pair36 F0’s!.

TABLE I. Formant frequencies of the vowels.

Vowel F1 ~Hz! F2 ~Hz! F3 ~Hz! F4 ~Hz! F5 ~Hz!

/i/ 250 2250 3050 3350 3850
/Ä/ 750 1050 2950 3350 3850
/u/ 250 850 2250 3350 3850
/,/ 750 1450 2450 3350 3850
/Ñ/ 450 1150 1250 3350 3850

TABLE II. Fundamental frequencies of the vowels.

DF0 ~semitones! 0 0.25 0.5 1 2 4

F01 ~Hz! 100 100 100 100 100 100
F02 ~Hz! 100 101.45 102.93 105.95 112.25 125.99
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2. Matching stimuli

The matching stimuli were tone complexes formed by a
harmonic series with a sloping spectrum of approximately
26 dB/oct, similar to the combined glottal source and radia-
tion spectrum of voiced speech~Klatt, 1980!.1 TheF0 of the
matching stimulus was adjustable in the range 70–190 Hz
with a resolution finer than 0.3 Hz. Onsets and offsets of the
matching stimuli were tapered with a 10-ms linear ramp.

3. Procedure

The stimuli were presented on-line~Ariel DSP-16, 16-
bit quantization, 10 000 samples/s!, low-pass filtered at 4.2
kHz and2110 dB/oct~Stanford Research Systems SR-640!,
manually attenuated~Kay model 432D!, and presented to the
left ear via Sennheiser HD-490 headphones. The levels of the
test stimuli ranged from 58 to 71 dB SPL, while the match-
ing stimuli ranged from 57 to 65 dB SPL~Bruel & Kj,r type
4152 artificial ear, Bruel & Kj,r type 2235 sound level
meter, 6-cc coupler, A-weighting!. The test stimuli were syn-
thesized in advance and stored in computer files. The match-
ing stimuli were synthesized on-line. Test and matching
stimuli were presented in alternation separated by a 512-ms
silent interval. Each pair was repeated at intervals of 1.2 s.

Listeners adjusted theF0 of the matching stimulus with
a computer-controlled mouse to match its pitch with the
dominant pitch of the double vowel. They were instructed to
bracket their matches, i.e., to approach the target pitch from
ascending and descending directions before selecting their
match. When satisfied with the match they recorded their
response by pressing the mouse button. To prevent listeners
from forming an association between the position of the
mouse andF0 range of the matching stimulus, the computer
monitor was disabled and theF0 of the matching stimulus
was reset to a random starting value within the 70–190 Hz
range at the onset of each trial. The mouse pointer was re-

positioned randomly by dividing the output of a random
number generator by a scale factor to place the output in the
range between 0 and the maximum number of pixels on the
video display~in this case, 640 pixels along the horizontal
dimension!. Listeners completed 15 listening sessions of ap-
proximately 45 min on separate days. Each session included
one-third of the 150 test stimuli, presented in a different
random sequence for each trial and for each listener.

4. Subjects

Five listeners, including the two authors, took part in
experiment 1. All had pure-tone audiometric thresholds
within normal limits at octave frequencies between 0.25 and
8 kHz in the left ear. All were native speakers of American
English except one~PA! who was a speaker of Canadian
English. All subjects participated in a pitch-matching pretest
and a double-vowel identification experiment. They identi-
fied both constituents of the 200-ms double vowels and their
performance was similar to that of other subjects~Assmann
and Summerfield, 1994!. None of the listeners were profes-
sional musicians, although the majority had some musical
training.2

5. Results and discussion

The median matchedF0 across the five trials was taken
as a summary measure of the dominant pitch. An analysis of
variance revealed a significant main effect ofDF0 @F (5,20)

534.62; p,0.01#. A significant linear trend was present,
with higher matchedF0’s as the DF0 increased@F (1,25)

5142.82;p,0.01#. The interaction between vowel pair and
DF0 was significant@F (120,480)51.76; p,0.01# and is shown
in Fig. 1.

Figure 1 shows that listeners’ matches to the dominant
pitch were generally close to 100 Hz when the two vowels
had the sameF0 of 100 Hz. There were no significant dif-

FIG. 1. Single-pitch matches to 200-ms double vowels in experiment 1. Filled circles show the means~across the five listeners! of median matchedF0 ~across
the five trials!. Error bars show61 standard error across listeners. Results for fourDF0’s are shown in separate panels for the 25 vowel pairs whose phonetic
categories are indicated by the symbols below the abscissa. The solid lines in each panel indicate the actualF0’s that were present.
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ferences among vowel pairs in this condition, indicating that
listeners assigned their matches consistently and without bias
when theF0’s were the same. For smallDF0’s up to one
semitone, matches generally occupied the frequency region
between the twoF0’s ~henceforth,F01 andF02!. Significant
differences among the vowel pairs emerged only in the two
conditions with the largestDF0’s of 2 and 4 semitones.

An interesting feature of the results was a bias favoring
the higherF0 in listeners’ pitch judgments. Across the set of
25 vowel pairs withDF0’s of 2 and 4 semitones, 65.6% of
the matches were less than60.5 semitone fromF02, while
only 16.4% were less than60.5 semitone fromF01. In the
4-semitone condition, pitch matches nearF02 were more
prevalent when the vowel with the lowerF0 of 100 Hz had a
high F1 frequency~i.e., when it was either /Ä/, or /,/! rather
than a lowF1 ~as in /i/ and /u/!. One factor that might help
to explain this pattern is that the low-numbered harmonics of
vowels in the ‘‘spectral dominance region’’ are the main
determinants of pitch~Plomp, 1967; Ritsma, 1967; Moore
and Glasberg, 1985!. When the first formant (F1) has a high
frequency, the spectrum levels in the frequency region below
the F1 peak can be as much as 10 dB lower. This creates a
spectral ‘‘valley’’ where a lower-frequencyF1 from the
competing vowel can have an improved signal-to-noise ratio.
However, Fig. 1 shows that identical-vowel pairs~such as
/,,,/! also showed a bias toward the higherF0 . Identical-
vowel pairs have the same spectrum envelope, and the levels
of harmonics belowF1 are similar. For these stimuli, little
improvement in signal-to-noise ratio is expected, and hence
an alternative explanation must be sought.3

Figure 1 shows that several vowel pairs had mean
matchedF0’s that were midway betweenF01 andF02 in the

4-semitone condition. The standard errors for these stimuli
were consistently larger than those with means nearF02.
Inspection of individual matches for these stimuli revealed
an interesting pattern: Most were clustered either nearF01 or
F02, but few had intermediate values. Four of the five listen-
ers showed this bimodal pattern on different trials, while a
fifth consistently assigned all matches close toF02. For these
stimuli, the dominant pitch varied as a function of listener
and trial and was not adequately characterized by the sum-
mary measures reported here.

B. Experiment 2: Double-pitch matches

In experiment 1 listeners were instructed to match only
the dominant pitch. In experiment 2 listeners provided judg-
ments ofboth pitches by matching the dominant and non-
dominant pitches in succession. If only one pitch was
present, they were instructed to assign the same match twice.

1. Procedure

The matching and test stimuli were the same as those
used in experiment 1. Test and matching stimuli were pre-
sented monaurally in alternation, repeating at 1.2-s intervals.
Each trial consisted of two phases. In phase I, listeners ad-
justed theF0 of the matching stimulus with a computer-
controlled mouse to match its pitch with the dominant pitch
of the double vowel. When satisfied with the match, listeners
recorded their response by pressing the mouse button. If a
second pitch was perceived to be present, listeners adjusted
the F0 of the matching stimulus to match the nondominant
pitch. If only one pitch was perceived, listeners assigned the
second match to the same pitch selected in phase I. After
every five alternating pairs, the response from phase I was
repeated as a reminder, following a 51.2-ms interval.

Four experienced listeners, including the two authors,
participated in experiment 2. All had previously taken part in
experiment 1. Listeners made 10 matches to each of the 150
double vowels over a series of 30 individual listening ses-
sions. Fifty double vowels were presented in each session in
random sequence. Sessions lasted approximately 45 min.

2. Results and discussion

Analyses were carried out to determine the conditions in
which listeners heard two pitches rather than one, and the
accuracy with which their pitch matches reflected both the
F0’s that were present and the interval (DF0) between them.
To determine the number of pitches and the relative salience
of each pitch, we studied the distribution of pitch matches to
each double vowel. We assumed that listeners’ matches to
each pitch would follow a normal distribution with a meanm
centered on the frequency correlate of the perceived pitch,
and a standard deviations determined by internal noise and
accuracy of matching. The distribution of matches to double
vowels was modeled as the weighted sum of two Gaussian
distributions:

p~x;m1 ,m2 ,s,w!

5
w

sA2p
e2~x2m1!2/2s2

1
12w

sA2p
e2~x2m2!2/2s2

. ~1!

FIG. 2. Histograms of pitch matches for a 200-ms double vowel /,,u/. The
vowel /,/ had anF0 of 100 Hz, while /u/ was 0, 1, 2, or 4 semitones higher.
The solid line in each panel indicates the result of fitting the histogram with
the weighted sum of two Gaussian distributions. Arrows indicate the two
F0’s that were present.
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The parametersm1 andm2 represent the frequency correlates
of the two pitches, the standard deviations is assumed to be
the same for each pitch, and the weighting factorw deter-
mines the relative salience of each pitch~in the interval 0–1!.
When a single pitch is present, the distribution of matches is
expected to have a single mode withm15m2 . When two
pitches of equal salience are present it is expected thatm2

Þm1 , with w'0.5.
Estimates of the parametersm1 , m2 , s, and w were

obtained by minimizing the log likelihood error function

e52(
x

log p~x;m1 ,m2 ,s,w! ~2!

with respect tox, the vector of matchedF0’s for a given
double vowel. To obtain a sufficient density of matches,
pitch matches to each stimulus were combined across the
two matches assigned on each trial, ten trials and four listen-
ers and plotted in the form of a histogram as shown in Fig. 2.
The example is the vowel pair /,,u/, with DF0’s of 0, 1, 2,
and 4 semitones. The solid line in each panel is the fitted
probability density function given by Eq.~1!. In this ex-
ample, the distribution of matches appears unimodal~consis-
tent with the presence of only one pitch! for DF0’s of 0 and
1 semitone. The distribution is bimodal with peaks of
roughly the same height~suggesting two pitches! for a DF0

of 4 semitones. The model sometimes generated an estimate
of a secondary peak centered on a small cluster of outlying
matches, as illustrated in the 2-semitone example in Fig. 2.
In these cases the stronger peak was associated with a
weighting factorw close to 1.0. By convention, the param-
eter associated with the stronger distribution is designated as
m1 , and the weaker distribution asm2 .

Figure 3 shows the results of fitting the model to stimuli
with DF0’s of 0, 1, 2, and 4 semitones. The filled circles

indicate the parameter estimates form1 andm2 . The size of
each circle is proportional tow for m1 , and proportional to
12w for m2 . Large symbols suggest the presence of a single
dominant pitch. Small circles may indicate a weak pitch, or
the presence of a small cluster of matches of uncertain status.
For DF0’s up to 2 semitones, nearly all vowel pairs are rep-
resented by large circles, indicating that the distribution of
matches was dominated by a single peak. The large circles
are generally positioned betweenF01 andF02. Many vowel
pairs are also accompanied by small circles, but their fre-
quency locations do not seem to follow a systematic pattern.
With a DF0 of 4 semitones, all vowel pairs except one~/i,Ä/!
were represented by two circles of approximately the same
size, positioned near the frequencies ofF01 and F02. The
results suggest that listeners generally perceive a single
dominant pitch~possibly accompanied by additional, weaker
pitches! when theDF0 is 2 semitones or less. With the larg-
est DF0 of 4 semitones, pitch matches generally form two
distinct clusters close to the twoF0’s that were present, con-
sistent with the interpretation that these stimuli evoke two
distinct pitches.

The above analysis suggests that listeners’ pitch matches
can provide fairly precise estimates of bothF0’s when the
DF0 is 4 semitones, but not when theDF0 is 2 semitones or
smaller. A separate question concerns the accuracy of esti-
mation of the interval provided by theDF0 . When the
stimuli evoke a single pitch, the frequency interval between
the first and second match is expected to be small or zero.
When they evoke two pitches, the difference is expected to
be proportional to theDF0 .

To determine how accurately listeners’ pitch judgments
estimated the actualDF0 , thematch interval~i.e., the abso-
lute frequency difference between listeners’ first and second
matches! was computed. An analysis of variance was carried

FIG. 3. Double-pitch matches to 200-ms double vowels in experiment 2. Filled circles indicate the means of two Gaussian distributions that gave the best fit
to the histogram of pitch matches. The size of the circle reflects the relative weight assigned to each distribution. Results are shown forDF0’s of 0, 1, 2, and
4 semitones and 25 vowel pairs whose phonetic categories are indicated by the symbols below the abscissa. The solid lines in each panel indicate the actual
F0’s that were present. The downward pointing arrows show results for the example in Fig. 2.
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out using the median match interval~across the ten trials! as
the dependent variable. Figure 4 shows that match intervals
tended to follow theDF0 @r 50.77; N5600; p,0.01# al-
though they overestimated theDF0 for DF0’s of 1 semitone
or less, and underestimated theDF0 for DF0’s of 2 and 4
semitones. The main effect ofDF0 was significant@F (5,15)

510.70; p,0.01#. Post hoc comparisons ~Student–
Newman–Keuls test,a50.05! showed that match intervals
were significantly larger in the 4-semitones condition com-
pared to all otherDF0’s. No significant differences were
present forDF0’s between 0 and 2 semitones.

The analysis also showed a significant main effect of
vowel pair @F (24,72)51.85; p,0.05#. The interaction was
caused by a small set of vowel pairs in which both members
had highF1 frequencies~e.g., /,,,/!. Compared to other
vowel pairs, these stimuli produced smaller match intervals,
with more matches nearF02 than F01. The interaction be-
tween vowel pair andDF0 was not significant.

C. Experiment 3. Double-pitch matches: 50-ms stimuli

Studies of complex tonal stimuli have indicated that
pitch strength is reduced when the duration of a complex
tonal stimulus is shortened~e.g., Ritsmaet al., 1966; Moore
et al., 1985; Beerends, 1989!. The purpose of experiment 3
was to determine how the pitches of double vowels are af-
fected by reducing the stimulus duration from 200 ms to 50
ms.

1. Procedure

The test stimuli were 50-ms double vowels, derived
from theshort condition of the first experiment in Assmann
and Summerfield~1994!. A subset of 5 of the 25 vowel pairs
were included, at each of the 6DF0’s for a total of 30
stimuli. The selected vowel pairs were /Ñ,Ä/, /u,Ñ/, /Ä,i/,
/,,,/, and /i,u/.4 The matching stimuli and procedures were

the same as those described in experiment 2 for the 200-ms
stimuli, except that the duration of the matching stimuli was
reduced from 200 ms to 50 ms to conform to the test stimuli.
The levels of the 50-ms test stimuli ranged from 59 to 66 dB
~A!, while the 50-ms matching stimuli ranged from 57 to 63
dB ~A!. The onsets and offsets of the matching stimuli were
tapered with a 10-ms linear ramp. The listeners were the
same as those who had participated in experiment 2.

2. Results and discussion

Histograms of pitch matches to each stimulus were con-
structed by combining the data across the two matches per
trial, ten trials and four listeners. The histograms for each
double vowel were modeled using a weighted sum of two
Gaussian distributions as described in experiment 2. Results
for the 50-ms stimuli are shown in the left-hand panels of
Fig. 5. Matches to the corresponding subset of five vowel
pairs in the 200-ms condition from experiment 2 are shown
on the right.

Figure 5 shows that 50-ms and 200-ms double vowels
generally showed similar patterns, except at the largestDF0

of 4 semitones. When theDF0 was 2 semitones or less, both
50 and 200-ms stimuli were generally represented by large
circles, consistent with the presence of a single dominant
pitch. When theDF0 was 4 semitones, the 200-ms stimuli
were represented by two circles of medium size, consistent
with the presence of two pitches. However, when the dura-
tion was shortened to 50 ms, two of the five vowel pairs
~/u,Ñ/ and /Ä,i/! were represented by single, large circles po-
sitioned in the vicinity of~but lower in frequency than! F02.

To determine how accurately listeners’ pitch matches
estimated theDF0 , match intervals were computed as in
experiment 2. An analysis of variance revealed a significant
effect of DF0 @F (5,15)56.28; p,0.01#. There was no main
effect of vowel pair, but the interaction of vowel pair and
DF0 was significant@F (20,60)51.84; p,0.05#. The interac-
tion is shown in the left-hand panel of Fig. 6. Student–
Newman–Keuls tests indicated a larger match interval for
the vowel pair /i,u/ than for the other four vowel pairs in the
4-semitone condition.

The right-hand panel of Fig. 6 shows the results for the
corresponding 200-ms stimuli from experiment 2. Match in-
tervals were generally more variable for 50-ms stimuli than
for 200-ms stimuli, although the vowel pair /,,,/ provided a
notable exception to this pattern. In the 4-semitone condi-
tion, three of the 50-ms vowel pairs had smaller match inter-
vals than the corresponding 200-ms stimuli, and provided
less accurate estimates of theDF0 . Of the two remaining
vowel pairs, /,,,/ provided relatively inaccurate estimates
at both durations, while /i,u/ continued to provide reliable
estimates of theDF0 even at 50 ms. For the latter both com-
ponent vowels have a lowF1 frequency, raising the possi-
bility that intense low-frequency harmonics increase the sa-
lience of two pitches at short durations.

The results of experiment 3 suggest that listeners match
the pitches of some 50-ms double vowels less consistently
and less accurately than the corresponding 200-ms stimuli.
One interpretation is that the salience of two pitches is re-
duced when the stimulus duration is shortened to 50 ms.

FIG. 4. Match intervals~defined as the absolute frequency difference, in
semitones, between the first and second matches assigned on each trial! as a
function of DF0 in experiment 2. Filled circles show the means~across the
four listeners and 25 vowel pairs! of median match intervals~across the ten
trials!. Error bars show61 standard error across listeners. The dashed line
indicates where the match interval coincides with theDF0 .
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However, comparisons of experiments 2 and 3 are compli-
cated by differences in the number of stimuli, and because
duration differences were confounded with order~all sub-
jects completed the 200-ms set first!. For these reasons, fur-
ther comparisons of 50- and 200-ms stimuli were made in
experiment 4 using the set of five vowel pairs from experi-
ment 3 as test stimuli, and order was counterbalanced.

D. Experiment 4. Double-pitch matches: 50- and
200-ms stimuli

Most studies of pitch perception have used tone com-
plexes with a set of equal-amplitude, cosine-phase harmonics
as stimuli~e.g., Mooreet al., 1985; Shackleton and Carlyon,
1994; Ciocca and Darwin, 1993!. The matching stimuli used
in experiments 1–3 were atypical, for reasons discussed in
Sec. I A 2 and note 1. For comparison purposes, the match-
ing stimuli in experiment 4 were constructed of 25 equal-
amplitude, cosine-phase harmonics~cf. Moore et al., 1985!.
The test stimuli were the 30 double vowels from the 50-ms
condition of experiment 3~5 vowel pairs36 DF0’s!, along
with the corresponding set of 30 200-ms double vowels from
experiment 2. Two of the four listeners from experiments 2
and 3 ~PA, DP! matched the pitches of the 50-ms and
200-ms double vowels in counterbalanced order. The proce-
dure was identical to experiments 2 and 3, except that Sen-
nheiser HD 255P headphones were used.

Histograms of matchedF0 were modeled using the
weighted sum of two Gaussian distributions as in experi-
ments 2 and 3 and the results were similar to those shown in
Fig. 5. Match intervals were computed as in the earlier ex-
periments and subjected to an analysis of variance. There
was a significant three-way interaction of duration,DF0 , and
vowel pair@F (20,20)52.27; p,0.05# consistent with the pat-
tern shown in Fig. 6. The interaction can be summarized as

follows: with a DF0 of 4 semitones, two of the five vowel
pairs ~/i,u/ and /Ñ,Ä/! gave match intervals which were
similar for 50-ms and 200-ms stimuli and were close to the
DF0 . For the remaining vowel pairs~/,,,/, /Ä,i/, and
/u,Ñ/! the match interval was significantly reduced for the
50-ms stimuli~Student–Newman–Keuls tests,p,0.05!. For
these vowel pairs, match intervals provided less accurate es-
timates of theDF0 when the duration was shortened from
200 ms to 50 ms.

II. PARALLELS BETWEEN PITCH AND VOWEL
IDENTIFICATION

The pitch-matching experiments reported in Sec. I sup-
port the conclusion that listeners perceive a single pitch
when DF0 is small, and two pitches whenDF0 is 4 semi-
tones. When the stimulus duration is shortened from 200 to
50 ms, the two pitches are perceived less distinctly and lis-
teners’ matches provide less accurate estimates of the actual
F0’s for some double vowels. Similarly, vowel identification
improves with increasingDF0 , and the benefits ofDF0 are
less pronounced when the duration is reduced~Assmann and
Summerfield, 1990, 1994!. To explore the relationship be-
tween pitch and phonemic identification of double vowels,
listeners’ pitch matches to individual double vowels were
compared to identification responses obtained previously us-
ing the same stimulus set~Assmann and Summerfield, 1994!.

In the analyses reported above, we used two measures of
pitch salience. First, we used the weighted sum of two
Gaussian distributions to model the relative prominence of
two pitches. Double vowels with aDF0 of 4 semitones were
generally modeled as having two pitches of approximately
the same prominence, while stimuli withDF0’s of 2 semi-
tones or less evoked a single strong pitch, possibly combined
with a second, weaker pitch. A limitation of the model was

FIG. 5. Double-pitch matches to 50-ms stimuli in experiment 3~left panel! are compared with results for 200-ms stimuli from experiment 2~right panel!.
Filled circles indicate the means of the two Gaussian distributions that gave the best fit to the histogram of pitch matches. The size of the circle reflects the
relative weight associated with each distribution. Results are shown forDF0’s of 0, 1, 2, and 4 semitones and five vowel pairs whose phonetic categories are
indicated by the symbols below the abscissa. Solid lines in each panel indicate the actualF0’s that were present.
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that the weaker pitch generally did not coincide with the
either of the twoF0’s and often appeared to be associated
with a small cluster of outlying matches. Since it was diffi-
cult to separate genuine and spurious pitch matches in these
cases, this measure of the prominence of the weaker pitch
was of limited utility for comparison with identification data,
and generally resulted in nonsignificant correlations.

The second measure was the match interval, defined as
the absolute distance between the two matches assigned on
each trial. The relationship between match intervals and
identification accuracy for the 200-ms double vowels is sum-
marized in Table III. The top row lists the percentage of
trials on which both vowels were identified correctly~Ass-
mann and Summerfield, 1994, Fig. 1, ‘‘long’’ condition! for
the set of 150 double vowels used in experiments 1 and 2.
The second row shows the mean match interval as a function
of DF0 . Match intervals and vowel identification scores both
increase with increasingDF0 . However, the match interval
and vowel identification functions differ in two respects.
First, while identification improves sharply over the first

semitone, match intervals increase only by a small amount.
Second, identification scores reach a plateau between 1 and 2
semitones, while match intervals show an abrupt increase
between 2 and 4 semitones. This outcome is consistent with
the finding that the nondominant pitch does not emerge con-
sistently until theDF0 is 4 semitones.

Conceivably, the contribution ofDF0 to pitch and vowel
identification could vary across vowel pairs. If so, the pattern
in the means could obscure aspects of the relationship be-
tween pitch and vowel identification. Scheffers~1983! noted
that the identification functions for individual double vowels
often differed from the pattern in the means, and suggested
that these variations were attributable to differences in for-
mant structure between the vowels. Comparisons across the
entire data set~25 vowel pairs and 6DF0’s! revealed a sig-
nificant correlation of match interval and identification accu-
racy @r 50.44; N5150; p,0.01#. The partial correlation
controlling for the contribution ofDF0 was not significant@
r 50.13; N5150; p.0.5#, suggesting thatDF0 is mediating
the relationship.

The presence of a significant correlation between match
intervals and double-vowel identification is not surprising,
given that both are strongly affected by theDF0 . A more
meaningful comparison is provided by comparisons involv-
ing the sameF0 . Correlations were computed separately for
eachDF0 (N525) and are shown in the third row of Table
III. Significant but small correlations appeared withDF0’s of
0.5 and 2 semitones (p,0.05), while a moderate correlation
appeared when theDF0 was 4 semitones (p,0.01). Thus
the relationship between match intervals and vowel identifi-
cation was strongest in the condition where listeners were
most likely to perceive two distinct pitches rather than one.

For the 50-ms stimuli, pitch judgments were available
for five vowel pairs at eachDF0 . Match intervals were com-
pared with identification scores~averaged across listeners!
for the same stimuli from Assmann and Summerfield~1994,
Fig. 1, ‘‘short’’ condition!. The correlation across all vowel
pairs andDF0’s was significant@r 50.48; N530; p,0.01#.
To compare the effects of stimulus duration on pitch and
vowel identification, the difference in identification accuracy
~between 200- and 50-ms vowel pairs! was compared with
the difference in match interval. The decline in identification
accuracy was associated with a reduction in the match inter-
val @r 50.53; N530; p,0.01#. Moreover, the reduction in
the effectiveness of theDF0 cue when the stimuli were
shortened from 200 to 50 ms~expressed as the accuracy
difference between conditions withDF0.0 and DF050!
was correlated with the corresponding change in match in-
terval @r 50.42; N525; p,0.05#.

III. GENERAL DISCUSSION

Models of the identification of double vowels that
implement F0-guided segregation~e.g., Scheffers, 1983;
Assmann and Summerfield, 1990; Meddis and Hewitt, 1992;
de Cheveigne´, 1997! suggest a close link between pitch and
vowel identification.5 The results of the present study suggest
that listeners generally hear two pitches when theDF0 is 4
semitones, but only a single pitch when theDF0 is small or
zero. They are also less likely to hear two distinct pitches

FIG. 6. Match intervals~defined as the absolute frequency difference, in
semitones, between first and second matches assigned on each trial! for
50-ms stimuli in experiment 3~left panel! and 200-ms stimuli from experi-
ment 2~right panel!. Results for the five vowel pairs are shown separately.
Unfilled circles indicate the median match interval~across the ten trials!
averaged across the four listeners. The dashed line indicates where the
match interval coincides with theDF0 .

TABLE III. Comparison of identification accuracy~both vowels correct!
and pitch judgments~absolute interval between first and second pitch
matches! for 200-ms double vowels.

DF0 ~semitones! 0 0.25 0.5 1 2 4

Mean identification
accuracy~%!

37.3 50.5 62.0 70.4 77.1 76.1

Mean match interval
~semitones!

0.4 0.7 0.8 1.1 1.5 3.1

Correlation of
identification and
match interval

20.09 20.01 0.37a 20.06 0.38a 0.57b

ap,0.05.
bp,0.01.
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when the stimulus duration is reduced from 200 to 50 ms.
Superficially, this pattern is similar to the vowel identifica-
tion data which show increased identification accuracy as a
function of DF0 ~Scheffers, 1983! and reduced benefits of
DF0 as the stimulus duration is shortened from 200 to 50 ms
~Assmann and Summerfield, 1990; Culling and Darwin,
1993!. However, there are clear differences between pitch
and double-vowel identification. For example, while vowel
identification shows the largest increase withDF0’s between
0.25 and 1 semitone, and little further improvement beyond 2
semitones, two distinct pitches do not appear for most
stimuli until theDF0 is 4 semitones.

One reason why pitch judgments and vowel identifica-
tion do not follow the same pattern with increasingDF0 was
provided by Culling and Darwin~1994! who attributed the
benefits of smallDF0’s ~less than 1 semitone! to waveform
interactions~beating! between pairs of corresponding low-
frequency harmonics of the two vowels. These interactions
are influenced both by the overall duration of the stimulus
and the frequency separation of the harmonics. When the
harmonics are close in frequency and the duration is brief,
the wavelength of the beating interaction is longer than the
duration of the stimulus. For example, if theDF0 were 3 Hz,
the second harmonics of the two vowels would beat together
with a period of 167 ms, which is longer than the 50-ms
stimulus. The waveform interaction account is supported by
three sources of evidence:~i! smaller benefits ofDF0 for
50-ms than for 200-ms stimuli~Assmann and Summerfield,
1990; Culling and Darwin, 1993!, ~ii ! reduced identification
accuracy with smallDF0’s when theF0 difference is elimi-
nated in the first formant region~Culling and Darwin, 1993!
and~iii ! the finding that different 50-ms segments~extracted
from 200-ms double vowels with smallDF0’s! are not
equally identifiable~Assmann and Summerfield, 1994!. Cull-
ing and Darwin~1994! described a computational model of
the identification of double vowels that exploits the beating
pattern to improve the accuracy of vowel identification.
Their model takes advantage of waveform interactions by:~i!
performing a frequency analysis using a bank of bandpass
filters; ~ii ! analyzing the waveform in each channel with a
brief, sliding temporal window; and~iii ! searching for tem-
poral regions of the stimulus where the spectral structure of
the component vowels is best defined. Their model predicted
the pattern of improvement in identification accuracy for
200-ms stimuli with smallDF0’s, and the reduced benefit of
DF0 for 50-ms stimuli. Versions of Culling and Darwin’s
model have also been used to predict effects of formant tran-
sitions on the identification of double vowels~Assmann,
1995, 1996!.

Does this account imply that the effects ofDF0 on judg-
ments of pitch and vowel identification depend on the opera-
tion of distinct and unrelated mechanisms? There are three
sources of evidence that argue against this conclusion. First,
Culling and Darwin’s model systematically underpredicted
the accuracy of identification in conditions withDF0’s of 2
and 4 semitones, where listeners showed the largest benefits
of DF0 . An extended version of Culling and Darwin’s
model which included a stage ofF0-guided segregation came
closer to predicting the pattern of identification results~Ass-

mann, 1996!. Second, de Cheveigne´ et al. ~1997! showed
strong benefits ofDF0 even when the relative amplitudes of
the two vowels differed by up to 20 dB and when the phases
of the harmonics were manipulated to control the pattern of
beats. They attributed their findings to a process of
F0-guided segregation based on harmonic cancellation rather
than waveform interactions. Third, the analyses reported in
Sec. II revealed significant correlations between pitch judg-
ments and vowel identification accuracy. A moderate corre-
lation between match intervals and identification accuracy
was found with 200-ms stimuli with aDF0 of 4 semitones,
the only condition in which listeners consistently perceived
two distinct pitches rather than one. Moreover, the drop in
identification accuracy when the stimulus duration was short-
ened from 200 to 50 ms was significantly correlated with the
reduction in match interval.

One explanation for the relationship between match in-
tervals and vowel identification is that the benefits ofDF0’s
for vowel identification depend on the salience with which
two distinct pitches are evoked. This account is unlikely to
be correct, because double vowels with smallDF0’s gener-
ally did not evoke two clear pitches. Moreover, the correla-
tion between match intervals and vowel identification was
weak in conditions withDF0’s smaller than 4 semitones.
Assuming that match intervals provide a reliable measure of
pitch salience, and that pitch salience reflects the availability
of F0 information for vowel identification, these findings
raise serious doubts about the feasibility of models of
double-vowel identification that require precise estimates of
theF0’s of bothvowels, since the largest benefits ofDF0 for
vowel identification are observed between conditions with
small DF0’s. The results are compatible with alternative
models ofF0-guided segregation that use periodicity infor-
mation to estimate the dominantF0 and identify the compo-
nent vowels~e.g., Meddis and Hewitt, 1992!.

IV. SUMMARY

~1! A matching paradigm was used to study the pitches
evoked by double vowels. Experienced listeners adjusted
theF0 of a tone complex to assign two pitch matches to
double vowels whose durations were either 200 or 50
ms. When theDF0 was less than 2 semitones, listeners
generally matched only one pitch consistently, and the
majority of their matches were clustered around the
mean of the twoF0’s. Although the histograms of
matchedF0 sometimes showed evidence of secondary
weaker pitches, bimodal histograms of matchedF0 ap-
peared consistently only for the largestDF0 of 4 semi-
tones.

~2! When theDF0 was 4 semitones, listeners reported two
pitches and assigned their pitch matches close to the two
F0’s that were present.

~3! When the stimulus duration was shortened from 200 ms
to 50 ms, listeners found it more difficult to match two
pitches. The histograms ofF0 matches were more vari-
able and provided less precise estimates of the twoF0’s
that were present. Subjectively, these stimuli were less
likely to give the impression of two distinct pitches.
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~4! With 200-ms double vowels, the dominant pitch was
generally evoked by the vowel with the higherF0 . The
majority of matches to the dominant pitch were close to
the higherF0 , and they provided more precise and con-
sistent estimates of its frequency than those assigned
near the lowerF0 .

~5! Comparisons were made between the pitch matching
data and vowel identification results obtained for the
same stimuli in earlier experiments. Vowel identification
accuracy showed a moderate correlation with match in-
terval ~the absolute frequency difference between first
and second pitch matches! for 200-ms stimuli with a
DF0 of 4 semitones. The link between pitch intervals
and vowel identification was strongest in conditions
where listeners heard two distinct pitches rather than
one, and was weak or absent in conditions where only
one pitch was heard.
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1Matching stimuli were intended to be the sum of 25 cosine components
with equal amplitudes and frequencies ofn•F0 ~wheren51,2,...,25!. For
each component a single cycle of duration 1/F0 was synthesized, the 25
components were summed, and the resulting period waveform was concat-
enated to create a 50-ms or 200-ms matching stimulus. However, because
of a computational error the frequencies were incorrectly specified asn
1F0 , creating a discontinuity at each period juncture and thus a falling
spectrum of approximately26 dB/oct. The data reported in Sec. I D indi-
cate that this difference in specification of the matching stimuli had little
effect on the pitch matches assigned by listeners.

2Four additional subjects took part in the pretest, but reported considerable
difficulty with the matching task and hence were not selected for partici-
pation in the experiments.

3A possibility suggested by one of the reviewers~de Cheveigne´! is that the
dominance of the higherF0 may be a consequence of the fixed lowerF0 of
100 Hz in all test stimuli. The lowerF0 may have served as a perceptual
anchor by focussing listeners’ attention on the vowel component that
changes from trial to trial. We are currently investigating this possibility by
comparing pitch judgments in conditions with fixed and variable baseline
F0’s. In vowel identification one vowel in the pair generally tends to domi-
nate~and is identified more accurately!, but the asymmetry appears related
to the differences in the formant structure of the constituent vowels rather
than theirF0’s ~McKeown, 1992; de Cheveigne´ et al., 1997!.

4These vowel pairs were chosen on the basis of the following criteria:~i!
each of the five single vowels appeared with the same frequency;~ii ! the
ratio of identical vowel pairs~/,,,/! to nonidentical pairs (/u,Ñ/) was the
same as in experiment 1;~iii ! the selected vowel pairs were representative
of the vowel set as a whole in experiment 1.

5The models proposed by Meddis and Hewitt~1992! and by de Cheveigne´
~1997! implement forms ofF0 guided segregation that depend only on an
estimate of the dominantF0 ; they do not require estimates of bothF0’s to
segregate the composite stimulus. In Meddis and Hewitt’s model, channels
that are ‘‘captured’’ by the dominantF0 are selected and grouped together
to identify the first vowel, and then removed to recover the second vowel.
In de Cheveigne´’s model, a within-channel temporal analysis is carried out
to ‘‘cancel’’ the contribution of the vowel with the dominantF0 . The
residue after channel selection or cancellation may contain evidence of the
periodicity of the nondominantF0 that contributes both to pitch and pho-
nemic identification. Hence the ability of the models to recover the second,
nondominant vowel is likely to be linked to the prominence of its pitch.
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Language, context, and speaker effects in the identification
and discrimination of English /r/ and /l/ by Japanese
and Korean listeners
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Japanese and Korean listeners’ identification and discrimination of English /r/ and /l/ were compared
using a common set of minimal pair stimuli. The effects of speakers~two native speakers of
Australian English!, position of the contrast within the word~word initial, initial consonant cluster,
and medial positions!, and listening task~forced choice identification versus oddball discrimination!
were examined, with a view to assessing the relative importance of language-specific and
language-independent factors operating at the acoustic–phonetic and phonological levels of signal
processing in ‘‘foreign sound’’ speech perception. Both prior phonological learning and the relative
acoustic discriminability of the items affected subjects’ performance on the identification test.
Where both factors were engaged, phonological learning effects predominated over the effects of
acoustic discriminability. The extent to which a speaker encoded critical acoustic cues for the /r–l/
distinction was found to affect /r–l/ identification. Dynamic spectral features known to be relevant
for the /r–l/ contrast were effective in predicting~in a linear regression analysis! speaker-dependent
differences in identification scores. Although the discrimination test may have been influenced by
ceiling effects, the performance profiles on the identification and discrimination tests were quite
different, indicating that the identification and discrimination tests imposed quite different task
demands upon listeners and that phonological processing of the signal was more engaged by the
former task. ©1998 Acoustical Society of America.@S0001-4966~98!05301-6#

PACS numbers: 43.71.Hw, 43.71.Es, 43.71.Bp, 43.66.Lj@WS#

INTRODUCTION

Difficulties that Japanese and others, whose native lan-
guage has only a single phonemic liquid, encounter with the
English /l–r/ contrast are so well known as to have become a
linguistic stereotype. Phonetic studies of this phenomenon
have raised, but not resolved, a number of fundamental ques-
tions for understanding how novel phonemic contrasts are
acquired in second language learning; such as whether be-
yond a certain age of initial contact with English, the /l–r/
contrast can be reliably perceived~Goto, 1971; Mochizuki,
1981!, though it may be consistently realized in production
~Sheldon and Strange, 1982!; whether phonetic training can
facilitate acquisition of the /l–r/ contrast~Loganet al., 1991;
Lively et al., 1992, 1993!; how language-specific transfer ef-
fects influence acquisition of the /l–r/ contrast~Gillette,
1980; Sheldon and Strange, 1982; Henry and Sheldon,
1986!, or whether language-independent factors, based upon
acoustic phonetic considerations or phonological markedness
~Broselow and Finer, 1991; Eckman and Iverson, 1993! play
a significant role in acquiring the /l–r/ contrast in different
phonological environments in English.

It seems likely that perceptual responses of non-native
listeners to foreign speech sounds reflect the simultaneous
operation of factors at various levels of signal analysis from
the basic acoustic to the linguistic, and that the relevance of
prior learning of the first language~L1! may vary depending
on parameters of the listening task. It may be that precedence
relations operate between different classes of effects in sec-
ond language speech perception or production. This was pro-

posed by Henry and Sheldon~1986! to account for the rela-
tive difficulty that Cantonese listeners experienced with the
/l–r/ contrast in syllable codas, an environment that Japanese
listeners find relatively easy, presumably because spectral
cues for distinguishing /l/ and /r/ syllable finally are distrib-
uted over a longer time frame and are hence more discrim-
inable than in other environments. Cantonese~unlike Japa-
nese! has a ‘‘clear’’ ~nonvelarized! /l/ in final position and
this evidently interferes with the perception of the velarized
English /l/, whereas no such interference effects operate for
Japanese listeners.

A priori, four major classes of influence may be identi-
fied as relevant for the perception of a novel phonemic con-
trast by second language learners. These are indicated in
Table I.

Language specific or language universal influences may
express themselves at either the phonetic or the phonological
levels of speech processing, and all four combinations of
these two factors have found their way into contemporary
accounts of interlanguage speech perception. Phonologically
oriented theorists, such as Broselow and Finer~1991! who
advocate a Parameter Setting model of acquisition, or
Markedness theorists, such as Eckman and Iverson~1993!,
seek to invoke language universal principles of phonological
organization to explain patterns of difficulty in mastering L2
phonological contrasts. Phonetically oriented theorists, such
as Mann~1986!, make an appeal to language universal pho-
netic constraints, which have their origin in the way articu-
latory gestures are coded into the acoustic signal of speech.

However, both phonetic and phonological effects on
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second language speech perception may be language-specific
in their operation. The traditional account of interference ef-
fects, expressed in the contrastive analysis hypothesis, makes
an appeal to structural differences in the sound patterns of L1
and L2, and therefore, to language-specific phonological
properties of the languages concerned. But it is also possible
that language-specific phonetic influences may play an im-
portant role in interlanguage speech perception. For example,
perceptual parsing strategies, that operate at a prephonologi-
cal level of signal processing to aid in the detection of word
or morpheme boundaries, and which vary with the language
background of the listener, have been found to operate in
both monolingual and bilingual speech perception~Cutler
et al., 1986, 1992!.

In order to understand how these potentially competing
influences affect interlanguage speech perception, it is nec-
essary to have some way of separating factors operating at
different levelsof analysis, specifically the phonological and
the phonetic, and for distinguishing thedomainor scope of
their operation, whether they are language particular or uni-
versal in their application. Only comprehensive cross-
language studies comparing speakers of diverse linguistic
backgrounds will enable us to distinguish language-specific
from universal influences, with the relevant data accumu-
lated over a series of cross-language experiments.

In the present study, phonetic and phonological transfer
effects on /l–r/ perception~the first type of effect mentioned
in Table I above! were examined by comparing two groups
of Japanese and Korean learners of Australian English. Ko-
rean and Japanese phonologies differ in ways that are poten-
tially significant for acquisition of the English /l–r/ contrast.
These differences enabled the prediction of the pattern of
perceptual errors in the two language groups across the three
phonological environments where the /l–r/ contrast occurs in
Australian English, namely, as single consonants in syllable
or word onset position~red–led!, as second elements of an
onset consonant cluster~pray–play!, and in intervocalic po-
sition ~berry–belly!. ~Being a nonrhotic dialect, there is no
/l–r/ contrast in coda position in Australian English.!

Previous studies have found that /l–r/ perception is more
difficult in consonant clusters than other environments
~Goto, 1971; Gillette, 1980; Sheldon and Strange, 1982;
Lively et al., 1992!. This has been attributed to the lower
acoustic discriminability of phonemic contrasts within con-
sonant clusters, where segments tend to be shorter, and
masking effects due to gestural overlap of adjacent segments
are greater. In our experiment, this language-independent ef-
fect ~type 2 in Table I! was found to operate in an additive
manner with transfer effects mentioned above.

Another consideration which is relevant for the acoustic
discriminability of phonemic contrasts in L2, concerns pro-
nunciation variability and the adequacy of tokens provided
by different L2 speakers. Recent studies have shown that
exposing learners to a range of speaker models during the
perceptual training phase enhances retention of the /l–r/ con-
trast and facilitates generalization to new items by Japanese
learners of English~Logan et al., 1991; Lively et al., 1992,
1993!. In the present study, two male native speakers of Aus-
tralian English provided stimulus tokens for the identification
and discrimination experiments. Speaker effects were also
found to be an important source of variance in the percepti-
bility of the /l–r/ contrast, and subsequent spectrographic
analysis indicated an acoustic basis for the differential dis-
criminability of certain tokens over others, in terms the clar-
ity of encoding of key acoustic properties known to be im-
portant for distinguishing /l/ and /r/.

However, language-independent effects may not be con-
fined to factors affecting discriminability and basic auditory
processing of speech signals. Considerations of phonological
markedness~factor 3, Table I! may constitute a separate class
of language-universal constraints on phonological restructur-
ing or accommodation to L2 sound patterns. Markedness
constraints were originally proposed to remedy perceived in-
adequacies of contrastive phonological analyses to account
for error patterns in second language speech production
~Eckman, 1977!. In recent years, markedness constraints
have been incorporated into the principles and parameters of
Universal Grammar~Chomsky, 1986! that supposedly shape
the course of first, and possibly also, second language learn-
ing. The role of parameter setting in second language learn-
ing is controversial, particularly in the phonological domain,
where the competing view holds that language-dependent
transfer effects exert a much stronger influence~Sato, 1984!.
Phonological markedness constraints gain expression in
cross-language preferences for segment selection and syl-
lable structure. No clear case can be made for the relative
markedness of the liquids /l/ or /r/~Bhat, 1974; Maddieson,
1984!. However, it was possible to assign markedness values
to items for the range of consonant clusters included in this
experiment, based upon proposals by Broselow and Finer
~1991! and Eckman and Iverson~1993!.

Finally, the perceptual demands of the listening task
~factor 4, Table I! exercise a degree of control over listeners’
perceptual responses and the foregrounding or background-
ing of factors mentioned above. Mochizuki~1981! found that
Japanese listeners’ ability to discriminate and label minimal
pair /l–r/ contrasts presented in triadic comparisons was
highly dependent on the echoic memory load induced by the

TABLE I. Factors affecting perception of novel phonemic contrasts.

Type Label Source of effect or influence

1. Transfer effects Language specific, phonetic, or
phonological learning.
A language-dependent factor.

2. Discriminality
of sound contrast

Acoustic structure of the signal
and nature of the auditory system.
A language-independent factor.

3. Phonological
markedness or
parameter setting

Universal properties of sound
systems and the human language
acquisition device.
Universal defaults, but language
dependent settings.

4. Task variables Perceptual or information
processing demands of the listening
task, e.g., identification versus
discrimination. May modulate the effects
of factors 1–3 above.
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response task. Werker and colleagues~Werker and Logan,
1985; Werker, 1994! have manipulated interstimulus inter-
vals ~ISIs! to control the amount of phonological processing
required of listeners to hold items in echoic memory in a
discrimination task. Identification tasks, which involve
matching the stimulus to internally stored representations,
typically impose greater echoic memory loads than discrimi-
nation tasks. More generally, an identification task may be
expected to engage linguistic processing of the speech signal
more fully than a discrimination test. In their classical study
of discrimination and identification of synthetic vowel
sounds, Stevenset al. ~1969! found that Swedish and English
subjects exhibited similar performance on vowel discrimina-
tion tests, though they yielded somewhat different identifica-
tion functions, related to phonemic status of the lip rounding
in their respective languages.

Lexical familiarity effects have been observed in /l–r/
identification by inexperienced and experienced Japanese
learners of English~Yamada and Tohkura, 1992b; Flege
et al., 1995!, though such effects are likely to be observed in
native listeners only under marginal listening conditions or
when the stimuli are phonetically ambiguous~Ganong,
1980!. It may be hypothesized that lexical familiarity effects
will be stronger in an identification task with non-native lis-
teners than in a discrimination task with the same listeners.
Such a finding would support the hypothesis~above! that
identification tasks engage higher-order linguistic processing
of the stimulus to a greater extent than discrimination tasks.
Such processing is likely to involve language-specific learn-
ing, and consequently, an identification task is also more
likely to reflect the influence of the listener’s language back-
ground than a discrimination task.

Not withstanding the above, Mann~1986! found that
Japanese listeners were sensitive to the acoustic conse-
quences of coarticulation effects in thediscrimination of
synthetic /l–r/ tokens, in a manner similar to native English
speakers, even though her subjects were unable to consis-
tently identify /r/ and /l/ as phonological targets. This sug-
gests that a language-independent level of phonetic process-
ing at which articulatory constraints govern speech signal
processing may be engaged by a basic discrimination task,
even when perceiving ‘‘foreign sounds’’ or incompletely ac-
quired phonemic contrasts. Consequently, the impact of
variation of task demands on perceptual performance are dif-
ficult to predict. Nevertheless, comparisons of performance
on identification and discrimination tasks may throw light
upon the perceptual mechanisms involved in acquiring a
novel phonemic contrast.

To summarize: In the identification and discrimination
experiments of the /l–r/ contrast by Japanese and Korean
learners of English reported below, we sought to bring to-
gether a range of potentially competing effects operating at
different levels~the phonetic and the phonological! and in
different domains~the language specific and the language
universal! to observe their relative importance and interac-
tion. We argue that the results suggest,~1! an important role
for language particular phonetic and phonological factors
which reflect the operation of prior perceptual learning,~2!
no role for language universal phonological markedness or

parameter setting, and~3! mixed evidence for the operation
of language universal factors operating at a phonetic or
prephonological level speech signal processing, depending
on the source of phonetic variability and how the term ‘‘pho-
netic level of processing’’ is construed.

I. JAPANESE AND KOREAN LIQUIDS

Japanese possesses a syllable initial liquid, usually pho-
nemicized /r/, which has a range of phonetic variants that
have been variously described by linguists as ‘‘an alveolar
flap,’’ ‘‘a retroflexed flap,’’ a ‘‘combination of an alveolar
lateral and a retroflexed flap,’’ a ‘‘lax alveolar stop,’’ and an
‘‘alveolar lateral’’ ~Tsuzuki, 1992!. There appears to be a
wide range of phonetic variation for the Japanese liquid,
from a slightly retroflexed lateral approximant, through to an
alveolar tap or flap. This phonetic variation occurs across
speakers and does not appear to be strongly conditioned by
phonological environment. The Japanese liquid is confined
to syllable onset position, word initially, or word internally.

Korean also has only one phonemic liquid with a similar
range of phonetic variation as its Japanese counterpart. How-
ever, the Korean liquid may occur in coda as well as onset
position, where there are clearly phonologically conditioned
allophones. Syllable initially, the Korean liquid is phoneti-
cally realized as a flap@T#. There is, however, a strong sanc-
tion against liquids appearing in absolute word initial posi-
tion in Korean. Word initial liquids are found only in loan
words, not in items of native vocabulary. In this special en-
vironment, there is, like Japanese, a broader range of pho-
netic variation, from a flap or tap to a lateral approximant. In
coda position, the Korean approximant is consistently real-
ized as a lateral approximant.

Intervocalically, the singleton liquid is phonetically re-
alized as an alveolar flap. In geminates~where a liquid in
coda position is followed by another in onset position in the
next syllable!, an alveolar lateral is invariably produced.
Thus Korean speakers have a phonetic model available to
them for English /l–r/ contrasts, in nonword initial position.
They can treat English /r/’s as ‘‘singleton’’ liquids, and /l/’s
as geminate liquids, and thereby obtain a phonetic approxi-
mation ~@T#–@ll #! for the English /r–l/ contrast, as is attested
by the phonetic structure of English loan words such as:

orange @oTen@i#
olympic @ollimphik#

However, this model cannot be invoked for word initial
position, where, not only is the contrast between the gemi-
nate and the singleton liquid unavailable, but any kind of
liquid violates canonical native word forms. For Koreans,
/l–r/ perception in word initial position would be expected to
be doubly difficult, and more so than for Japanese listeners.

With respect to the /l–r/ distinction in onset clusters,
Korean phonotactic constraints are practically identical to
Japanese. Neither language permits C1liquid clusters and
English loan words containing such clusters are typically re-
syllabified by vowel epenthesis. However, once resyllabifi-
cation has occurred, Korean speakers will have available to
them the phonetic strategy which they employ in word me-
dial position, of treating English /r/ as a singleton and /l/ as a
geminate liquid.

1163 1163J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 J. C. L. Ingram and S.-G. Park: Perception of /r–l/



Table II summarizes cross-language predictions about
the relative difficulty of the /l–r/ contrast, based upon pho-
nological differences between Korean and Japanese, in the
three environments of occurrence in Australian English.

It was predicted that Koreans would perform somewhat
better than the Japanese in intervocalic and cluster environ-
ments, but not as well word initially. The predicted patterns
of phonological difficulty are neutral with respect to percep-
tion and production and should apply equally to each do-
main. The reduced discriminability of the /l–r/ contrast in the
consonant cluster~a language-independent phonetic effect!
may be expected as an additional effect upon perception,
which would apply equally to listeners of both language
backgrounds.

II. IDENTIFICATION EXPERIMENT

A. Stimuli

Two Australian male speakers recorded 50 test words,
consisting of~a! 30 /l–r/ words i.e., 15 minimal pairs, five in
each of the three phonological environments, and~b! 20 dis-
tracter words~see Table III!, which were also minimal pair
contrasts with the target words. Recordings were made in a
sound-attenuated recording booth. The distractor items
served to provide a range of perceptual targets, consistent
with an identification task, and to promote a linguistic level
of stimulus processing. The same 30 target words were used
in both the identification and discrimination tests. The 20
distracter words were used only in the identification test.
Only common words, likely to be familiar to non-native

speakers were used as test items. But it proved difficult to
balance word familiarity in the choice of /l–r/ words for
minimal pairs~see Sec. III D!.

The stimuli were digitized at 20 kHz and 16 bit resolu-
tion for construction of identification and discrimination test
tapes. The identification test contained 200 items
(50 words32 speakers32 repetitions) in random order, com-
pleted in a single session, with a short rest break after every
50 items.

B. Subjects and procedure

Twenty subjects~ten Japanese and ten Koreans, equal
numbers of males and females, all students at the University
of Queensland! participated in both an identification and a
discrimination test. Their age range was 18–37 years. Resi-
dency in Australia ranged from 2 to 18 months. Except for
one Japanese subject, none had lived in any other English
speech community, none had hearing disabilities. Eight of
the ten Koreans and four of the Japanese students were un-
dertaking English language courses, to qualify for entry to
regular academic programs, thus indicating that the level of
English competence may have been higher in the Japanese
group.

The identification and discrimination tests were carried
out under similar conditions in the same listening environ-
ment. Both tests were group-administered in the Language
Laboratory of the University of Queensland, using a Tand-
berg IS9 master station controlling Tandberg 5600 listening
stations. The identification test was carried out in two stages.
In the initial training session, subjects were familiarized with
the test items. The test words were presented on cards and
the meaning and correct spelling of each word was reviewed.
Subjects were also introduced to the method of filling in the
answer sheet, and two practice trials were conducted using
distracter items. In the main testing session, subjects were
asked to write the word that they heard in the corresponding
space on the answer sheet. Responses were scored as correct
or incorrect against the target words containing /l/ or /r/.
Irrelevant spelling errors~rare! were ignored and responses
to distractor items were not scored. Target words were pre-
sented twice on a given trial, with an interstimulus interval of
1 s. There was an intertrial interval of 8 s.

C. Data analysis and predictions

The experimental design called for a four way analysis
of variance~ANOVA !, where the dependent variable was the
percentage of correct identifications for the target sound~/l/
or /r/! across the five words in each phonological environ-
ment, and the four treatment variables were:~i! The speakers
~JI or TM!; ~ii ! the language background of listeners~Japa-
nese or Korean!, ~iii ! the type of target sound~@l# or @r#!; and
~iv! the position in the word~initial, medial, or cluster!. With
repetition of the five /l/ or /r/ target words, the maximum
score a subject could obtain was 10/10. This score was con-
verted into a percentage correct for the results reported be-
low.

Language-dependent phonological transfer effects will
gain expression in main and interaction effects involving the

TABLE II. Predicted difficulty of /l–r/ perception, based on L1 phonologi-
cal and phonetic considerations. 15 least difficult, 25more difficult, 3
5most difficult.

L1 background

Phonological environment

OverallInitial Cluster Medial

CI V CCI V VCI V Mean
Korean 3 2 1 2
Japanese 2 3 2 2.3

TABLE III. Items for identification experiment.

Initial Cluster Medial
target distracter target distracter target distracter

read weed broom spoon lorry lobby
lead bead bloom lolly

row woe fruit school mirror minute
low know flute miller

rock wok crime sky correct connect
lock sock climb collect

right white pray stay arrive survive
light might play alive

red wed grass start berry heavy
led bed glass belly
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Language factor in the ANOVA. Specifically, we looked for
~i! a significant main effect of language, in which the Korean
group should identify /l/ and /r/ more accurately than the
Japanese, and~ii ! a two-way interaction of language by po-
sition, whereby the Koreans should perform best in medial
position, next best in cluster position, and worst initially, and
the Japanese, by contrast, should perform equally well in
initial and medial position and but worse in cluster position.

Effects which operate at the~language independent!
phonetic level, i.e., at the level of extraction of phonetic
features from the acoustic signal, will be reflected in main
and interaction effects involving~i! speakers~JI or TM!, ~ii !
phonetic type~@l# or @r#!, and ~iii ! position ~initial, medial,
cluster!, excluding interactions with language.

D. Results

A summary of the ANOVA is shown in Appendix A.
The results are complex,with a high proportion of main and
interaction effects achieving statistical significance atp
,0.01.

1. Language effects

Language-specific transfer effects arising from phonetic
or phonological differences between Korean and Japanese
were reflected in the main effect of language background and
the interaction of language background and phonological en-
vironment ~language: position!. In both instances, the pre-
dicted pattern of responses was obtained. The Korean sub-
jects performed better that the Japanese overall~83% vs 70%
correct!, and the pattern of performance across the three pho-
nological environments was, except for a minor qualification,
in agreement with that predicted in Table II above~see Fig.
1!.

The minor qualification was that both groups performed
less well than expected in intervocalic position.Post-hoc
analysis revealed why. We made the mistake of including the
items ‘‘lorry’’ and ‘‘lolly,’’ which had the effect of increas-
ing the apparent difficulty of perceiving the /l–r/ contrast in
intervocalic position. Errors occurred on these two items be-

cause listeners were uncertain of the locus of the contrast.
With these items removed, the expected pattern of means
was obtained.

As predicted, Korean speakers had more difficulty with
word initial position than with the cluster or medial posi-
tions. The Japanese, who had greater difficulties with all
three environments, relative to the performance of the Kore-
ans, had the most trouble with /r–l/ perception in the conso-
nant cluster, which is what would be expected on grounds of
relative acoustic discriminability of the tokens, in the ab-
sence of countervailing L1 transfer effects.

2. Type effects

Significant main and interaction effects of segment type,
/l/ or /r/ were obtained. The main effect of type~F@1,198#
514.86,p,0.0002! showed a higher percentage of correct
responses for /r/ rather than /l/~81% correct versus 72%!.
However, all three of the two-way interactions involving
segment type were significant as well as two of the three-way
interactions.

The language by type interaction~F@1,198#58.29, p
,0.005! indicated that while the difference in favor of /r/
over /l/ perception was small~not significant! for the Kore-
ans, ~84% to 82%!, it was large for the Japanese~75% to
63%!. This may reflect the greater phonetic similarity of the
English /r/ rather than /l/ to the Japanese liquid, whereas the
availability of two phonologically conditioned perceptual
targets to map onto the English forms discouraged the devel-
opment of a response preference for Korean listeners.

The type by position interaction~F@2,198#55.39, p
,0.006! showed that the perception of /l/ was favored in the
cluster environment, but that /r/ perception was easier in ini-
tial and medial position. This finding agrees with Gillette
~1980! and Sheldon and Strange~1982!.

The three-way interaction of type by language by posi-
tion also reached statistical significance~F@2,198#54.64, p
,0.02!. It indicated that the pattern of difficulty across pho-
nological environments differed for the Korean and Japanese
listeners. Two sets ofa posteriori t tests were conducted to
identify the nature of this interaction. The results are sum-
marized in Table IV, which shows the cell means and the
comparisons that were tested. For the Koreans, /l/ in initial
position scored significantly lower than liquids~/l/ or /r/! in
any of the other environments~with the exception of /r/ in
cluster position!. Initial /l/ is the only one of the six phonetic
type by position combinations which is excluded by Korean
phonology, assuming, as argued above, that English
liquid1stop clusters are reanalyzed as intervocalic liquids by
Korean listeners, following application of vowel epenthesis.
For the Japanese,a posteriori t tests~Table IV! showed a
significant preference for /r/ over /l/ in initial and medial
positions, which we noted previously in the two-way lan-
guage by type interaction, combined with lower scores for
both /l/ and /r/ in cluster position.

The other two- and three-way interactions involving seg-
ment type and speaker differences are described in Sec. 3
below.

FIG. 1. Two-way interaction: Identification scores~percentage correct! /r–l/
for Japanese and Korean listeners in initial, cluster, and medial environ-
ments. Standard error intervals for factor means.~Items ‘‘lorry’’ and
‘‘lolly’’ excluded from set.!

1165 1165J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 J. C. L. Ingram and S.-G. Park: Perception of /r–l/



3. Speaker effects

Significant speaker effects were observed. Overall,
speaker JI provided clearer tokens than speaker TM~77.4%
versus 73.5% correct!. However, this main effect is small in
relation to the two-way interaction of speaker by segment
type, or the three-way interaction (speaker3type of
sound3position) shown in Fig. 2.

Comparisons among means showed that speaker JI pro-
vided more clearly identifiable /l/ tokens than speaker TM in
all three positions. With respect to /r/, the identification
scores were comparable for both speakers, except for the
cluster environment, where speaker JI’s tokens were clearly
less identifiable than the other stimuli. To ascertain whether
the speaker effects could be attributed to differences in the
acoustic discriminability of the tokens provided by the two
speakers, a spectrographic analysis of the test stimuli was
undertaken. Observations focused on the extent to which
well-known spectral and temporal cues for the /r–l/ contrast
were present in the stimuli and correlated with listener iden-
tification scores.

4. Spectrographic analysis of speaker differences

Synthesis studies~Yamada and Tohkura, 1992a! usually
manipulate three cues for the /l–r/ contrast:~1! the locus of
the third formant,~2! the onset frequency of the second for-
mant, and~3! the abruptness of rise ofF1 into the following
vowel, which is greater in the case of /l/, imposing a clearer
acoustic state change between vowel and consonant in the
case of the lateral. In the acoustic analysis, we examined
time-varying frequency and amplitude characteristics of the
formant transitions of /l/ and /r/ in those environments where
speaker effects~differences between JI and TM’s produc-
tions! had the greatest impact upon listeners’ identification
scores.

5. Analysis of /r/ in cluster position

As noted earlier, speaker JI’s /r/ tokens were more ac-
curately perceived in initial and medial positions than those
of speaker TM, except for cluster position where TM’s to-
kens were responded to more accurately. Comparison of
spectrograms of JI and TM’s /r/ cluster tokens indicated a

TABLE IV. Identification scores: three-way interaction, language3type3position. Cell means andt test com-
parisons.

Cell means: percent correct
Korean Japanese

Position in word Position in word
ini clu med ini clu med

l 71.50 85.00 89.38 l 66.50 66.00 55.00
r 84.50 81.00 86.88 r 81.50 66.50 84.38

A posteriori t-test comparisons
Korean Japanese

Comparison t value Prob(t) df538 Comparison t value Prob(t) df538

l-ini-r-clu 21.46 .0.15 ~n.s.! l-ini-r-ini 22.04 ,0.05
l-ini-l-clu 22.75 ,0.01 l-med-r-med 23.08 ,0.01
l-ini-l-med 23.57 ,0.001 r-clu-r-ini 21.96 50.051 ~trend!
l-ini-r-ini 22.77 ,0.01 r-clu-r-med 22.26 ,0.05

FIG. 2. Three-way interaction: Identification scores~percentage correct! for /l/ and /r/ in initial, cluster, and medial position, in response to tokens from
speaker JI and speaker TM.
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consistent difference in the rate of change~slope! of the third
formant trajectory between the tokens of the two speakers.
As can be seen from Fig. 3, there was a discernible ‘‘elbow’’
in the third formant trajectory for speaker TM, whereas
speaker JI produced a more gradually risingF3 transition to
the steady-state target for the following vowel. To quantita-
tively assess these differences in formant trajectories, par-
ticularly the slope ofF3, the following measurements were
taken.

Starting, midpoint, and end-point measurements were
made of the first, second, and third formant frequencies of
the /r/ segment. Measurements were made by hand from a
spectrogram and power spectrum display~Sensimetrics,
SpeechStation™!. Starting points for the formant transitions
were set so that the first glottal pulse fell within the left skirt
of the FFT window. The end point of the formant transition
was judged fromF3, at the~second! ‘‘elbow’’ of the F3
trajectory into the following vowel. The midpoint of the for-
mant transition was judged, by eye, to fall midway between
the start and end points of the formant transitions.

From the formant frequency and duration measurements,
the slopes of theF1, F2, andF3 transitions were calculated,
from onset to midpoint of the /r/, and from midpoint to end
point. The greater of these two slope estimates was defined
as the maximum slope of the formant transition for a given
formant ~slFmax!. These and other formant frequency
change measures, taken in the course of calculating the
slopes of the formant trajectories, were then correlated with
identification scores for JI and TM’s /r/ tokens in the cluster
environment. The two variables with the highest correlations
with the dependent variable were the maximum slope of the
third formant transition~slF3max! and the overall duration of
the formant transition~i.e., the /r/ segment duration: rdur!,
which werer 50.76 andr 520.59, respectively. These two
variables were then used as predictors in a linear regression
analysis, with the percentage correct responses to /r/ in clus-
ter position for each of the speakers’ tokens as the dependent
variable. In view of the small number of observations~ten
tokens!, not more than two independent variables were jus-
tified. The regression equation yielded a multipleR-squared
of: R250.64 ~F@2,7#56.34,p,0.027!.

6. Analysis of /l/

As noted previously, in the two-way interaction of type
by speaker effects, speaker JI’s /l/ tokens yielded higher
identification scores in all three positions than those of TM.
Figure 4 shows sample spectrograms of the /l/ tokens by the
two speakers. JI’s tokens showed clearer formant structure in
the region ofF3 andF4 and a more abrupt acoustic state
change between the consonant and the following vowel
nucleus.~These spectral differences were apparent over vari-
ous dynamic range settings of the spectrogram display.! We
sought to derive quantitative indices of the clarity of the
higher formant structure from amplitude measurements
based upon the short-term power spectrum, averaged over 3
to 4 pitch periods preceding and following the estimated cen-
ter point of the /l/ segment. Energy maxima atF1, F2, F3,
and F4 were measured in dB and referenced to the major
energy peak in the spectrum. Energy minima (M1, M2, M3)

FIG. 3. Spectrograms illustrating differences between speaker JI and
speaker TM in rate of change of third formant transition for /r/ tokens in
cluster position.

FIG. 4. Spectrograms showing differences in /l/ tokens for speaker JI and
speaker TM.
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at points midway between formant peaks were also mea-
sured. From these spectral maxima and minima, three spec-
tral contrast measures were calculated; one each forF2, F3,
andF4, as follows:

contrast:Fn5amplitude:Fn– amplitude:Mn21 ~ in dB!,

where 2<n<4.

The spectral contrast measure for a given formant was thus
the difference in decibels between the formant energy maxi-
mum and the trough value measured halfway to the preced-
ing formant peak, thus ensuring that the three contrast mea-
sures were independent of each other. Two additional
acoustic measures, the duration of the /l/ segment, and the
stability of the formant pattern~assessed in terms of the
change inF2 between the onset and offset of the /l/ segment!
were also made. The three formant contrast measures, the
energy maxima and minima measurements from which the
contrast measures were derived, the /l/ segment duration, and
the F2 change measure were separately correlated with the
identification scores for JI and TM’s /l/ tokens in the three
positions.

Correlation coefficients for the formant contrast mea-
sures onF2, F3, and F4 were r 50.39, r 50.46, andr
50.65, respectively, supporting the spectrographic observa-
tion that the clarity of the higher formant structure contrib-
uted to the higher identification scores for JI’s /l/ tokens
compared with those of TM. Several linear regression analy-
ses were conducted, taking various combinations of the three
formant contrast measures and other acoustic variables men-
tioned above. These analyses consistently indicated that the
only measure which made a statistically significant indepen-
dent contribution to prediction of the /l/ identification scores
was cnF4 ~spectral contrast ofF4!.

In summary, the regression analyses of speaker-induced
differences in /r/ identification in cluster position and /l/
identification in all three environments found an acoustic ba-
sis for the listeners’ performance, in terms of the clarity with
which acoustic cues for the /l–r/ contrast were encoded by
the two speakers JI and TM. For /r/ clusters, the maximum
slope of F3 and the duration of the formant transitions
jointly accounted for approximately 64% of the variance in
the dependent variable~the identification scores!. The nega-
tive loading of the duration factor is notable. The /r/ sound is
typically realized as a flap in Korean and Japanese. Speaker
TM’s shorter /r/ segments and more rapid formant transi-
tions, appear to have favored /r/ perception in the cluster
environment.

Speaker-induced differences in the accuracy of /l/ iden-
tification were associated with the degree of spectral contrast
in the region ofF3 andF4, with the latter dominating the
regression model. Prediction of speaker differences for /l/
was less successful, possibly because no readily quantifiable
means was found to capture the qualitatively observed fea-
ture of the ‘‘abruptness of change’’ between the /l/ segment
and the following vowel, which, along with the formant con-
trast feature, distinguished speaker JI’s tokens from those of
TM.

7. Phonological markedness and universal grammar

Results presented thus far provide no evidence of lan-
guage universal markedness constraints or effects of phono-
logical parameter settings affecting listeners’ perceptions. In-
deed, the language-dependent transfer effects reported thus
far suggest the contrary, that phonological effects on percep-
tion reflect language particular exigencies. Phonological pa-
rameters can potentially affect second language learners’ re-
sponses either through parametric settings required by the
second language, or through settings established in first lan-
guage acquisition. As mentioned earlier, Japanese and Ko-
rean are very similar with respect to constraints on initial
consonant clusters, which is the domain where parametric
settings may express themselves in the data of this experi-
ment. Hence expressions of markedness constraints should
be identical for Japanese and Korean listeners and should
reflect the markedness ranking of the different English con-
sonant clusters incorporated in the test stimuli.

Two approaches have been taken to assigning marked-
ness values to consonant clusters. The first, and historically
prior approach, which has been dubbed the ‘‘typological’’
~Eckman and Iverson, 1993!, establishes the relative marked-
ness of a segment or segment cluster on grounds of distribu-
tion frequency of occurrence in a given environment, and
cross-linguistic implicational relationships. The second ap-
proach, which yields similar results, and some would argue,
provides an explanatory basis for the distributional findings,
depends upon sonority relations within the syllable and has
been most extensively discussed by Clements~1990!. A
‘‘minimal sonority distance parameter’’~MSD; Broselow
and Finer, 1991! assigns a markedness value to the range of
consonant clusters allowed by the phonotactics of a lan-
guage. Assuming that segments can be rank ordered on a
scale of sonority and that onset and coda sequences respect
the sonorance hierarchy, MSD provides a means of calculat-
ing the markedness value of any given cluster, establishes an
implicational hierarchy among clusters, and provides a quan-
titative characterization of the relative markedness of any
two languages with respect to their phonotactic constraints.

Eckman and Iverson~1993! have argued for the superi-
ority of the typological approach to defining markedness re-
lations among consonant clusters, using as supporting evi-
dence a reanalysis of production errors in consonant clusters
made by Japanese and Korean learners of English, originally
presented by Broselow and Finer~1991!.

Both methods of assigning markedness values to conso-
nant clusters were used to assess the correlation of marked-
ness with rates of identification of the /r–l/ clusters employed
in this experiment~see Table V!.

Neither the MSD parameter of Broselow and Finer
~1991! nor the TM constraint of Eckman and Iverson~1993!
accounted for the pattern of identification scores across
words or language groups. All four correlations~Spearman’s
rank-order coefficient! between the two indices of marked-
ness and the cluster identification scores for the Koreans and
the Japanese listeners were computed. The correlation coef-
ficients ranged from 0.03 to 0.28. None approached statisti-
cal significance on a one-tail test. Nor can the clear differ-
ences in favor of the Korean group be attributed to
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parametric settings, because the phonotactic constraints of
Japanese and Korean initial clusters are practically identical.

E. Summary of identification experiment results

Results of the identification experiment suggested a
dominance hierarchy among the factors contributing to the
perceptibility of the /l–r/ contrast by Japanese and Korean
learners of English. For the Korean listeners, the possession
of a native-language model for the /l–r/ contrast in intervo-
calic position appeared to be the dominant factor in deter-
mining the pattern of identification scores across the three
phonetic environments. The contrast was best perceived in
medial position. In cluster position, the /l–r/ contrast was
marginally better perceived than in initial position, in spite of
the reduced acoustic discriminability of /l/ and /r/ in conso-
nant clusters. Enhanced performance in cluster position ap-
pears to have been supported by a compensatory phonologi-
cal strategy of ~re!syllabification through epenthesis
~CCV→CvCV, wherev5epenthetic vowel!, in order to ac-
cess native language templates for the /l–r/ contrast. It seems
appropriate to refer to this enhancement of /l–r/ perception in
cluster position by Korean listeners as aphonologicaltrans-
fer effect, because any enhancement of the contrast occurs as
a result of a linguistic transformation of the input generated
by the listener, presumably to render the input signal more
compatible with L1 phonotactics, thereby providing a stimu-
lus which is interpretable as an L1 phonological target.
Vowel epenthesis may also be observed in Japanese learners’
productions of these consonant clusters, but no processing
advantage is obtained, because Japanese lacks an L1 model
for the /l–r/ contrast in all environments.

The pattern of performance for Japanese listeners, for
whom no L1 model of the L2 contrast was available, was
consistent with considerations of acoustic discriminability,
with performance best in initial position and worst in cluster
position.

The extent to which speakers provided clear exemplars
for the /r–l/ contrast in various environments also affected
identification rates. Speaker differences interacted with the
stimulus type and the environment in which the target sound
occurred, but they did not interact with the language factor.
Acoustic analysis of the stimulus tokens showed that identi-

fication rates were higher for those stimulus tokens which
better exemplified spectrographic cues known to be effective
for /l–r/ discrimination.

Phonological markedness was found not to be predictive
of perceptual error rates among consonant1liquid clusters.
Universal markedness constraints apparently had little bear-
ing on the results of this experiment and their relevance for
speech perception in second language learning is therefore
questionable. On the other hand, language particular factors,
arising from a comparative analysis of the relevant phono-
logical structures in Korean and Japanese, were crucial for
predicting the pattern of perceptual errors.

III. DISCRIMINATION EXPERIMENT

It was expected that the discrimination task would en-
gage specific linguistic processing of the stimuli less than the
identification task reported above. To assess the impact of
task variables upon precedence relations and interactions
among the factors investigated in the identification experi-
ment, the same group of subjects participated in a discrimi-
nation test, using the identical target stimuli. The discrimina-
tion experiment was conducted two weeks after the
identification task.

A. Procedure

An oddball discrimination test was used, in which, on a
given trial, one member of a sequentially presented triad of
stimuli differed from the other two, and the listener’s task
was to identify the odd one out. The advantage of this pro-
cedure over the more commonly used ABX or Same–
Different discrimination procedures is that it is relatively
economical in terms of the number of trials required to map
the set of discrimination judgements. Its main disadvantage
is that it imposes a greater sensory storage load upon listen-
er’s and consequently may be more prone to influences of
phonological encoding. Hence the oddball discrimination
task may yield conservative estimates of task differences be-
tween identification and discrimination on /r–l/ performance.

On a given trial, listeners were presented with one of six
possible triads made up of minimal pair /r–l/ triplets~LLR,
LRL, RLL, RRL, RLR, LRR! and asked to indicate which
word was different. Repetitions of the same token were used
for the two stimuli which were ‘‘the same’’ within a given
triplet. There were 360 items in the stimulus set, which in-
cluded one replication (5 pairs33 positions32 speakers
36 triplets32 repetitions). As 360 items were too many for
a single experimental session, the subjects were divided into
two groups, each of whom responded to half of the trials in
the total stimulus set. The interstimulus interval between
items in a stimulus triad was approximately 0.5 s and the
intertrial interval between triads was 3 s, with a short rest
period after each block of 60 trials.

Test conditions were the same as in the identification
experiment. Subjects were group tested in the language labo-
ratory listening booths. As in the identification test, there was
a pretest in which subjects were familiarized with the test
words and then with the response task, using triplets con-
structed from selected distracter items employed in the iden-
tification task.

TABLE V. Markedness and identification of consonant clusters.

Markedness Identification scores
MSDa TMb Kor. Jap.

fruit 3 2 93 80
flute 3 2 85 65
broom 2 2 63 53
bloom 2 2 80 73
grass 2 2 90 68
glass 2 2 88 70
pray 1 1 88 65
play 1 1 95 73
crime 1 1 73 68
climb 1 1 78 50

% correct

aMSD5Minimal sonority distance parameter~Broselow and Finer, 1991!.
bTM5Typological markedness~Eckman and Iverson, 1993!.
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B. Data analysis

Initial analysis of the data revealed no significant differ-
ences between the two groups, who each heard half of the
test stimuli, so in further analysis both groups were com-
bined. A four-way analysis of variance was undertaken, with
the discrimination scores as the dependent variable, and the
same treatment variables as in the identification experiment,
except that, in this case, there was no factor for stimulus type
~/l/ or /r/!, but there was an additional one for the carrier
pattern of the discrimination contrast within the triplet~LLR,
LRL, LRR, RLL, RLR, RRL!.

C. Results

A four-way analysis of variance was conducted. All four
main effects were significant at or beyond thep,0.001 level
~see Fig. 5!, but no significant interactions were obtained.
The highly significant main effects of language background
(F@1,648#, p,0.000 01) and speaker (F@1,648#, p
,0.0001) were in the same direction as for the identification
experiment. The Korean listeners performed /l–r/ discrimi-
nation better than the Japanese~Mean586.7% correct versus
70.2%, respectively!. Speaker JI’s tokens were more discrim-
inable than those of TM~82.4% vs 74.5%!.

A posteriori comparisons among discrimination score
means for initial, cluster, and medial positions indicated that
medial position was significantly different from the other

two ~t test medial versus initial position:t523.03, df
5478, p50.002, two tailed;t test medial versus cluster po-
sition: t522.32, df5478, p50.021; t test initial versus
cluster position: t520.61, df5478, p50.54!. This was
similar to the pattern of main effects for the identification
test. However, the discrimination test did not show any sig-
nificant interaction effects between the factors of position,
language, and speaker.

There was also a strong main effect of the triplet carrier
pattern used to elicit discrimination judgments~F@5,648#,
p,0.0002!. As Mochizuki ~1981! found, the LRL and RLR
triplets resulted in lower discrimination scores~t test
@LRL1RLR# versus four other patterns:t54.05, df5718,
p,0.001, two tailed;t test LRL versus RLR:t520.71, df
5238, p50.48; t test RLL versus RRL:t520.97, df
5238, p50.33!. The LRL and RLR are the two patterns
where the ‘‘same’’ stimuli are not contiguous and listeners
must hold all three stimuli in sensory storage in order to
make a discrimination judgment.

D. Comparison of identification and discrimination
tasks

While a similar pattern of main effects was found in the
discrimination experiment to those observed in the identifi-
cation test, the lack of interaction effects suggested that the
two tasks may have invoked different processing strategies

FIG. 5. Main effects: Discrimination experiment.
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on the part of listeners. Phonological transfer effects
~language-specific learning effects! were diminished in the
discrimination experiment. The main effect of language
background was preserved, but no interaction between listen-
ers’ language and the position~initial, cluster, medial! of the
/l–r/ contrast was found. Similarly, although a strong main
effect of speaker was observed, which was in the same di-
rection as the identification experiment, there were no sig-
nificant interaction effects between the Speaker factor and
listeners’ language background, or the position of the /l–r/
contrast. These results were consistent with the hypothesis
that underlying perceptual mechanisms differed in the iden-
tification and discrimination tasks. It was apparent from the
identification test results that many of the significant higher-
order interactions may have been caused by response prefer-
ences towards /r/, which varied with the language back-
ground of the listener and the position of the target sound.
However, such effects were not apparent in the case of the
discrimination data.

If, as hypothesised earlier, identification invokes greater
linguistic processing of the signal than does discrimination,
then word familiarity effects should operate more strongly in
the identification than the discrimination test. An attempt had
been made to balance word familiarity effects in the initial
selection of /l/ and /r/ minimal pairs, by choosing only items
which would be familiar to second language learners. How-
ever, in view of the /r/ preference biases observed in the
identification task, a comparison of therelative subjective
familiarity ~Flegeet al., 1995! of the /l/ and /r/ members of
the 15 minimal pairs was warranted, and the impact of any
inequalities of lexical familiarity between /l/ and /r/ items on
identification and discrimination performance should be as-
sessed.

On the other hand, if identification and discrimination
involve similar perceptual processes, then the relative order
of difficulty of /r–l/ contrasts across the 15 minimal pairs
should be similar across the two tasks. To compare response
profiles across the minimal pairs, both the identification and
the discrimination data were rescored, so that separate /r/ and
/l/ scores were obtained for each of 15 minimal pairs.

1. Scoring the dependent and independent variables

In the case of the discrimination test, a preference to-
wards /r/, or a lexical familiarity effect, could only be ex-
pressed as a bias towards or away from the oddball member
of a triad. Hence separate /l/ and /r/ scores were obtained by
taking account of whether the oddball in a given triad was an
/l/ or an /r/ word.

To assess the relative subjective familiarity of the /r/ and
/l/ words that comprised the minimal pairs, the authors and
two experienced language teachers independently judged
which member of each pair would be likely to be more fa-
miliar to Japanese and Korean learners of English. There was
a high degree of consensus among the four judges. In all but
three of the minimal pairs, the /r/ member was rated as more
familiar than the /l/ member; the exceptions being:
low.row, play.pray, climb.crime. Hence any r bias or
lexical familiarity effects would be highly correlated and
probably indistinguishable in the present experiment.

2. Statistical analysis

Parallel two-way analyses of variance of the identifica-
tion and discrimination tests were conducted, with the 15
minimal pairs and the item type~/l/ or /r/! as experimental
factors. Figure 6, which represents an interaction plot of the
two experimental factors, shows the profile of /l/ and /r/
scores across the minimal pairs for the identification and dis-
crimination tests.

A significant main effect of minimal pair was found for
both identification and discrimination test~F@14,570#
51.99, p50.016; F@14,570#52.88, p50.003, respec-
tively!, but the scoring profiles of /r/ and /l/ over the 15
minimal pairs were quite different for the two tests~see Fig.
6!. The identification test yielded a significant main effect for
item type, ~F@1,570#59.17, p50.002! revealing an r bias
for most of the minimal pair contrasts. No such effect was
found in the case of the discrimination test~F@1,570#
50.72, n.s.!. The identification test also yielded a significant
minimal pair by item type interaction,~F@14,570#51.77, p
50.039! but no significant interaction effect was found for
the discrimination test~F@14,570#50.12, n.s.!.

The minimal pairlorry–lolly, which was the most diffi-
cult on the identification test was the second easiest pair on
the discrimination test. The minimal pair red–led showed a
strong r bias on the identification test, but a slight preference

FIG. 6. Interaction plots: Identification and discrimination data. Comparison
between the interaction of item type~/l/ or /r/! with minimal pair for iden-
tification and discrimination responses. The graphs illustrate different re-
sponse profiles for the identification and discrimination tests and the pres-
ence of an interaction effect for the former, but not the latter.
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in the opposite direction on the discrimination test. These
differences in performance profile across the minimal pairs
indicate that the identification and discrimination tests were
tapping different perceptual processes or making different
task demands of listeners.

The effects of lexical familiarity were also assessed.
However, this factor proved to be statistically indistinguish-
able in its effects from that of item type~l/r!, which indicated
an r bias on the identification test, but no significant effect on
the discrimination task. Thus while it was not possible to
separate the effects of r bias and lexical familiarity in this
experiment, the fact that either or both were operative in the
identification task, but not in the discrimination task, sup-
ports the hypothesized differential sensitivity of the two
tasks to the influence of language-dependent processing
strategies and linguistic factors in general.

IV. GENERAL DISCUSSION AND CONCLUSIONS

Recent models of cross-language speech sound percep-
tion ~Flege, 1995; Best, 1995; Kuhl, 1995! stress the impor-
tance of naive-language phonemic categorization of non-
native ~‘‘foreign’’ ! sounds in explaining patterns of
perceptual errors or the likelihood or ease of accommodation
of the perceptual system to such sounds. Although there is
disagreement over the phonetic basis for the categorization
of non-native sounds,~e.g., whether it be gestural@Best# or
acoustic@Kuhl#!, all share the assumption that, at least in the
initial stages of L2 exposure, patterns of perceptual assimi-
lation to L1 phonemic categories strongly determine learn-
ers’ responses to novel sounds. Best~1995! has elaborated
different classes of L1 assimilation for the purpose of pre-
dicting pairwise discrimination performance, depending on
how sounds in the L2 pair are categorized with respect to L1
targets. Khul has postulated ‘‘perceptual magnet effects,’’
whereby phonetic tokens that fall close to a phonemic pro-
totype are less sensitively discriminated than sounds which
fall at a distance from such prototypes. Implicit in all three
models is the mediating influence of phonological experience
and the language-specific nature of the effects on second
language speech sound perception.

The major goal of this study was to observe, within a
single experiment, the interaction of potentially competing
factors, operating at different levels of perceptual processing
~the phonetic and the phonological!, over different domains
~the language specific and the language universal! in the per-
ception of a novel phonemic contrast. The phonetic level of
processing was reflected in factors affecting the acoustic dis-
criminability of the tokens, namely, in terms of the present
experiment:~a! the position of the target contrast in the
word, and~b! the clarity with which the speaker encoded the
target contrast in particular tokens across the three contexts.
The phonological level of processing was reflected in L1
learning effects, namely:~a! the extent to which Korean pro-
vides an L1 model for the foreign /l–r/ contrast in medial
position, whereas Japanese does not, and~b! differences in
the extent to which the two listening tasks, phoneme identi-
fication and oddball triad discrimination, required specific
linguistic processing of the test stimuli. Both prior phono-
logical learning and the relative acoustic discriminability of

the items affected subjects’ performance on the identification
test. Where both factors were engaged, phonological learning
effects predominated over the effects of acoustic discrim-
inability. This was evident from the differential impact of
positional effects on /l–r/ identification for the Japanese and
Korean listeners. Whereas the Japanese listeners’ poorer
identification of /l–r/ in cluster position was attributable
solely to the lower acoustic discriminability of /l–r/ in this
environment~supporting findings of previous studies!, the
Korean listeners’ responses were predominantly influenced
by prior L1 phonological learning. Specifically, their perfor-
mance on the /l–r/ contrast in cluster position was enhanced
by a phonological strategy~vowel epenthesis!, which en-
abled them to deploy the Korean contrast between flaps and
geminate liquids in medial position and to aid perception of
the English /l–r/ contrast in initial clusters, such asplay–
pray. Because this L1-driven enhancement of perceptual dis-
crimination depends upon a missyllabification of the input
~from the perspective of L2!, it seems appropriate to view it
as aphonologicaltransfer effect, generated by learned pho-
notactic expectancies for L1 rather than by any inherent pho-
netic property of the stimulus.

The relative acoustic discriminability of the stimulus
items also impacted upon identification scores in terms of the
clarity with which a given speakers’ tokens encoded critical
acoustic features for /r–l/ discrimination. Identification rates
for tokens from the two speakers~JI and TM! were found to
vary depending upon the type of target~/l/ or /r/! and its
position in the carrier word. Speaker JI’s /l/ tokens were
more identifiable in all three positions than those of TM.
Identification scores for /l/ tokens were found to be quite
strongly associated with a measure of the spectral contras-
tiveness of higher formantsF3 and F4. Analogously,
speaker TM’s /r/ tokens in cluster position were more accu-
rately perceived than those of JI. Spectral analysis, combined
with statistical regression showed that the steepness ofF3 in
combination with the segment duration were good predictors
of /r/ identification in cluster position.

The pattern of main effects for scores on the discrimina-
tion test were similar to those found on the identification test.
The Koreans performed better than the Japanese. Speaker
JI’s tokens were better discriminated than those of TM. Items
in medial position were better discriminated than those in
initial and cluster positions. However, there was an absence
of factorial interactions of the kind observed in the identifi-
cation test. Rescoring and comparison of performance pro-
files across the set of minimal pairs indicated that quite dif-
ferent factors were at work in the identification and
discrimination tests. The minimal pair scoring profiles for /r/
and /l/ in the identification and discrimination tests were es-
sentially uncorrelated. A lexical familiarity effect, which was
statistically inseparable from a response bias in favor of /r/
items, was found to be significant for identification test per-
formance, but no similar effect was found for performance
on the oddball discrimination task. These findings clearly
indicate that the identification and discrimination differed in
terms of task demands on listeners. The lack of higher-order
language, position, and speaker interactions and the absence
of a lexical familiarity effect on the discrimination task sup-
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ported the hypothesis that a phonological level of signal pro-
cessing was less engaged by the oddball discrimination task.

However, unlike the identification task, where perfor-
mance on particular items was found to be linked with the
presence of acoustic features known to distinguish /r/ and /l/,
no comparable analysis of the acoustic features differentiat-
ing hard from easy to discriminate items was undertaken.
Except for those triads which imposed some short-term
memory load~patterns LRL and RLR!, performance on the
discrimination task was usually close to the ceiling. This is a
topic for further investigation. The main significance of the
present findings lies in the predominant role of prior phono-
logical learning in the perception of a non-native phonemic

contrast, which emerged from comparison of Japanese and
Korean identifications of English /l/ and /r/, in the face of
speaker- and context-dependent phonetic variation. Percep-
tion was enhanced in an environment of acoustic disadvan-
tage by the application of an L1 phonological processing
strategy that yielded inappropriate syllabification of the input
from the perspective of L2, but which enabled listeners to
encode the foreign contrast more effectively. A similar inter-
action between L1 phonological processing strategies and
phonetic properties of speech stimuli is reported for the case
of foreign vowel perception by Japanese and Korean learners
of English in Ingram and Park~1997!.

APPENDIX A

APPENDIX B. SPECTROGRAMS FOR MINIMAL PAIR TOKEN CONTRASTS FOR ITEMS IN FIGS. 3 AND 4

FIG. B1.

TABLE AI. Identification of /l/ and /r/ analysis of variance: repeated measures design.a

df Sum of square Mean square F value Pr(F)

Language~Jap., Kor.! 1 102.3773 102.3773 3.665755 0.071.579
Residuals 18 502.7047 27.9280

Error: Within df Sum of square Mean square F value Pr(F)

Main effects:
Speaker~JI, TM! 1 10.3128 10.312 76 3.485 32 0.063 393 4
Type ~/r/, /l/! 1 43.9898 43.989 84 14.866 91 0.000 155 9
Position~Ini., Clu., Med.! 2 7.6443 3.822 14 1.291 74 0.277 098 2

Two-way interactions:
Speaker:type 1 47.4815 47.481 51 16.046 96 0.000 087 4
Speaker:position 2 6.0818 3.040 89 1.027 70 0.359 728 0
Type:position 2 31.9359 15.967 97 5.396 57 0.005 223 3
Speaker:language 1 1.1690 1.169 01 0.395 08 0.530 364 8
Type:language 1 24.5440 24.544 01 8.294 95 0.004 413 2
Position:language 2 24.9234 12.461 72 4.211 59 0.016 172 1

Three-way interactions:
Speaker:type:position 2 40.7568 20.378 39 6.887 13 0.001 283 5
Speaker:type:language 1 2.1565 2.156 51 0.728 82 0.394 297 8
Speaker:position:language 2 1.4693 0.734 64 0.248 28 0.780 384 7
Type:position:language 2 27.4693 13.734 64 4.641 79 0.010 713 4

Four-way interaction:
Speaker:type:positon:lang 2 14.0818 7.040 89 2.379 55 0.095 235 1
Residuals 198 585.8641 2.958 91

aResponses to the items ‘‘lorry’’ and ‘‘lolly’’ were excluded from the scoring and the ANOVA. See text for
explanation.
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Chaos in segments from Korean traditional singing and Western
singing
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The time series of the segments from a Korean traditional song ‘‘Gwansanyungma’’ and a western
song ‘‘La Mamma Morta’’ were investigated using chaotic analysis techniques. It is found that the
phase portrait in the reconstructed state space of the time series of the segment from the Korean
traditional song has a more complex structure in comparison with the segment from the western
songs. The segment from the Korean traditional song has the correlation dimension 4.4 and two
positive Lyapunov exponents which show that the dynamic related to the Korean traditional song is
a high-dimensional hyperchaotic process. On the other hand, the segment from the western song
with only one positive Lyapunov exponent and the correlation dimension 2.5 exhibits
low-dimensional chaotic behavior. ©1998 Acoustical Society of America.
@S0001-4966~98!04401-4#

PACS numbers: 43.75.Rs@WJS#

INTRODUCTION

Until recently it has been thought that complicated phe-
nomena result from complicated dynamical systems with
many degrees of freedom and they have been usually con-
sidered as stochastic processes. But it turned out that even
simple systems with few degrees of freedom can exhibit ex-
tremely irregular unpredictable behavior when the systems
are described by nonlinear deterministic equations. The most
typical example is chaos which shows extremely sensitive
dependence on initial conditions.

Several authors have analyzed speech data using tech-
niques for studying chaotic dynamics.1 Despite the appar-
ently complicated mechanism of vocal production, which in-
volves various aspects such as physiological activities and
nonlinear fluid mechanics, the concept of deterministic chaos
implies the possibility that the complex irregularities may be
generated by deterministic nonlinear dynamics with only a
few state variables. It has been reported that human speech
sounds exhibit bifurcations and chaos,2 for example, in fri-
cative consonants,3 vowels,4 newborn infant cries,5 various
phoneme types,6 and Korean traditional singing.7 In this pa-
per we analyze the irregularities and the dynamics in the
time series of the segments from a Korean traditional song
and a western song. In order to check our method of analysis
a single note ‘‘Si’’ is also analyzed. In Sec. I, our data ac-
quisition from the Korean traditional song, the western song,
and the note ‘‘Si’’ is explained. In Sec. II, the power spectra
of the time series are given and in Sec. III, the phase portraits
which give geometrical information included in the time se-
ries are constructed by the delay vector method. In Sec. IV,
the correlation dimension of the attractors in the recon-
structed space are calculated to characterize properties of the
attractor. In Sec. V, Lyapunov exponents are estimated. The

above-mentioned three songs are compared in Secs. II–V. In
the last section a brief discussion is given.

I. DATA ACQUISITION

In each section, for the sake of comparison, segments of
a Korean traditional song, segments of a western song, and
the note ‘‘Si’’ are analyzed at the same time. The song used
as Korean traditional singing, ‘‘Gwansanyungma’’ is a Se-
oDo folk song which has been sung in the northwestern
provinces of Korea. It includes various kinds of vocalization
of the SeoDo folk song, especially the peculiar vibration.
The song we used was sung in 1994 by Pok-Nyoˇ O who was
born in P’yǒngyang in 1913 and was designated as one of the
human cultural assets in 1971. Its length is about 220 s and
its words and phonetic transcription using single-symbol

a!Electronic mail: mhwalee@gmc.snu.ac.kr
b!Electronic mail: jnlee@gmc.snu.ac.kr
c!Electronic mail: kssoh@phyb.snu.ac.kr

TABLE I. Divided sections of the SeoDo folk song ‘‘Gwananyungma.’’
~The sections with broad power spectrum are marked with an asterisk, a
tilde means that the peculiar vibration of the SeoDo folk song is used.!

No Words Phonetic transcription Time

1 ch’ugangi /CUgaGi/ 35 s
2 i; /i/ 10.0 s
3 i; /i/ 14.5 s
4~* ! chǒgma /Jxma/ 10 s
5~* ! ak /ak/ 9.0 s
6~* ! ǒryong /xrycG/ 6.0 s
7 naeng /nEG/ 12.5 s
8~* ! ha; /ha/ 11.5 s
9~* ! ni /ni/ 8.5 s

10~* ! i; /i/ 9.5 s
11~* ! hi; /hi/ 7.5 s
12~* ! injae /inJE/ 3.0 s
13 aei /Ei/ 9.0 s
14~* ! i; /i/ 9.5 s
15~* ! sǒ /sx/ 7.0 s
16 p’u /pu/ 13.0 s
17 u; /u/ 8.0 s
18~* ! ;ung /uG/ 13.0 s
19 chungsoˇnrurǔl /JUGsxNrUrl/ 15.0 s
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ARPA bet are given in Table I. As seen in Table I, they are
divided into 19 sections to identify which sections show cha-
otic behavior. We calculated the power spectrum for each
section. After getting insight about the characteristics of each
section from the power spectrum, we choose the eighth sec-
tion for obtaining the phase portrait, correlation dimension,
and Lyapunov exponent because the eighth section showed
the most broadband power spectrum and was thought to rep-
resent the characteristics of the SeoDo folk song most prop-
erly. Actually only the latter part of the eighth section is
used, whose length is about 1.6 s and its phoneme is de-
scribed by the vibrating vowel /a/. As a western song, ‘‘La
Mamma Morta’’ performed by Maria Callas is used. Espe-
cially the segments which do not have background music are
used to facilitate the analysis. Its length is about 1 s and the
phoneme is also /a/. The single note ‘‘Si’’ of the ‘‘Do-re-mi

song’’ in the movie ‘‘Sound of music’’ is used to check our
methods of analysis. Its length is about 0.5 s. The consonant
/s/ is uttered only for a very short time, so the actually re-
corded and analyzed sound is /i/.

All the data are recorded in the form of wave files with
PCM ~pulse code modulation! mode using ‘‘Sound Blaster
AWE32’’ which is the trademark of Creative Technology
Ltd. It is performed with a sampling rate 22 050 Hz and 16
bits except the single note ‘‘Si’’ with 44 100 Hz owing to its
short length. Programs to analyze the recorded wave files run
on an IBM PC.

FIG. 1. ~a! Fourier transform of the SeoDo folk song shows the very broad-
ened spectrum which is one of the characteristics of a chaotic system.~b!
Fourier transform of a western song shows a little broadened spectrum.~c!
Fourier transform of ‘‘Si’’ showsd function which is the characteristics of
the periodic system.

FIG. 2. The three-dimensional phase portrait of the SeoDo folk song
wrinkles and occupies an extended region.

FIG. 3. The three-dimensional phase portrait of the western song also
wrinkles and occupies an extended region.
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II. POWER SPECTRUM

The Fourier analysis of time series is useful for obtain-
ing, among other things, the frequency components and the
power distribution as a function of frequency. In general the
power spectrum is a very good tool for the visualization of
periodic and quasiperiodic phenomena, and their separation
from irregular time evolutions which are characterized by
broadband power spectra.8 The broadband regions in power
spectra can arise from stochastic or deterministic processes,
but the decay in the spectral power at largev is different for
the two cases.9,10 However, that is not really a good indicator
to identify chaotic time series. So we need to estimate cor-
relation dimension and Lyapunov exponents, etc. We use the
fast Fourier transform~FFT! to compute a power spectrum.

In the case of Korean traditional song it is obtained for
each section divided in order to identify whether each section
shows chaotic behavior or not. The sections with broad
power spectra are marked with an asterisk in Table I. Figure
1 shows the power spectrum obtained from the time series of
the Korean traditional song, western song, and a single note
‘‘Si.’’ In the case of the Korean traditional song it is that of
the most typical case with the broad power spectrum~eighth
section!. We can see the broadband regions in the power
spectrum of the Korean traditional song which is a charac-
teristic of chaotic systems. The power spectrum of the west-
ern song shows less broadband power in comparison with the
Korean traditional song and we can see ad-functionlike peak
in the power spectrum of a single note ‘‘Si.’’ As the data to
investigate phase portrait, correlation dimension, and
Lyapunov exponents for the Korean traditional song, we
choose the eighth section which shows the most broadband
power spectrum.

III. PHASE PORTRAITS

Several variables are usually required to fully describe
the state of a system. Thus in order to construct a dynamical
model for an experimental time series, we must first recon-
struct a state space.11

A simple way to create a state representation is to form
vectors of then consecutive samples of the time series which
are delay vectorsXt . The delay vectorXt at timet is defined
by

Xt[~xt ,xt1T ,...,xt1~n21!T!, ~1!

wheren, T are called theembedding dimension, delay time,
respectively, and$xt% stands for the time series. This choice
of state representation is commonly knownas delay vector
method. Takens12 proved that if d is the dimension of aFIG. 4. The three-dimensional phase portrait of ‘‘Si’’ exhibits a limit cycle.

FIG. 5. Correlation integral and correlation dimension for the SeoDo folk
song;~a! The plot of log2.0C(W,N,r ) versus log2.0r for values ofr varying
from 2.09.8 to 2.014 with embedding dimension 5, 10, 15, 17, 19, 21~top to
bottom!. ~b! The plot of local slopes versus log2.0r showing the converging
scaling region.~c! Correlation dimensionn is saturated at a value of about
4.4 as the embedding dimension is increased.
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manifold containing the attractor, in order to yield a topo-
logical equivalent phase portrait, leaving the dynamical pa-
rameters invariant, it is sufficient to choosen such that

n>2d11. ~2!

The choice of optimal delay timeT is an important and
largely unresolved problem. Even though the choice of delay
time T is arbitrary for an infinite amount of noise-free data,12

in the case of real laboratory data a good choice ofT is
essential for geometrical and numerical analysis of a phase
portrait. AsT→0, the trajectory approaches the identity line.
WhenT is larger than the optimal value, the correlation be-
tween the data points is destroyed.

A commonly used rule of thumb is to setT to be the
time lag required for the autocorrelation function to become
negative, or alternatively, the time lag required for the auto-
correlation to decrease by a factor ofe ~from its value at time
lag 0!. Another approach, that of Fraser and Swinney13 uses
the ‘‘mutual information,’’ which measures a more general
dependence of two variables. Schuster and Liebert14 took the
first minimum of the logarithm of the generalized correlation
integral as a criterion for a proper choice of the delay time.
In choosing the optimal delay time, our scheme is as follows:
At first we obtain three-dimensional projections of phase
portraits with different delay times and then choose delay
time T at which value overfolding or the straight line do not
appear in the three-dimensional projections as an optimal
delay time. Once we reconstruct an-dimensional space in
this way, we can obtain a good representation of the attractor
and also obtain an appropriate correlation dimension with
this delay time. We also obtain the phase portraits for delay
time at which value the autocorrelation decreases toe21 of
its initial value and the result is nearly the same as we use the
delay time obtained with three-dimensional projection.

Figures 2–4 show the three-dimensional phase portraits
of the segments from the Korean traditional song, the west-
ern song, and the single note ‘‘Si,’’ respectively. We can see
that the phase portrait of the segments from the Korean tra-
ditional song wrinkles and occupies an extended region. This
does not necessarily imply that the behavior is stochastic, but
rather that the dimension of the strange attractor is too large
to be determined by visual inspection of the attractor. For
these attractors the dimension must be calculated quantita-
tively. The phase portrait of the segment from the western
song also shows a complicated and tangled structure. Com-
paring these two phase portraits we can infer that the attrac-
tor of the segment from the Korean traditional song will have
a higher value of dimension than that of the segment from
the western song because it has a more complex structure in
comparison with the western song. The phase portrait of
single note ‘‘Si’’ is supposed to represent a limit cycle but
has thickness due to noises. It is essentially a periodic system
and accords with the result of the power spectrum.

IV. CORRELATION DIMENSION

The dimension of a phase portrait is clearly the first
level of knowledge necessary to characterize its properties
and also gives us a lower bound on the number of essential
variables needed to model the dynamics. We calculate the

correlation dimension which is relatively easy to compute. It
can be calculated by measuring the correlation integral,
which represents the spatial correlation of the points on the
attractor, defined by15

C~r !5 lim
N→`

2

N~N21!

3 H the number of pairs of points,~X i ,X j !,
on the phase portrait with separation,r J ,

~3!

then one observes that asr→0,

C~r !}r n, ~4!

giving the working definition of the correlation dimensionn.
But it is known that for limited data sets with high autocor-
relation the correlation integral displays an anomalous shoul-
der which hinders good estimates of dimension.16 It is be-
cause the distances between these pairs of points which are
not well separated in time do not really reflect the geometri-
cal properties of the attractor. So we use the modified corre-
lation integralC(W,N,r ), which discards the pairs of points
closer together thanW in time,17

C~W,N,r !5
2

~N112W!~N2W!

3 (
n5W

N21

(
i 50

N212n

H~r 2iXi2Xi 1ni !, ~5!

which gives the standard algorithm whenW51. In this cal-
culation the autocorrelation time is used as a value ofW.

Plotting the value ofC(W,N,r ) versusr on a log-log
plot gives a slopen for small r . From this plotting of
log C(W,N,r) versus logr, one can distinguish low-
dimensional deterministic chaotic signals from stochastic
noise. For the deterministic signal, if one increases the em-
bedding dimensionn, the slope of logC(W,N,r) versus logr
at first also increases but settles at a value ofn and becomes
independent of the embedding dimension. For random noise,
the slope of logC(W,N,r) versus logr increases indefinitely
as the embedding dimensionn is increased.

The correlation dimension is measured using 3.53104

data points for time series of the segment from the Korean
traditional song. The slopen of log C(W,N,r) versus the logr
plot of the segment from the Korean traditional song is satu-
rated at a value of about 4.4 independent of the embedding
dimension, which we assume to be the correlation dimension
of the attractor~Fig. 5!. The slopen of log C(W,N,r) versus
the logr plot of the segment from the Western song mea-
sured using 2.03104 data points is saturated at a value of
about 2.5 independent of the embedding dimension~Fig. 6!.
The correlation dimension of the attractor obtained from a
single note ‘‘Si’’ with 2.03104 data points is about 1.2~Fig.
7!. It is thought that a noise causes the correlation dimension
to be saturated at a higher value than the expected value 1.0.
In all these cases we calculated the correlation dimensions
for several reasonable values of delay time, which are ob-
tained from phase portrait and autocorrelation. The correla-

1178 1178J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 Lee et al.: Chaos in singing



tion dimension itself was almost the same except that when
the delay time is such that the autocorrelation of the time
series decreases toe21 of its initial value the correlation
dimension is saturated at a lower embedding dimension.

V. LYAPUNOV EXPONENTS

Lyapunov exponents are one of the most important
quantities used to distinguish chaotic from nonchaotic behav-
ior. When a dynamic is chaotic, positive Lyapunov expo-
nents occur that quantify the rate of separation of neighbor-
ing ~initial! states and give the time duration where
predictions are possible. For such experimental works as our
case, methods for computing the Lyapunov exponents of a
given time series are of great importance. The different al-

gorithms that have been proposed during the last decade for
this purpose are all based on the reconstruction of the corre-
sponding attractor by means of the delay vector method with
suitable embedding dimension. Most of the methods are
based on approximations of the unknown flow governing the
dynamics on the reconstructed attractor in embedding space.
From the sequence of Jacobians of this flow at the state
points along the reconstructed orbit, the Lyapunov exponents
can be computed by standard methods.18,19 The crucial point
of this approach is the accuracy of the approximation of the
Jacobian of the unknown flow. The most often used algo-
rithms to achieve this goal are based on linear approxima-
tions. In this paper, we used the Eckmann and Ruelle
algorithm.19

In the Eckmann and Ruelle algorithm, it is very impor-

FIG. 6. Correlation integral and correlation dimension for the western song.
~a! The plot of log2.0C(W,N,r ) versus log2.0r for values ofr varying from
2.08.4 to 2.014.5 with embedding dimension 2, 4, 6, 8, 10, 12~top to bottom!.
~b! The plot of local slopes versus log2.0r showing the converging scaling
region.~c! Correlation dimensionn is saturated at a value of about 2.5 as the
embedding dimension is increased.

FIG. 7. Correlation integral and correlation dimension for ‘‘Si.’’~a! The
plot of log2.0C(W,N,r ) versus log2.0r for values ofr varying from 2.06.3 to
2.014.5 with embedding dimension 1, 2, 3, 4, 5, 6~top to bottom!. ~b! The
plot of local slopes versus log2.0r showing the converging scaling region.~c!
Correlation dimensionn is saturated at a value of about 1.2 as the embed-
ding dimension is increased.
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tant to choose appropriate values of the embedding dimen-
sion n and ranger . We choose the ranger which is about
3%–5% of the horizontal extent of the analyzed attractor.18

The delay vector to calculate Lyapunov exponents is ob-
tained the same way for the same data as in the case of
correlation dimension. We estimate the Lyapunov spectra at
various embedding dimensions and then identify the true
Lyapunov exponents and the spurious Lyapunov exponents
on the point of view that true Lyapunov exponents do not
vary much over a range ofn, while the spurious ones wander
with n.20 We also calculate the Lyapunov exponents for the
different parameters~delay time, range, etc.! and the result is

such that the sign of the largest Lyapunov exponents does
not change.

Figures 8–10 show the Lyapunov exponents withn in-
creased using the time series of the segments from the Ko-
rean traditional song, the western song and ‘‘Si.’’ We obtain
two positive Lyapunov exponents in the time series of the
segment from the Korean traditional song, which indicate
that the attractor is a hyperchaotic attractor with two direc-
tions of expansion. It is known that it is possible to find
hyperchaotic attractors with two or more positive Lyapunov
exponents only in higher~at least four! dimensional
systems,21 which accords with our result that the correlation

FIG. 8. The SeoDo folk song has two positive Lyapunov exponents under varying embedding dimension 6–13.

FIG. 9. The western song has one positive Lyapunov exponent under varying embedding dimension 4–9.
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dimension of the Korean traditional song is about 4.4. From
the segment of the western song we obtain one positive
Lyapunov exponent which means that the dynamic is a cha-
otic process. The Lyapunov dimension for the time series of
segments from the Korean traditional song and western song
is calculated by the Kaplan–Yorke formulas.22 In the case of
the segment from the Korean traditional song we obtain 4.5–
5.3 as the Lyapunov dimension for the embedding dimension
from 9 to 13, and 3.1–3.4 with the embedding dimension
from 6 to 9 for the segment from the western song. The
result turns out that the Lyapunov dimensions in these two
cases are a little higher than the correlation dimensions, but it
is known that the Lyapunov dimension forms an upper limit
for the information dimension as far as higher-dimensional
systems are concerned.23 As we expect, Lyapunov exponents
from the single note ‘‘Si’’ are~0,2,2,•••!, which exhibit
characteristics of a limit cycle.

VI. DISCUSSION

In this paper, we examine the music signals from the
Korean traditional song ‘‘Gwansanyungma,’’ the western
song ‘‘La Mamma Morta,’’ and the single note ‘‘Si’’
through power spectra, phase portraits, the correlation di-
mension, and Lyapunov exponents. From the time series of
the segments from the Korean traditional song, we obtain a
broadband power spectrum and the phase portrait with a
complex and wrinkled structure in the reconstructed phase
space. From the result of estimating the correlation dimen-
sion and the Lyapunov exponents, we can conclude that the
underlying dynamics of the segment from the Korean tradi-
tional song is a high-dimensional (n54.4) hyperchaotic sys-
tem which has two directions diverging exponentially. The
time series of the segment from the western song gives a
power spectrum with a little broadband power and its phase
portrait occupies an extended region. Measurement of the
correlation dimension of it revealed that its trajectory lies on
an attractor with a dimension of about 2.5. The result that

one of the Lyapunov exponents of the segment from the
western song is a positive value shows that it is a chaotic
system of which nearby trajectories exponentially diverge on
the average. The time series of the single note ‘‘Si’’ which is
chosen to confirm our analysis methods shows that it is from
a periodic system as we expect, that is, it hasd-function
shaped power spectrum, a limit cycle blurred by noise in the
reconstructed phase space, a correlation dimension of about
1.2, and the largest Lyapunov exponent zero.

In conclusion, we can observe hyperchaotic behavior in
the segment from the Korean traditional song and chaotic
property in the segment from the western song. It gives some
hints for modeling certain aspects of the sound production of
the vocal system, especially approaching the vocalization
methods. Large dimensionality of the segment from the Ko-
rean traditional song in comparison with the segment from
the western song means that its system is more complex and
has more degrees of freedom. It is thought that it results from
the peculiar vocalization of the Korean traditional song, es-
pecially vibrating techniques of a SeoDo folk song.

We did not investigate the whole parts but only the seg-
ments from the Korean traditional song and the western
song, which are thought to reflect adequately the character-
istics of the Korean traditional song and the western song.
Further study is needed to generalize the above results by
investigating more data sets and relate the method of vocal-
ization with chaos more precisely.
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The relationship of scattered subharmonic, 3.3-MHz fundamental
and second harmonic signals to damage of monolayer cells
by ultrasonically activated Albunex®
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Cultured Chinese hamster ovary cells attached to thin Mylar sheets were exposed to 3.3-MHz
ultrasound in the presence of Albunex® ultrasound contrast agent. The ultrasound beam was
directed upward at the exposure chamber with the monolayer on the inside of the upper acoustic
window. Cell membrane damage was detected by the firefly enzyme assay for released ATP and the
subharmonic, fundamental, and second harmonic scattered signals were recorded. ATP release
increased monotonically with increasing pressure amplitude above apparent thresholds of 0.28 MPa
for 1-s continuous and 0.56 MPa for 100-s pulsed~10-ms pulses, 1-ms PRP! exposures with 5%
Albunex®. The subharmonic signal and, to a lesser extent, the second harmonic signal both
increased with the cell membrane damage, which suggests that these signals have predictive value
for bioeffects. If the monolayer was positioned on the front window of the exposure chamber, cell
membrane damage was greatly reduced, which confirms the protective influence of this
configuration of monolayers reported in the literature. The effect decreased both at high~50%! or
low ~0.5%! concentrations of Albunex®. The strong nonlinear scattering of ultrasound by contrast
agent gas bodies appears to provide useful indicators of gas body activity including cavitational
bioeffects. © 1998 Acoustical Society of America.@S0001-4966~98!06301-2#

PACS numbers: 43.80.Gx, 43.35.Ei, 43.35.Wa@FD#

INTRODUCTION

Contrast agents for diagnostic ultrasound have recently
been the subject of energetic commercial development and
extensive research on diagnostic medical applications. The
purpose of the agents is to enhance echogenicity of blood-
filled regions for display in a diagnostic image. This allows
better characterization of blood vessels, blood flow, and per-
fusion both for pulse-echo images and for Doppler modes.
The first commercial agents, such as Albunex® ~Mallinck-
rodt Medical, St. Louis, MO!, have received approval for
sale in the United States, and achieved success in clinical
use.1 Newer agents now under development have improved
characteristics, such as greater persistence and improved
transpulmonary performance.

These agents function by introducing a controlled form
of ultrasonic cavitation into the body. Albunex®, for ex-
ample, consists of a suspension of microscopic gas bodies
roughly 2mm–10 mm in diameter, which are stabilized by a
thin shell of denatured human albumin.2 Gas bodies of this
size produce strong scattering of ultrasound in the mega-
Hertz frequency range, which is exploited for enhancing
echogenicity. The pulsation of the gas bodies also has non-
linear characteristics: The scattered wave can include dis-
crete signals at harmonic frequencies relative to the incident
wave. This nonlinear behavior can also be exploited and is
particularly useful for Doppler imaging with the second
harmonic.3,4 Newer agents show improved nonlinear behav-
ior for second harmonic imaging applications.5,6 In addition

to nonlinear scattering, ultrasound exposure can modify the
agents, resulting in an apparent loss of stability of the gas
bodies.7 This phenomenon appears to allow the contrast
agent gas bodies to act as cavitation nuclei,8 which can result
in a strong enhancement of acoustic emissions available for
imaging applications.9

In ultrasonic cavitation research, acoustic emissions
have often been exploited for the purpose of bubble detection
and characterization. For example, the second harmonic sig-
nal is useful for detection of bubbles in liquid flowing
through tubes or blood vessels.10,11 The highly nonlinear
acoustic emissions of cavitation bubbles can even include
subharmonic and broadband noise signals, which have been
utilized as diagnostic aids for cavitation activity in bioeffects
research. The subharmonic signal at one-half the fundamen-
tal frequency has been shown to be a good indicator of ul-
trasonically induced biological damage under somein vitro
conditions.12,13 A combined signal with subharmonic and
wide-band noise emissions has been proposed as a measure
of the insult to suspended cells in a cavitating field.14 The
wide band emission, but not the subharmonic signal, has
been associated with tissue damagein vivo.15 Recently, the
output of a 20-MHz passive cavitation detector has been cor-
related with ultrasonically induced hemolysis with Albunex®

at 1 MHz, which lead to a suggestion that cavitation moni-
toring could be used as a predictor of adverse bioeffects
when gas-body-based contrast agents are used clinically.16

The purpose of this study was to relate the acoustic scat-
tering and emissions from a contrast agent to thein vitro
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cavitational bioeffect of cell membrane damage. This goal
presents at least three problems in implementation. First, the
normal exposure arrangement used forin vitro studies of
cavitational bioeffects is the rotating tube system. However,
contrast agent gas bodies readily nucleate cavitation in this
system,8 which implies that this system might simply yield
the cavitation emissions typical of rotating-tube exposure
systems~rather than of the contrast agent!. To reduce this
problem, a nonrotating chamber shaped like a thin disk was
used in this study. Second, gas bodies need to be close to
cells for efficient production of cavitational effects. In the
rotating tube system, cavities pass back and forth through the
cell suspension and affect cells they encounter.17 In a static
system, the gas bodies rise and rapidly separate from the
cells. To reduce this problem, a monolayer of cells attached
to the inside surface of the upper window of an exposure
chamber was employed. In this arrangement, the gas bodies
rise under gravity to rest against the cells, and with in-
sonation from below, are driven by the sound beam up into
the cells. Cells in monolayers have been reported to be pro-
tected from bioeffects,18 but, as shown below, this appears to
occur only when cavities are driven away from the mono-
layer by the ultrasound. Third, cell damage is normally de-
tected by counts of cells surviving ultrasound exposure rela-
tive to sham exposure, which can be an insensitive test. In
this study, the ATP release method was used to measure cell
damage during exposure, which provides a sensitive differ-
ential indication of effects.19

I. METHODS

A diagram of the experimental system is shown in Fig.
1. The ultrasound exposure was provided by a 19-mm-diam

air-backed transducer~made in the laboratory!, which was
driven by function generatorA ~Hewlett–Packard model
3314A! and amplifier~Electronic Navigation Industries Inc.,
model A300!. The unfocused transducer was driven at its
nominal thickness resonance frequency of 3.3 MHz. The ex-
posure ultrasound beam was directed upward at a 22.5° angle
from vertical toward a sample holder 5 cm away in a 37 °C
saline bath. The ultrasound beam was calibrated at 0.2-MPa
spatial peak pressure amplitude with a bilaminar shielded
hydrophone with a 0.5-mm sensitive spot~Marconi type Y-
34-3598, National Physical Laboratory, Middlesex, UK!
coupled to a 200-MHz bandwidth digital oscilloscope. Expo-
sure pressure amplitudes were set by linear extrapolation of
the function generator voltage from the calibration measure-
ments at low pressure amplitude. The nearfield position of
the sample minimized the effect of finite amplitude distortion
on the ultrasound. The26-dB beam width of the central
peak was measured at the 5-cm exposure position to be 3.2
mm. A side lobe maxima of25.7 dB occurred with approxi-
mately a 1 cmdiam, and the220-dB beam width was 22
mm. Exposures were either 1-s duration continuous, which
were timed by a gating signal from function generator B, or
100-s duration with 10ms ~36 cycle! pulses at 1-ms pulse
repetition period, which were manually timed.

A second transducer, 19 mm in diameter and 2.25-MHz
nominal frequency ~long internal focus, KB-Aerotech,
Lewistown, PA! was positioned 22.5° from vertical~and
slightly off the axis of the first transducer! to intercept scat-
tered signals from the center of the sample holder 5.5 cm
away. The focus was aligned to intersect the central peak of
the exposure beam. An absorber was placed at the bottom of
the bath to minimize further reflections. The receiving trans-
ducer was connected to a signal analyzer~Hewlett–Packard
model 89410A! via a high impedance probe. This receiver
was not calibrated, since only relative indications at the spec-
tral peaks were needed for the experiment, and was chosen to
give good sensitivity at the subharmonic and second har-
monic of the exposure frequency, with maxima in response
at about 2.25 MHz~26-dB bandwidth roughly 1 MHz! and
about 7.75 MHz, and a minimum in response at about 4.5
MHz.

Above the sample holder, a reservoir of castor oil with a
5-mm Mylar window, a shutter assembly, and a photomulti-
plier tube were arranged to provide optical detection of light
emitted from the sample holder.19 The castor oil served as an
optically transparent ultrasound absorber for the portion of
the beam which passed through the sample holder. The light
emitted from the sample holder was monitored by the pho-
tomultiplier, connected to a quantum photometer~EG&G
Princeton Applied Research model 1140A! and oscilloscope
~Tektronix model TDS520B!. The photomultiplier housing
and shutter assembly was moveable to allow placing a
sample in the exposure bath.

The sample holder consisted of a 5-mm Mylar film
stretched and clamped at 25 mm diam by two plastic rings.
The overall inside diameter was 22 mm, which allowed the
beam to pass with minimal perturbation. An O-ring was used
to clamp a sheet of 12-mm-thick polyvinyl chloride film over
the outer ring. The inner ring was 5 mm thick, while the

FIG. 1. A diagram of the experimental system. The photomultiplier tube
~PMT! assembly was removable to allow placement of the sample chambers
in the bath. Function generator B could be used to gate the main generator
A, and to trigger the oscilloscope trace.
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outer ring was 6 mm thick, so that the chamber contained a
disk-shaped 0.5-ml volume, 1 mm thick, and 25 mm in di-
ameter. This normally was placed into the bath such that the
chamber faced downward, and the open end of the chamber
filled with saline.

Chinese hamster ovary~CHO! cells were maintained as
monolayers in 150-cm2 tissue culture flasks~Corning, Inc.,
Corning, NY! at 37 °C, in a humidified atmosphere of 5%
CO2 in air. The growth medium was Ham’s F12 supple-
mented with 10% fetal bovine serum~Sigma Chemical Co.,
St. Louis, MO! and 50-mg/ml gentamicin ~Gibco BRL,
Grand Island, NY!. On the day of an experiment, these cells
were harvested with trypsin, washed by centrifugation and
pipetted onto clean Mylar film clamped in sample-holder
rings. Approximately 2 million cells in 0.5 ml of growth
medium were pipetted onto the Mylar to form a drop cover-
ing the central 10 mm of the film. These open sample holders
were placed in an incubator for about 4 h, which allowed the
cells to settle out and attach to the Mylar, forming a mono-
layer of cells.

For exposure, a sample holder was rinsed in saline to
remove the excess unattached cells. Mixtures of 0.25-ml fire-
fly lantern extract dissolved in water at 20 mg/ml~Sigma
Chemical Co. F7771!, 0.025-ml Albunex® ultrasound con-
trast agent~Mallinckrodt Medical, Inc.! and 0.225-ml phos-
phate buffered saline~PBS! were prepared in a small test
tube. This mixture was then poured onto the open sample
holder, and the chamber was closed by adding the top plastic
sheet. When placed in the exposure bath, a delay of 30 s was
allowed before exposure for the Albunex® to rise up against
the monolayer of cells. ATP released from damaged cells
mixed with the firefly lantern extract to produce light which
was detected by the photomultiplier system. The ATP release
is primarily indicative of cell lysis, but some ATP leakage
could occur even for sublethal cell membrane damage. An
approximate calibration of this signal was obtained each day
by replacing the PBS in the mixture with cell lysing reagent
in one sample and measuring the light output immediately
after placing the holder into the bath. This calibration for
100% ATP release was divided into the measurements dur-
ing exposure to yield a result in terms of the percentage of
ATP released. In interpreting the resulting data, it should be
noted that the26-dB beam width~3.2 mm! encompassed
only about 10% of the monolayer area~about 10 mm diam!.

II. RESULTS

The light output from a 1-s exposure at 0.8 MPa is
shown in Fig. 2. The light signal rises rapidly as ATP is
released from the cells and reacts with the firefly enzymes,
levels off a few seconds after the end of the exposure, then
slowly decays. To characterize the ATP release during an
exposure, the difference between the pre-exposure back-
ground signal and the signal maximum was used. The spec-
trum of ultrasound signals received during this same expo-
sure is shown in Fig. 3. This represents an rms average of 32
spectra with 401 points~95-kHz resolution! in the 0–10
MHz span. Stable peaks are discernable at the fundamental
~3.3 MHz!, subharmonic~1.65 MHz!, second harmonic~6.6
MHz!, 5/2 harmonic~8.25 MHz!, and third harmonic~9.9

MHz!. A peak at the 3/2 harmonic~4.95 MHz! could some-
times be discerned, but the receiver was relatively insensitive
at this frequency. Variable noise signals are emphasized
around 2.25 MHz because the receiver was most sensitive
there. To characterize an exposure, the voltages of the peaks
at the subharmonic, fundamental and second harmonic were
recorded.

Results are shown in Fig. 4 for the cell ATP release and
scattered signal levels for 1-s continuous exposures. The
ATP release signal increased monotonically with pressure
amplitude above an apparent threshold~the lowest pressure
amplitude with a statistically significant increase in the ef-
fect! of 0.28 MPa. For the lowest exposures~or sham expo-
sure!, the light signal tended to decrease slightly due to the
slow decay of the background light signal, which gave a
small negative value for the measurement. The subharmonic
increased monotonically with exposure and seemed to mirror
the ATP release. Linear regression of the mean subharmonic
signal versus the mean effect for the four exposures above
the threshold gave anr 2 of 0.97, which indicates a good
correlation of the effect with the subharmonic signal. The
fundamental signal was variable, and changed little over this
range of exposures and there was no correlation with the

FIG. 2. The signal produced by light coming from the exposure chamber for
a 1-s continuous exposure at 0.8 MPa beginning just after the zero time
point.

FIG. 3. The rms averaged spectrum of emissions from the exposure cham-
ber obtained during the exposure of the sample used for Fig. 1. The funda-
mental signal is at 3.3 MHz.
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effect (r 250.004). The second harmonic signal was also
variable, but showed a general increase over this range and
some correlation with the effect (r 250.41).

As noted previously, the Albunex® gas bodies are some-
what fragile, and can be perturbed by ultrasound exposures
above about 0.1–0.2 MPa.20 The gas bodies also seem to
disappear gradually after removal from the vial and mixing
with other material. The effect of the delay time between
placing the sample holder into the bath and the start of 1-s
continuous exposure on the results was determined by vary-
ing this parameter. ATP release for exposures conducted as
soon as possible, after a 30-s delay, and after a 2-min delay
were not significantly different from each other. This system
therefore appeared to be stable for several minutes, which
encompassed all the exposures performed for this study.
However, for longer delay times, such as 5 min, the sample
deteriorated, yielding more erratic results and reducing the
result to about half the result for the 30-s delay.

Results obtained with the chamber placed upside down

in the bath were quite different from the normal orientation.
When upside down, the monolayer is on the bottom, so that
the gas bodies rise under gravity, and are driven by the ul-
trasound beam, away from the cells. Results for this configu-
ration are compared to the normal configuration in Table I.
The scattered signals in the inverted configuration were not
statistically different from the normal configuration, which
shows that the gas body activity was similar for both. How-
ever, the effect was greatly reduced for the inverted configu-
ration.

The light output and ultrasound spectrum obtained for
pulsed exposure at 1.12 MPa are presented in Figs. 5 and 6.
The light output in this case rose rapidly and leveled off after
about 5 s, even though the exposure continued for 100 s. As
for the continuous exposure, a slightly negative result was
obtained at low exposures~due to decay of the background
emission! when the result was obtained 5 s after the start of
the exposure. The spectrum was obtained in the gated mode,
with the 10-ms gate centered on the scattered pulse and con-
sisted of the rms average of 3500 spectra with a resolution of
400 kHz. The spectrum has the same general features as the
spectrum from the continuous exposure, except that the
peaks are broadened in the gated mode~as expected!. Results

TABLE I. ATP release and scattering results~means of four repetitions with
standard errors in parenthesis! obtained with the monolayer on the top~the
normal configuration! or on the bottom~inverted configuration! for 1-s con-
tinuous 0.8-MPa exposure. The ATP release was greatly reduced for the
inverted chamber, but the scattered signals were not significantly different
~NS!.

Chamber
configuration

ATP release
~%!

Subharmonic
~mV!

Fundamental
~mV!

Second harmonic
~mV!

Normal 12.8 ~1.8! 1.4 ~0.2! 175 ~47! 2.1 ~0.6!
Inverted 0.38~0.17! 1.4 ~0.3! 93 ~28! 1.2 ~0.3!

t-test P,0.001 NS NS NS

FIG. 4. Upper graph: mean ATP release for 1-s continuous exposures~four
repetitions, standard error bars!. Lower graph: mean results for scattering for
the same exposures for the subharmonic~arrow down!, fundamental~circle!
and second harmonic~arrow up! signals.

FIG. 5. The signal produced by light coming from the exposure chamber for
a pulsed~10-ms pulses, 1-ms PRP! exposure at 1.12 MPa beginning just
after the zero time point.

FIG. 6. The rms averaged spectrum of emissions from the exposure cham-
ber obtained during the exposure of the sample used for Fig. 4. The funda-
mental signal is at 3.3 MHz.
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for pulsed exposure for a range of pressure amplitudes are
shown in Fig. 7. The cell membrane damage was reduced
from that of continuous exposure, as were the magnitudes of
the received signals. ATP release increased monotonically
above an apparent threshold of 0.56 MPa. As for the con-
tinuous exposure, the fundamental changed little over this
range. The effect seemed to be generally tracked by increases
in the subharmonic but not in the second harmonic signal:
linear regression of the three points above the threshold gave
r 250.99 for the subharmonic butr 250.02 for the second
harmonic. The correlation may have been reduced for pulsed
exposures because of the difference in the 5–10 s duration of
the measured increase in the light output, and the 100-s du-
ration of the exposure and signal averaging.

The normal 5% concentration of Albunex® was chosen
as a compromise between 50%, which was found in previous
work with whole blood to produce the highest lysis,20 and
low concentrations which minimize the perturbation of the
beam by the gas bodies. The transmission of 3.3-MHz ultra-
sound through the chamber, which was obtained using the
same sample and holder but with a straight line transmission
to a receiving transducer placed behind the sample, is shown
in Fig. 8. At high concentrations, the penetration declines so
that the gas bodies at the cell monolayer would be exposed to
much lower pressure amplitudes than expected from the free
field calibration measurements. The effect of Albunex® con-
centration on the ATP release and scattering results for 1-s
continuous exposure at 0.8 MPa is shown in Fig. 9 for con-
centrations between 0.5% and 50%. The subharmonic again
seemed to follow the ATP release to some extent, but the
other signals did not. The background signal levels obtained
without Albunex® are plotted as the solid~fundamental!,

dash-dot~second harmonic! and dotted~subharmonic! base-
lines. For comparison, the signals obtained at this level when
a flat piece of highly reflective styrofoam replaced the
sample holder were about 0.37 mV at the subharmonic, 682
mV at the fundamental, and 19.4 mV at the second har-
monic.

III. DISCUSSION

Cultured Chinese hamster ovary cells attached to thin
Mylar sheets were exposed to 3.3-MHz ultrasound in the

FIG. 7. Upper graph: mean ATP release for 100-s pulsed exposures~four
repetitions, standard error bars!. Lower graph: mean results for scattering for
the same exposures for the subharmonic~arrow down!, fundamental~circle!
and second harmonic~arrow up! signals.

FIG. 8. Transmission through exposure chambers filled with PBS and a
range of concentrations of Albunex® expressed as the percent of the receiver
voltage for chambers with no Albunex®.

FIG. 9. ATP release~upper graph! and scattered ultrasound signals~lower
graph! for a range of Albunex® concentrations. The subharmonic~arrow
down!, fundamental~circle! and second harmonic~arrow up! had baseline
levels ~i.e., for no Albunex®! indicated by the dotted, solid and dot-dash
lines, respectively.
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presence of 5% Albunex®. Cell membrane damage was de-
tected by the firefly enzyme assay for released ATP and the
subharmonic, fundamental and second harmonic scattered
signals were recorded. Cell membrane damage increased
monotonically with increasing pressure amplitude above ap-
parent thresholds of 0.28 MPa for 1-s continuous and 0.56
MPa for 100-s pulsed~10-ms pulses, 1-ms PRP! exposures.
The magnitude of the effects appeared to be small, with a
maximum of about 10%–15% ATP release. However, as
noted in Methods, the central peak of the beam only encom-
passed about 10% of the monolayer area, which indicates
that the actual proportion of cells affected toward the center
of the beam was much higher.

Several previous studies have investigated cell lysis in
cell monolayers. Some findings have indicated a protective
effect for this configuration relative to cell
suspensions.18,21,22Other findings have indicated cell damage
does occur in monolayer under some conditions.23,24 These
contrasting results may be explained by the access of cavities
to the cells: Studies for which the monolayer was on the
widow nearest the transducer in traveling wave fields, or at a
pressure minimum of a standing wave field, seemed to be
protected. In contrast, monolayers on the back window of a
chamber in a traveling wave, or at a pressure maximum of a
standing wave, were strongly affected. In this study~see
Table I! cells on the upper window were destroyed, but cells
on the lower window were not, even though the cavitation
emissions were the same. The difference in these configura-
tions is that the contrast agent gas bodies rose, and were
forced by radiation forces associated with the traveling
wave25 upward into the monolayer situated on the upper win-
dow, but away from the monolayer when it was on the lower
window. In suspensions, the radiation forces in a traveling
wave also act to push bubbles in the direction of the beam,
which is an important factor in explaining the enhancement
of bioeffects obtained by sample-tube rotation.17

The scattered fundamental signal did not appear to be
correlated with the effect. The erratic nature of this signal
may reflect the instability of Albunex® under ultrasound ex-
posure, noted previously,20 which results in partial loss of the
agent during the exposures. The subharmonic signal in-
creased in step with the cell membrane damage, which indi-
cates that this signal has predictive value for bioeffects. The
correlation of cell ATP release with the subharmonic signal
is in agreement with previous work suggesting this signal
makes a good bioeffects indicator.12–14 The association of
the subharmonic with cavitation activity, and its low back-
ground signal level, suggests that it might be a useful signal
for ultrasonic imaging of contrast agent distribution and ac-
tivity in the body. In addition, such an image might provide
information on the distribution of potential adverse bioef-
fects or of therapeutic bioeffects in the tissue.

The reasons for the remarkable correlation of the sub-
harmonic signal with cell membrane damage undoubtedly
requires further investigation for a full explanation, but it is
interesting to speculate that this phenomenon derives from
the behavior of the contrast agent gas bodies relative to free
bubbles. The encapsulated gas bodies are highly damped,
which limits their response, and are also acoustically labile,

which allows them to serve as cavitation bubble nuclei. The
resonance size of an Albunex® gas body at 3.3 MHz is
roughly 3mm in radius, which is more than twice the reso-
nance size of a free spherical bubble.26 The subharmonic
signal from a cavitation field has been theoretically deter-
mined to originate primarily with bubbles which are twice
the linear resonance size at the exposure frequency.27 Thus it
seems plausible that shells of resonant Albunex® gas bodies
break open under suitable conditions, and yield free bubbles
of the optimum size for subharmonic emission. The free
bubbles would likely be responsible for most of the observed
bioeffects owing to their lower damping. This possible ex-
planation may also have a relationship to the enhanced
acoustic emission phenomenon noted previously.9

The rough correlation of membrane damage with the
second harmonic is of interest due to the use of this signal
for clinical imaging purposes.3–6 This signal is an excellent
indicator of bubble activity under some conditions,10 which
makes it a candidate signal for imaging the distribution of
contrast agent gas bodies in tissue. This signal was not
strongly correlated with bioeffects in this study, possibly be-
cause much of the second harmonic signal was due to simple
reflection of second harmonic components in the incident
beam. Second harmonic components in the incident beam
arise from impure oscillator and amplifier signals and from
finite amplitude effects.10 Therefore, the cavitation emission
signal at the second harmonic was masked, and was not as
clear an indicator of gas body activity as the subharmonic,
which was present only at very low levels in the incident
beam.

Variations in the concentration of Albunex® strongly in-
fluenced the results of this study; see Fig. 9. At high concen-
trations, the beam does not penetrate the chamber, and ef-
fects diminished. This trend is indicated to some extent by
the subharmonic, but not by the other signals. The second
harmonic and fundamental signals increased with increasing
concentration, apparently due to linear scattering of these
frequency components present in the incident beam. The re-
lationship between subharmonic signal and membrane dam-
age, which peak at different Albunex® concentrations, prob-
ably reflects the changes in the ratios of cells to gas bodies as
well as to the variation in transmission of the beam at the
higher concentrations. Albunex® contains about 5
3108 ml21 gas bodies, which supplies 53106 gas bodies for
a 2% concentration of Albunex® in the 0.5-ml chamber. This
represents about one gas body per 1024 mm2 ~a square 10
mm on a side!, and only a small part of these would be of a
size suitable for strong activation at 3.3 MHz.2 Thus for the
lower concentrations in Fig. 9, the distribution of strongly
activated gas bodies was fairly sparse over the monolayer,
which may explain the diminution of effects for the lower
Albunex® concentrations.

The developing use of contrast agents in medical ultra-
sound promises to yield valuable new diagnostic informa-
tion. Gas-body-based contrast agents flowing in blood scatter
ultrasound much more strongly than the surrounding cells,
which provides the useful signal differentials. This activity
represents a controlled form of ultrasonic cavitation, and the
scattered signals are essentially cavitation emissions. Intro-
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duction of cavitation activity into diagnostic ultrasound ex-
posure situations, for which cavitation would not otherwise
occur, prompts the consideration of cavitational bioeffects.
Cavitational bioeffects have been analyzed from risk assess-
ment perspective for many years,28,29and this effort has even
lead to the development of the Mechanical Index for real-
time display of output parameters related to nonthermal bio-
effects mechanisms.30 These continuing efforts may be espe-
cially pertinent to risk assessment for applications of
ultrasound contrast agents. In this study, the scattering and
acoustic emissions from ultrasonically activated contrast-
agent gas bodies have been found to have some predictive
value for the cell membrane damage. In the future, is seems
possible that the diagnostically useful acoustic emission sig-
nals could also be utilized as a real-time index of gas body
activity and bioeffects potential.
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Control of vocal intensity in budgerigars (Melopsittacus
undulatus): Differential reinforcement of vocal intensity
and the Lombard effect
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Call production in budgerigars was studied using operant conditioning. In several experiments,
budgerigars were reinforced with food for producing calls that were above or below a criterion level
of intensity. This differential reinforcement procedure was successful in controlling vocal intensity
in both directions showing that the intensity with which budgerigars produce vocalizations is under
voluntary control. In additional experiments, call intensity maintained by food reinforcement was
measured both in the quiet and in the presence of various levels of broadband noise. Call intensity
in budgerigars increased significantly in noise, paralleling the well-known Lombard effect in
humans which is the reflexive increase in speech intensity during communication in noise. Call
intensity was measured in broadband noise and in a notched noise~no energy between 1.5 and 4.5
kHz! with the same overall level. Results show that noise in the spectral region of contact calls is
most effective in causing an increase in vocal intensity. In aggregate, these experiments show that
budgerigars have voluntary control over the intensive aspect of their vocalizations, that they
normally monitor their vocal output though external auditory feedback, and, like humans, they
exhibit the Lombard effect. ©1998 Acoustical Society of America.@S0001-4966~98!04402-6#

PACS numbers: 43.80.Ka, 43.80.Nd, 43.70.Bk@FD#

INTRODUCTION

While there is an extensive and popular literature on
animal models of human speech perception~see, for ex-
ample, Kuhl, 1989!, there has been much less work on ani-
mal models of human vocal production. In large part, this is
because, with the exception of humans, vocal learning at
either the phonological or syntactical level does not occur in
mammals. Evidence of vocal learning appears to be wide-
spread among birds, probably occurring in over half of the
9000 known species~Kroodsma and Miller, 1982, 1996!. For
this reason, there have been a number of studies over the
years of the effect of hearing loss on the quality of vocal
output in both young and adult birds~see, for example, Kon-
ishi, 1963, 1964, 1965a,b; Marleret al., 1972, 1973; Notte-
bohm, 1968; Nottebohm and Nottebohm, 1971!. Results
show that permanent deafening~i.e., cochlear removal! has a
profound effect on the characteristics of vocal output in both
young birds and depending on the species, adult birds as well
~Nordeen and Nordeen, 1992; Kroodsma and Konishi, 1991!.
But, aside from these studies that have examined the effects
of complete hearing loss on vocalizations, there has been
little study of more subtle interactions between hearing and
vocalizations in animals. Understanding these more subtle
interactions between hearing and vocalizations is probably
essential for the full understanding of vocal development,
vocal learning, and acoustic communication in both animals
and humans. Profound hearing loss in humans can cause tre-
mendous deficits in speech~Binnie et al., 1982; Lane and
Webster, 1991!. In humans there are also numerous ex-
amples of more subtle interactions between hearing and
speech production. One such interaction is the Lombard ef-

fect in which speakers adjust their vocal output or speech
intensity depending on background noise level~Lane and
Tranel, 1971!.

As far as we know, there have only been three attempts
to look for similar phenomena in animals. Sinnott and her
colleagues~Sinnottet al., 1975! showed that two old world
monkeys~a femaleMacaca nemestrinaand a maleMacaca
fascucularis! could be trained to vocalize for food and in-
creased their vocal intensity when exposed to white noise.
Japanese quail~Coturnix coturnix japonica! produce louder
separation calls when they are visually and acoustically sepa-
rated from their mate under noise conditions than in the quiet
~Potash, 1972!. Recent studies of the zebra finch~Taeniopy-
gia guttata! also provide evidence that background noise
level affects the level of vocal output~Cynx et al., 1997!.
These studies suggest that some primates and birds may have
the ability to monitor their vocal output and adjust their vo-
cal intensity in reference to background noise level.

It is well accepted that changes in speaking level in hu-
mans is normally composed of at least two components: a
voluntary component and a reflexive component. Clearly hu-
mans are able to adjust the intensity of their vocal output in
a completely voluntary way in a wide variety of circum-
stances. But it is also the case that humans adjust their
speech intensity in certain situations~increase in background
noise, when wearing ear protectors, following temporary
threshold shift from noise exposure, etc.! without being con-
sciously aware of making an effort to do so. This ‘‘reflex-
ive’’ increase in vocal intensity provides compelling evi-
dence that humans normally monitor the level or intensity of
their vocal output.

We have known for many years from observations and
recordings under laboratory conditions that budgerigars

1190 1190J. Acoust. Soc. Am. 103 (2), February 1998 0001-4966/98/103(2)/1190/9/$10.00 © 1998 Acoustical Society of America



show considerable variability in the peak intensities of their
contact calls~ranging from 80 to 100 dB SPL! ~Dooling,
1986; Sadr, 1996!. Such variation in calling level both be-
tween and within birds suggest that budgerigars can control
their vocal intensity. The present series of experiments were
undertaken to determine whether budgerigars~Melopsittacus
undulatus!, small parrots native to Australia, can adjust the
intensity of their vocalizations both voluntarily and in re-
sponse to environmental conditions such as noise.

I. EXPERIMENT 1

Previous experiments on vocal learning in a wide variety
of species of birds, including budgerigars, have shown that
many aspects of the spectrotemporal pattern of vocal output
are learned~Dooling, 1986; Farabaughet al., 1994!. The in-
tensive features of bird vocalizations, and whether or not
these features are learned, have received far less attention
~but see Cynxet al., 1990; Williamset al., 1989!. Previous
experiments in this series have shown that budgerigars can
modify the spectrotemporal pattern of their contact calls for
food ~Manabe and Dooling, 1997; Manabeet al., 1995,
1997!. The purpose of the present experiment was to deter-
mine whether budgerigars are capable of changing the inten-
sity of their calls in order to obtain food.

A. Method

1. Subjects

Four adult male budgerigars~Melopsittacus undulatus!
were maintained at 90% of their free-feeding weights. The
birds were obtained from a local pet supplier and maintained
in an aviary at University of Maryland, under a light–dark
cycle correlated with the season. Each bird was caged sepa-
rately and had free access to water and grit in their home
cages.

2. Apparatus

The apparatus and procedure have been detailed previ-
ously and are only briefly described here~Manabe and Dool-
ing, 1997!.

a. Experimental chamber.Birds were trained in a small
experimental chamber~14 cm wide312 cm high317 cm
deep! made of wire mesh which was then housed in a sound-
attenuating box~Industrial Acoustics IAC-1!. A LED was
mounted on each corner of a 3 cm 33 cm square piece of
foam mounted on one side of the test cage just above the
food hopper. An electret condenser microphone~SONY
ECM-77B! mounted in the middle of the square foam equi-
distant from the four LEDs was used to record bird’s call.
The food hopper mounted on the floor at a depth of 3 cm
from the front panel delivered yellow millet.

b. Sound sampling.The output of the microphone was
sent to a digital signal processing board~National Instru-
ments AT-DSP2200!. The board low-pass filtered the analog
data at 80 kHz prior to 16-bit digitization. The digital signal
was then low-pass filtered at 12 kHz before further process-
ing. When sound intensity exceeded a pre-set criterion, A/D
conversion commenced at a sampling rate of 24 kHz for a
total duration of 266 ms.

Serial spectra were calculated using the fast Fourier
transform ~FFT!. Calculations for the first 10.67 ms were
carried out while the second 10.67 ms of data were being
sent to RAM, and so on. For each successive 10.67-ms seg-
ment of sound, a power spectrum was calculated~cf. Manabe
et al., 1995, 1997; Manabe and Dooling, 1997!. In all, 25
successive spectra were computed constituting the entire 266
ms ~i.e., 25310.67 ms! of sound analyzed from the begin-
ning of each call. Peak amplitude from the whole call was
calculated in real time. Each serial spectrum was normalized
to a peak intensity of one for subsequent comparison to the
values of the stored template.

In practice, three criteria had to be met in order for a
sound to be classified as a contact call. The sound had to
have a duration greater than 96 ms, at least 70% of the total
energy between 187.5 Hz and 10031.25 Hz had to fall within
the range of 937.5 Hz–6843.75 Hz, and no individual call
components occurring in the initial 74-ms sampling period
could be shorter than 21.3 ms. During testing, every incom-
ing sound classified as a call by these criteria was stored in
digital form on disk for further analysis. Programs for ex-
perimental control and data collection were written in Mi-
crosoft C.

B. Procedure

1. Shaping of vocal responses

After the birds habituated to the experimental chamber,
they were allowed to eat millet from the floor-mounted
feeder. When the birds became accustomed to eating millet
from the feeder whenever it was activated, hand shaping of
vocal production began. Typical aviary sounds were played
in the test cage to induce the birds to call~cf. Ginsburg,
1960!. Whenever the bird produced a contact call, the experi-
menter activated the feeder. When the birds began to emit
calls reliably in the absence of the aviary tape, call produc-
tions were reinforced automatically. A test session ended
when call productions resulted in a total of 48 reinforce-
ments. Since all calls meeting the criterion for a call were
reinforced, this phase was called nondifferential reinforce-
ment of call production. Calls from the last three test ses-
sions were used to establish the call intensity used by each
bird in the nondifferential reinforcement of call production
phase.

2. Differential reinforcement of call intensity

After the bird’s performance stabilized in the nondiffer-
ential reinforcement of call production phase, differential re-
inforcement of high intensity calls was implemented. In this
procedure, only calls with an intensity above a pre-set crite-
rion were reinforced. Initially, this criterion was set to the
mean intensity of all calls produced in the last three test
sessions of nondifferential reinforcement~as described
above!. Once the bird was producing calls that met or ex-
ceeded the criterion intensity level on at least 66% of the
trials in a given session, the intensity criterion was increased
for the subsequent test session. The intensity criterion chosen
for this subsequent test session was set to the mean intensity
of calls produced in the previous test session. This procedure
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continued until there was no increase in intensity over nine
successive test sessions. Once this asymptotic level of per-
formance was reached in producing high intensity calls, a
second procedure involving the differential reinforcement of
low intensity calls was implemented. This procedure was the
exact opposite of the first procedure except that the proce-
dure began after the bird reached an asymptotic high inten-
sity call level as opposed to the call intensity level used in
test sessions involving nondifferential reinforcement of call
production. Now, in the differential reinforcement of low
intensity procedure, only calls with intensities below a pre-
set criterion were reinforced.

C. Results and discussion of experiment 1

Figure 1 shows the median call intensity in dB per ses-
sion for each bird. The call intensities of all birds increased

in the high intensity reinforcement condition and decreased
in the low intensity reinforcement condition. The relative
difference in intensity between two differential schedules
was about 30 dB for DONNY, 20 dB for DOUG, and 11 dB
for VEGA. A significant difference was found across condi-
tions @one-way repeated measures ANOVAF(2,1)59.29,
p,0.04#. In a multiple comparison test, the call intensities in
the differential reinforcement of high intensity schedule were
significantly greater than those produced in either the non-
differential or differential reinforcement of low intensity
schedules~Student–Newman–Keuls method;p,0.05!. On
the other hand, there was no significant difference between
nondifferential and differential reinforcement of low inten-
sity schedules. In the present experiment, quiet calls under a
predetermined amplitude did not trigger the system. Such
calls were therefore never reinforced even under a schedule
of differential reinforcement of low intensity calls. There-
fore, the lower limit of call intensity probably maintained
call intensity above a certain level. Subject DONNY showed
a large decrease in intensity during differential reinforcement
of low intensity compared to the other two birds. Since Don-
ny’s call intensity was much higher than the call intensity of
the other birds by 2–17 dB, this bird obviously had sufficient
room to decrease call intensity.

II. EXPERIMENT 2

In experiment 1, the birds’ call productions were
sampled with the microphone in a fixed position on the cage
panel. Normally the birds would position themselves on a
perch along side the floor-mounted food hopper and facing
the fixed microphone on the cage panel. But, with the micro-
phone in a fixed location and the bird free to move about
within a few centimeters, there are other possible sources of
variation in intensity measured at the microphone other than
a variation in output from the bird. It might be possible, for
instance, for the bird to affect the intensity of recorded calls
by moving closer or farther away from the microphone or
turning its head. Because we occasionally observed such be-
haviors in the birds, experiment 2 was designed to measure
the amount of variation that could potentially be attributed to
the bird’s movement relative to the microphone.

To obtain a measure of call intensity independent of
head movement, the distance between the bird’s beak and the
microphone was fixed. This was accomplished by using a
small audio FM transmitter and microphone attached to the
bird’s head with super glue. We compared the variance in
call intensity measured by a microphone on the bird’s head
with the variance in call intensity recorded from a micro-
phone on the front panel, to see how head movement af-
fected measured call intensity.

A. Method

1. Subjects

Three male adult budgerigars~Melopsittacus undulatus!
were used.

FIG. 1. Median relative call intensities in the nondifferential, differential-
reinforcement-of-high-intensity, and differential-reinforcement-of-low-
intensity trials. Closed circles show the call intensities produced during non-
differential reinforcement of call intensity, the open circles intensities in
differential reinforcement of high intensity schedule and closed triangles
intensities in differential reinforcement of low intensity schedules.
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2. Apparatus
a. Experimental chamber. The same experimental

chamber was used as in experiment 1 except for a coil an-
tenna made from audio cable mounted just under the ceiling
of the test cage.

b. FM Transmitter. A small audio FM transmitter~1.0
30.530.5 cm! was constructed from a circuit modified from
Lancasteret al. ~1992! for use in bats. The transmitter con-
tained a built-in electret microphone~Knowles Electronics
3068! and a small battery~LR364! so that the bird had com-
plete freedom of movement in the test apparatus. The weight
of the transmitter including the microphone and battery was
about 1 g and was attached on bird’s head by glue during the
test sessions. The FM transmissions were monitored with a
small FM radio~Radio Shack 12-174!, the output of which
was sent directly to the DSP board~National Instruments
AT-DSP2200!. The output level of the FM receiver was cali-
brated to 0.1-V peak amplitude using a 2-kHz 114 dB SPL
pure tone prior to each test session. The tone was produced 4
cm from a microphone on the transmitter. During a test ses-
sion, contact calls were distinguished from background
sounds using the same criteria as described in experiment 1.

B. Procedure

All three birds in this experiment were experienced with
the procedure, so shaping of calling behavior for food was
not necessary. A transmitter was attached to the bird’s head
during training sessions. Despite some initial apparent dis-
comfort occasioned by gluing the transmitter to the head, all
three birds habituated sufficiently so that useable data could
be obtained over the course of an entire test session. Once
habituated to the transmitter on its head, the bird was trained
to produce a specific call. At first, every call was reinforced
if it met the criteria for a contact call as in experiment 1. This
phase continued for three sessions, during which the inten-
sity of the bird’s calls were measured by a microphone on
the front panel of the test cage and by a microphone attached
to the transmitter on the bird’s head.

C. Results and discussion of experiment 2

The coefficient of variation of call intensities for each
bird from a single test session as sampled from both the
stationary microphone and the head-mounted microphone
are shown in Fig. 2. The variation in call intensity measured
by a microphone on the front panel was significantly greater
than that measured by a microphone on the head@one-way
repeated measures ANOVAF(2,1)518.7, p,0.05#. We
conclude that up to one-third of the variance in call intensity
measured by a microphone on the front panel could be due to
the movement of the bird in relation to the stationary micro-
phone.

III. EXPERIMENT 3

The results of experiment 2 suggested that the birds
could use more than one strategy to affect the intensity of
contact calls recorded by a stationary microphone. To estab-
lish, unequivocally, whether birds could increase vocal inten-
sity independent of any small changes in position, we se-

lected one bird from experiment 2 who adapted particularly
well to having the transmitter attached to its head for ex-
tended testing. With this bird, we repeated the differential
reinforcement of high intensity calls used in experiment 1
with the head transmitter in place. We examined call produc-
tions both within a test session and across test sessions.

A. Method

One male adult budgerigar~Melopsittacus undulatus!
from experiment 2 was used.

B. Procedure

This experiment was conducted exactly as described for
the intensity increase portion of of experiment 1.

C. Results and discussion of experiment 3

Figure 3 shows intensity changes across trials measured
from a microphone attached to the bird’s head in the last test
session in which the nondifferential reinforcement procedure
was in effect~when every call production was reinforced
with food! and the first test session when the differential
reinforcement of high intensity procedure was introduced~in
which only calls with high intensity were reinforced!. There
was clearly no increase in call intensity during the nondiffer-
ential reinforcement of call intensity procedure. On the other
hand, there was a marked increase in call intensity within 45
trials of the introduction of the differential reinforcement of
high intensity calls.

As in experiment 1, the intensity criterion was adjusted
on subsequent test sessions toward higher intensity calling.
Figure 4 shows the changes in call intensity across sessions
for this bird. Call intensity clearly increased when a proce-
dure involving the differential reinforcement of high inten-
sity calls was instituted thus confirming the results of experi-
ment 1.

FIG. 2. Coefficient of variance in call intensity. Open bars show coefficient
of variances, standard deviation divided by mean call intensity measured by
a microphone on the front panel, closed bars coefficient variances measured
by a microphone on the bird’s head, respectively.
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Interestingly, examination of the calls produced by this
bird revealed that it used a strategy not seen in the birds used
in experiment 1. This bird produced at least two different
calls during training sessions in experiment 3. The sono-
grams of these two call types—one longer and one shorter—
are shown in Fig. 5. Initially the bird made only the longer
call during early training sessions~shown in Fig. 4!. It began

to produce the shorter call as well only in the later sessions
when the intensity criterion was being increased from
session-to-session depending on the bird’s performance. The
intensity of the shorter call was also greater than that of the
longer call. One interpretation of this result is that there is a
tradeoff in vocal production between intensity and duration.
That is, it appears that in order to produce a more intense
call, the bird shortened its production. The results of this
experiment establish unequivocally that budgerigars can in-
crease the intensity of their vocal productions independent of
other strategies such as changes in location.

IV. EXPERIMENT 4

The experiments described above show that budgerigars,
like humans, can be directed~or trained! to modify the in-
tensity with which they produce vocalizations. But with hu-
mans, there are also clearly instances where the intensity of
vocal output is increased in a more reflexive way, as when
humans are trying to communicate in a background of noise.
This effect, known as the Lombard effect, has been the sub-
ject of numerous studies over the years~see, for example,
Lane and Tranel, 1971; Dreher and O’Neill, 1958; Picket,
1958; Gardner, 1964, 1966!.

A. Method

1. Subjects

Two female and three male adult budgerigars~Melopsit-
tacus undulatus! were maintained at 90% of their free-
feeding weights as described in experiment 1.

2. Apparatus

a. Experimental chamber.Birds were trained in the
same experimental chamber as in experiment 1.

b. Background noise.White noise was introduced into
the test chamber as follows. Noise was digitally generated by
the DSP board~National Instruments AT-DSP2200! and de-
livered through a small 1-in. speaker~Panasonic EAS-
45P36S! mounted in foam above and behind the recording
microphone and pointed at the bird’s head when sitting on
the perch. In these experiments, the noise was delivered at
two levels and was calibrated using a sound level meter and
a 1/2-in. microphone~GenRad Incorporation GR 1982 pre-
cision sound-level meter and analyzer! before the experi-
ments.

c. Recording and measurement of call intensity.Since
sound intensity recorded by a microphone on the bird’s head

FIG. 3. Relative call intensities across trials in the continuous reinforcement
procedure and in differential reinforcement of high intensity procedure using
a microphone on the bird’s head. Open circles indicate intensities in nondif-
ferential reinforcement, closed circles ones in differential reinforcement of
high intensity procedures. The horizontal line indicates the reinforcement
criterion.

FIG. 4. Relative call intensity in the nondifferential reinforcement and in the
differential reinforcement of high intensity procedure. Open circles indicate
calls from the nondifferential session and closed circles represent calls from
the differential sessions.

FIG. 5. Sonagrams of calls produced by a bird in the differential reinforce-
ment of high intensity procedure.
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could be affected by movement relative to the speaker that
was producing the noise in this experiment, a separate, sta-
tionary microphone~Radio Shack 33-1063! described above
was used to record the birds’ calls. The output of this micro-
phone was fed to a tape recorder~Marantz PMD 740!. At the
end of each session, vocalizations recorded on tape were
analyzed with a Kay Sonagraph model 7800 real time ana-
lyzer. The intensity of each vocalization was measured using
this analyzer.

B. Procedure

After the birds’ performance stabilized, a series of test
sessions was conducted in which white noise of various lev-
els was presented during the test session. In the first phase,
no noise was presented for the first third of the test session,
then a noise was presented at an overall level of 55 dB~A!
during the middle third of the session, and finally, the noise
was turned off again during the last third of the session~A–
B–A test sequence!. In the second phase, a no noise condi-
tion was alternated with a noise presented at a level of 70 dB
SPL in the middle third of the session in the same ABA
sequence. In the third phase of this experiment, the noise
level alternated between 55 dB and 70 dB SPL. Each alter-
nation involved 25 trials resulting in a total of 75 trials in
each test session. During these test sessions, every call the
bird produced was reinforced by the experimenter rather than
automatically, since the masking noise in the test chamber
would sometimes trigger the call recognition system.

C. Results and discussion of experiment 4

Call intensities reported in this experiment were normal-
ized to the highest intensity call produced across all test ses-
sions for all birds. The mean relative intensities of the five
birds in this experiment are shown in Fig. 6. The significant
effects in intensity were found in all three conditions, in the
0–55–0 dB condition@repeated measures one-way ANOVA;
F(4,2)55.79, p,0.03#, in the 0–70–0 dB condition@re-
peated measures one-way ANOVA;F(4,2)513.3,p,0.01#
and in the 55–70–55 dB condition@repeated measures one-
way ANOVA; F(4,2)57.69, p,0.02#. In a multiple com-
parison test, there was no significant difference in call inten-
sity between the first and the last noise level~two A’s! in the
A–B–A sequence~Student–Newman–Keuls method! in any
of the three conditions. On the other hand, the call intensities
produced in the middle third of the test sessions~the ‘‘B’’
noise levels! were all significantly greater than the calls pro-
duced in the first or last third of a test sessions~Student–
Newman–Keuls method;p,0.05!. These results show that
the intensity with which budgerigars produce their vocaliza-
tions is affected by background noise level even when the
acoustic dimension of intensity is made irrelevant for the
bird obtaining food.

V. EXPERIMENT 5

Experiment 4 showed that budgerigars have a reflexive
increase in vocal intensity in the presence of noise. Experi-
ment 5 was designed to further address this issue by exam-
ining whether it is overall noise or noise in the spectral re-

gion of vocalizations that is effective in producing the
Lombard effect. If only noise in the spectral region of vocal-
izations is effective inducing the Lombard effect, this sug-
gests that budgerigars, like humans, are assessing the signal-
to-noise ratio between their vocal output and background
noise.

A. Method

Subjects and apparatus were the same as in experiment
3.

B. Procedure

In this experiment, noises of two different spectral
shapes, but the same overall level, were generated. One noise
was the same as the white noise described above which had

FIG. 6. Mean relative call intensities within a session. The top panel shows
relative intensities in the 0–55–0 dB noise condition. The middle panel
shows the relative intensities in 0–70–0 dB noise condition and the bottom
panel shows the relative intensities in 55–70–55 dB noise condition.
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a relatively flat spectra. The second noise contained a spec-
tral notch of reduced energy between 1.5 kHz and 4.5 kHz.
This spectral notch was greater than 40 dB deep with slopes
of 100 dB/octave. The spectral energy of budgerigar contact
calls is almost exclusively restricted to this spectral region.
Within a single test session, broadband white noise and
notched noise were alternated in anA–B–A sequence. The
overall sound level of two noises was set either at 55 dB or
70 dB. Each noise condition was tested for 25 trials for a
total number of trials in a test session of 75.

C. Results and discussion of experiment 5

The mean relative call intensity of the five birds in the
two different sessions is shown in Fig. 7. A significant effect
in call intensity was found in the 70-dB background noise
condition. @one-way repeated measures ANOVA;F(4,2)
56.82, p,0.02#. A multiple comparison test~Student–
Newman–Keuls method! also shows a significant difference
in call intensity between notched noise and white noise (p
,0.05). On the other hand, there was no significant effect of
placing a notch in a noise presented at level of 55 dB SPL
@one-way repeated measures ANOVA;F(4,2)52.05, p
.0.10#. These results suggest that it is intense noise in the
spectral region of the budgerigar’s contact call that is the
critical factor for inducing the Lombard effect.

VI. GENERAL DISCUSSION

Understanding the relation between hearing and vocal
production in humans depends in large measure on adequate
animal models. Hearing loss results in abnormal vocaliza-
tions in some birds including the budgerigar~Dooling et al.,
1987; Heaton et al., submitted; Konishi, 1963, 1964,
1965a,b!. In humans, hearing loss can clearly have a pro-
found effect on the speech of both children and adults~Bin-
nie et al., 1982; Cowie and Douglas-Cowie, 1983; Goehl and
Kaufman, 1984; Lane and Webster, 1971; Monsen, 1978a,b,
1979; Waldstein, 1990!. The present experiments were de-
signed, in part, to extend the parallels between vocal produc-
tion in budgerigars and vocal production in humans by ex-
amining more subtle aspects of the role that hearing plays in
vocal production.

Previous experiments in this series have shown that bud-
gerigars can be trained by food reward to modify the spec-
trotemporal qualities of their species-specific contact calls
~Manabeet al., 1995, 1997; Manabe and Dooling, 1997!.
The present experiments extend these findings by showing
that budgerigars can also be trained to control the intensity of
their vocal output just as they can control the spectrotempo-
ral aspects of their complex contact calls. Additional experi-
ments on call production in the presence of background noise
also suggest that budgerigars demonstrate a Lombard
effect—an increase in vocal intensity in the presence of a
background noise.

The Lombard effect, even in humans, is probably the
result of very complex processes and it is worthwhile to con-
sider the possible mechanisms that might underlie this spe-
cific phenomenon in budgerigars and the general problem of
voluntary control of vocal intensity in birds. The experiments
in this paper support a case for budgerigars acoustically
monitoring their vocal output and making adjustments on the
basis of auditory feedback. Other explanations are possible.
Most alternative explanations—which we consider
unlikely—will probably require additional experiments to re-
solve. For instance, placing a notch in masking noise in the
spectral region of contact calls provides strong evidence that
it is energy in the spectral region of the contact call, rather
than outside it, which is effective in inducing the Lombard
effect. Additional controls might include a systematic inves-
tigation of spectral notches placed in other regions of the
background noise. Another issue is the extent to which bud-
gerigars can increase or decrease their vocal intensity with-
out auditory feedback. It should be possible to train a bird to
change its vocal intensity using operant conditioning, deafen
the bird by extirpation of the basilar papillae, and see
whether increases and decrease in vocal intensity are still
possible under operant control. Although kinesthetic and
proprioceptive feedback from the vocal production apparatus
could conceivably continue to guide vocal production, such
feedback pathways have not been well described in birds. It
is well known that deaf humans, even those born deaf, can be
trained, albeit with difficulty, to modulate the intensity of
their vocal output~Martony, 1968!.

In partial support of the hypotheses about nonauditory
feedback, recent experiments on vocal production following
treatment with the ototoxic drug kanamycin in budgerigars

FIG. 7. Mean relative call intensities in notched-white-notched noises con-
dition. The top panel shows relative call intensities produced in the 55-dB
noise. The bottom panel shows relative intensities in the 70-dB noise.
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~which induces extensive but temporary hearing loss! show
that call structure is affected by drug-induced hearing loss
and that this structure recovers considerably well before sig-
nificant hearing recovery has occurred~Dooling et al., 1997!.
This observation argues either for some kind of alternative,
non-acoustic feedback in maintaining call phonology or, per-
haps, some kind of precise auditory-vocal memory that re-
quires little veridical sensory input in order to maintain well
learned behavior patterns.

Another issue is the extent to which birds are stimulated
by the addition of background noise to call more frequently
and/or produce louder vocalizations independent of external
auditory feedback. It is common knowledge among avicul-
turists that low level background noise such as running wa-
ter, etc. can be used to elicit calling from birds. Although we
did not observe any such tendencies in our operant situation,
whether such a phenomenon may have influenced our results
simply cannot be determined. Taken together, we think that
the results from tests with different noise levels, coupled
with the effect of using noise with a notch in the frequency
region of vocalizations provide support for the fact that it is
the level of auditory feedback~rather than the change in
signal-to-noise ratio through auditory feedback! which is the
mechanism by which background noise leads to an increase
in vocal intensity.

A final issue concerns the fact that several different
strategies were employed by budgerigars to affect the inten-
sity of calls as recorded from a stationary microphone. The
most obvious strategy was to increase and decrease the in-
tensity of their vocal output. But this strategy in experiment
1 was probably also combined with the second strategy,
which was for the bird to alter its location with respect to the
stationary microphone. As evidence, consider that the
amount of intensity increase for budgerigar DOUG was
about 15 dB in experiment 1 but only 5 dB in an identical
procedure~experiment 3! when a transmitter was attached to
his head. Moreover, a detailed analysis of the call structure
produced by this bird across test sessions, revealed yet an-
other possible strategy in that the bird eventually changed
call types. In other words, in later sessions, when the bird
was producing the highest intensity calls, it was using a dif-
ferent call type. There are several possible interpretations of
this latter finding. One is that there is a trade-off between
intensity and duration as has been described for humans,
such that producing a more intense call requires producing a
shorter call. Another possibility is that particular call types
that are restricted to a particular intensity may have evolved
or developed under functional exigencies. Thus reinforcing
the bird for producing a higher intensity call may simply
induce it to select a more intense call from its repertoire.
Such a strategy could be combined with one of moving
closer or further away from a stationary microphone as in
experiment 1.

Finally, we think these results are interesting for several
reasons. Whether budgerigars monitor their vocal output in
the same manner as humans is a critical issue in trying to
develop an animal model for understanding the relation be-
tween hearing, vocal development, and vocal learning. Birds
in general, and budgerigars in particular, are important to

consider in the context of such a model because they exhibit
the phenomenon of hair cell regeneration and the return of
auditory function following hair cell replacement. Budgeri-
gars, like humans, also show remarkable behavioral plastic-
ity in being able to learn new species-specific vocalizations
throughout life. Thus, these birds may provide a unique ani-
mal model with which to both assess the effects of temporary
hearing loss and hearing restoration on vocal output in hu-
mans. Such a model system may therefore have particular
relevance for the study of the auditory and vocal sequella of
cochlear implantation.
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Using a go/no go response paradigm, a tucuxi~Sotalia fluviatilis guianensis! was trained to respond
to pure-tone signals for an underwater hearing test. Auditory thresholds were obtained from 4 to 135
kHz. The audiogram curve shows that thisSotaliahad an upper limit of hearing at 135 kHz; from
125 to 135 kHz sensitivity decreased by 475 dB/oct. This coincides with results from
electrophysiological threshold measurements. The range of best hearing~defined as 10 dB from
maximum sensitivity! was between 64 and 105 kHz. This range appears to be narrower and more
restricted to higher frequencies inSotalia fluviatilis guianensisthan in other odontocete species that
had been tested before. Peak frequencies of echolocation pulses reported from free-rangingSotalia
correspond with the range of most sensitive hearing of this test subject. ©1998 Acoustical Society
of America.@S0001-4966~98!03802-8#

PACS numbers: 43.80.Lb@FD#

INTRODUCTION

Sotalia fluviatilis is one of the smallest delphinid spe-
cies. Two forms are distinguished: a marine form, living
along the east coast and in estuaries of northern South
America, and a riverine form, inhabiting sections of the
Orinoco and Amazon river system~Hershkovitz, 1962; for
details, see Borobiaet al., 1991!. Marine and riverine popu-
lations are apparently isolated from each other; they are con-
sidered as the subspeciesSotalia fluviatilis fluviatilis~Ger-
vais, 1853!, the riverine form, andSotalia fluviatilis
guianensis~van Beneden, 1864!, the coastal and estuarine
form. They produce pulses which are presumably used for
echolocation~Wiersma, 1982; Kamminga, 1988; Kamminga
et al., 1993!. However, little is known about the sensory
abilities ofSotalia. The only available audiometric data is an
audiogram of the riverine subspecies obtained with electro-
physiological methods~Popov and Supin, 1990!, indicating
thatSotaliamight be sensitive over a broader frequency band
than most other odontocetes tested so far. To date, the widest
frequency range of best hearing was observed inTursiops
truncatus~15–110 kHz! andDelphinapterus leucas~11–105
kHz! ~Au, 1993!. The frequency range of best hearing is
arbitrarily defined as the bandwidth in which the auditory
sensitivity is within 10 dB of the maximum sensitivity
~White et al., 1978; Thomaset al., 1988; Au, 1993!. Popov
et al. ~1986! supposed that the region of optimal auditory
perception corresponds to the acoustic repertoire of an odon-
tocete species.

At present, reliable underwater behavioral audiograms
are only available for six odontocete species:Tursiops trun-
catus ~Johnson, 1967!, Phocoena phocoena~Andersen,
1970!, Orcinus orca~Hall and Johnson, 1971!, Inia geoffren-
sis ~Jacobs and Hall, 1972!, Delphinapterus leucas~White
et al., 1978!, and Pseudorca crassidens~Thomas et al.,
1988!. While all hearing curves have the typical mammalian
U shape, the high-frequency cutoff is considered to be spe-
cies specific~Thomaset al., 1988!.

Our objectives were to collect a behavioral underwater
audiogram of a tucuxi to~1! relate the shape of the hearing
curve to the peak frequency of the echolocation pulses of
Sotalia and ~2! discuss the hearing ability ofSotalia fluvia-
tilis guianensisin comparison to those of other odontocetes.

I. METHODS

A. Subject

Two adult maleSotalia fluviatilis guianensishave been
kept at the Dolphinarium Mu¨nster ~Germany! since 1991.
Both animals were caught in 1977 on the coast of San An-
tero, Colombia. When we started the experiment on auditory
thresholds, they were about 20 years old. They took part in
three to five shows daily, except during the winter months.
One of them, ‘‘Paco,’’ served as the main test subject. This
animal was 1.7 m in length and weighed about 60 kg. Of the
3 to 4 kg of sprats and herring fed per day, about 0.5 kg
could be used for reinforcement during hearing tests. Despite
this small amount of fish available for a test session, a dif-
ferential reinforcement scheme could have been applied, be-
cause the animals were well accustomed to accept half sprats
as a reward. Tests were carried out once per day, 3–5 days
per week from September 1993 to January 1995.

B. Apparatus

Threshold tests were conducted in the main pool of the
Dolphinarium Münster. This concrete tank is rectangular in
shape with dimensions of about 20 m~l!310 m~w!
34 m ~depth!. Considerable background noise at frequencies
below 1000 Hz was produced by the filtration system’s
pumps which worked continuously. Sessions at several test
frequencies with pumps turned off proved that the pump
noise did not affect the animal’s performance. Therefore it
was decided to conduct the test sessions without altering the
acoustical environment the animal was familiar with. The
ambient pool noise was measured at the animal’s station us-
ing a Brüel & Kj ,r 8103 hydrophone, a Bru¨el & Kj ,r 2635

1199 1199J. Acoust. Soc. Am. 103 (2), February 1998 0001-4966/98/103(2)/1199/6/$10.00 © 1998 Acoustical Society of America



charge amplifier, a set of octavepass filters, and a Tektronix
oscilloscope model 5 A20N/5B10N. Noise was relatively
consistent and decreased from 65 dB/~Hz1/2! at 4 kHz to
52 dB/~Hz1/2! at 16 kHz. At higher frequencies the ambient
pool noise was below the measurement limits of our equip-
ment.

The equipment setup is shown in Fig. 1. The electronic
instruments were housed in a transportable box positioned
adjacent to the concrete edge of the pool~A in Fig. 1!. At
one corner of the pool a device for installing the underwater
transducer at variable water depths was mounted on the con-
crete edge~B in Fig. 1!. Another device, holding a vertical
pole supporting a hoop~30 cm in diameter! at the same depth
as the transducer, was fixed close to the edge of the pool~C
in Fig. 1!. The hoop served as a station for the animal during
trials. The distance between hoop and transducer was 2.5 m.
When in the stationing position, the dolphin touched the
hoop with the leading edge of its flippers and with its ros-
trum pointing to the position of the transducer. To both sides
of the transducer an underwater light~D and D8 in Fig. 1!
was attached to the concrete edge, at the same depth as the
hoop corresponding to the eyes of the dolphin.

Initially, considerable fluctuations of the received level
of the test signal were measured at the animal’s station,
which presumably were caused by reflections from the water
surface and the walls of the concrete pool. By varying the
vertical positions of the transducer and the receiver~which
were in most cases installed about 2 m below water surface!
and by mounting the transducer within a styropor® ~polysty-
rene! hemisphere~21 cm in diameter, 2-cm wall thickness!,
thereby enhancing the directivity of the Bru¨el & Kj ,r trans-
ducer, we were able to reduce signal fluctuations to 5 dB or
less.

C. Stimuli

A programmable Kontron function generator~model
8022! produced the sinusoidal test signal. Rise–fall times of

the tests signal~150 ms! as well as the test signal length of 2
s were timed with a control generator connected to the AM-
input of the function generator.

The test signal passed an attenuator~1 dB-steps pos-
sible! and a power amplifier~both custom designed! before
going to the underwater transducer. Because of limitations of
the signal transmitting equipment the lowest frequency tested
was 4 kHz. For threshold measurements at 4 and 8 kHz a
Brüel & Kj ,r 8104 hydrophone was used as a transducer. At
16, 32, 64, 85, 95, 105, 125, and 135 kHz the test signals
were projected by a Bru¨el & Kj ,r 8103 hydrophone. The
output level to the hydrophone was monitored by a Tektronix
oscilloscope~model 5A20N/5B10N! and a Hewlett-Packard
3478 A digital multimeter.

D. Procedure

The animal had been trained by positive reinforcement
techniques to perform test cycles according to a go/no go
response paradigm. A trial started with the animal stationing
at the trainer’s hand~‘‘start’’ position in Fig. 1, T5trainer!.
Following a hand cue, the dolphin immediately swam to the
hoop ~see Fig. 1!, where it took up its stationing position in
the hoop. The experimenter~E in Fig. 1! started the test by
switching on the two underwater lights for 15 s thereby
marking the beginning and the duration of a test cycle. After
a 3-s delay the test signal was projected for 2 s. After another
10 s the lights went out, and the trainer signaled the end of
the trial with a release tone by means of a training whistle.
During signal-absent trials the procedure was the same, ex-
cept for the missing test signal. If the animal detected a test
signal, it immediately left the hoop and swam to the trainer
~go response or ‘‘hit’’! where it received a piece of fish as a
reward. In a signal-absent trial, the animal remained in its
stationing position until the lights were switched off and the
release whistle was given~no go response or ‘‘correct rejec-
tion’’ !. In order to avoid unintentional cueing, the trainer did
not know whether a trial was signal-present or signal-absent.
At the end of each test cycle the experimenter informed the
trainer of the kind of trial as well as whether the animals
response behavior should be rewarded. The animal was not
able to observe the experimenter’s position at the pool side
during a test cycle.

The trainer reinforced the animal’s response behavior
differentially. It received one fish for proper responses to
signal-present trials and half a fish for proper responses to
signal-absent trials. Using this type of reinforcement the in-
tention was to bias the animal towards the go response. Re-
maining in the stationing position during signal-present trials
or leaving the station prior to the release whistle~‘‘false
alarms’’! were designated as improper responses and were
not rewarded.

The sequence of signal-present and signal-absent trials
was based on a modified Gellerman random series table
~Gellerman, 1933! with half of the trials being signal-absent.
Thresholds were determined by using the ‘‘up/down’’ or
‘‘staircase’’ method, a variance of the method of limits,
which results in a 50% correct detection threshold~Levitt,
1971; Gescheider, 1985!. The experimenter attenuated the
signal amplitude in 2-dB steps on each signal-present trial,

FIG. 1. Top view of the experimental setup:~A! box housing signal-
controlling electronics,~B! device supporting the transducer,~C! device
supporting the stationing hoop, (D/D8) underwater lights,~E! experimenter,
and ~T! trainer.
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until the animal failed to respond to a test signal. The signal
level was then increased in 2-dB steps, until the test subject
responded ‘‘correctly’’ again, thereby indicating that it could
detect the signal. Intensities at which the animal reversed its
response behavior were taken as data points. The occurrence
of false alarms did not alter the sequence of attenuator set-
tings. Due to the relatively small amount of food that could
be used for reinforcement, a day’s data collection merely
consisted of 24–36 trials, of which 2–6 trials were reversals.
We used the average of the signal levels at ten consecutive
reversals for an estimation of the mean threshold at a given
frequency. When the estimated thresholds of two consecu-
tive blocks of ten transition points were within 3 dB, the
overall threshold was calculated for the tested frequency. If
they were the first two blocks, sessions were continued until
the next two consecutive blocks with estimated thresholds
within a 3-dB range were obtained. We decided to use the
criterion of Thomaset al. ~1988! for determination of high-
frequency cutoff, which was based on a 120 dB/oct or
greater decrease in sensitivity.

After having completed the collection of threshold data
at all frequencies mentioned, mean thresholds were deter-
mined from another ten reversals at five frequencies~8, 32,
85, 105, and 135 kHz! in order to estimate the consistency of
threshold data over a longer period of time. The time interval
between sessions that had been conducted in the first place
and the repetition of data collection at those frequencies was
about one month~at 135 kHz! or more than one year~at 8
kHz!, respectively.

It was also attempted to obtain auditory thresholds with
‘‘Coco,’’ the other Sotalia at the Dolphinarium Mu¨nster.
However, working out the test cycle with this animal ap-
peared to be extremely troublesome. It took one year of
training to get a reliable response from this animal to 8-kHz
signals with an amplitude well above threshold. However,
the animal did not generalize the response to other test fre-
quencies. Since it took several months of extra training to get
a response to a new frequency the experiment was stopped
with this animal after the successful determination of an ab-
solute threshold at 8 kHz.

II. RESULTS

The hearing sensitivity of both animals is presented in
Fig. 2. The overall thresholds and the range of mean values
for blocks of ten reversals for each test frequency are shown
in Table I. The data of the test subject Paco indicate an
increasing sensitivity between 4 and 64 kHz at about 5 dB/
oct. The range of best hearing, here defined as 10 dB from
maximum sensitivity~which was 50 dB at 85 kHz!, was
between 64 and 105 kHz. Above 125 kHz the animal’s hear-
ing sensitivity decreased sharply at 475 dB/oct. Therefore it
was decided not to test at frequencies above 135 kHz. Esti-
mated mean thresholds from replicated measurements of ten
reversals at 8, 32, 85, 105, and 135 kHz were not more than
3 dB apart, except at 85 kHz where the animal’s performance
decreased by 6 dB.

The only reliable hearing threshold determined for the
test subject Coco was 83 dB at 8 kHz~filled circle in Fig. 2!,
which was higher by 2 dB than the mean threshold of Paco at
the same frequency.

The overall false alarm rates for Paco at different test
frequencies~Fig. 3! ranged from 0.7% to 10.8%. Most false
alarms occured at rather low frequencies outside the range of
best hearing~except for 8 kHz!.

FIG. 2. Underwater behavioral audiogram ofSotalia f. guianensis. The grey
shade marks the range of best hearing~defined as 10 dB from maximum
sensitivity!.

FIG. 3. False alarm rates of test subject Paco as a percentage of signal
absent trials.

TABLE I. Absolute hearing thresholds ofSotalia f. guianensis~test subject
‘‘Paco’’ !.

Test
frequency

~kHz!

Number
of

reversals

Mean
thresholds

~dB re: 1 mPa!

Range of
threshold means
~dB re: 1 mPa!

Mean thresholds in
repetition tests
~dB re: 1 mPa!

4 30 76 74–77 •••
8 40 81 78 85 79

16 50 67 65–70 •••
32 50 67 66–69 64
64 40 59 57–60 •••
85 40 50 48–52 56
95 40 58 57–59 •••

105 40 59 57–61 61
125 40 66 65–68 •••
135 40 104 101–108 102
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III. DISCUSSION

The underwater audiogram ofSotalia fluviatilis guianen-
sisshows a U-shaped hearing curve which is similar to those
of other odontocete species, except for the lowest frequen-
cies measured. At 4 kHz the animal was a little more sensi-
tive than at 8 kHz. From 8 to 64 kHz hearing sensitivity
improves at about 5 dB/oct. The audiogram obtained in this
study suggests that the most sensitive hearing range inSota-
lia fluviatilis guianensisis between 64 and 105 kHz~if de-
fined as 10 dB from maximum sensitivity!. Only Tursiops
and Delphinapterushave approximately the same hearing
sensitivity at this frequency range~Johnson, 1967; White
et al., 1978!. However, in their range of best hearing most
other odontocete species are much more sensitive thanSota-
lia fluviatilis guianensis, exceptPhocoenaand Inia ~Table
II !.

The comparatively low false alarm rate of the test sub-
ject Paco~see Fig. 3! seems to be typical for marine mam-
mals ~Schusterman and Johnson, 1975; Schusterman, 1974,
1976!. It results from the subject’s tendency to respond con-
servatively by indicating the presence of a signal only in
cases where it is strictly confident of perceiving one, though
we tried to counteract such a response bias by differential
reinforcement~hit:correct rejection52:1 fish!. As such a re-
sponse behavior results in a low probability of detection
score ~Au, 1993!, the present data might represent a rela-
tively conservative estimate of the auditory abilities ofSota-
lia fluviatilis guianensis. However, this should not affect the
shape of the audiogram.

Although the range of best hearing is defined arbitrarily,
it appears to be narrower and more restricted to higher fre-
quenciesin Sotalia fluviatilis guianensisthan in other odon-
tocete species~Table II!. Hearing sensitivity of ourSotalia
decreases sharply above 125 kHz, at 475 dB/oct. The upper
frequency limit of hearing is concluded to be at, or somewhat
beyond 135 kHz, with a threshold 54 dB above maximum
sensitivity, which is close to the 60-dB criterion established
by Fay for land mammals~Fay, 1992!. This frequency limit
is only exceeded byTursiopsandPhocoena~150 kHz; Table
II !.

Like most studies on auditory abilities of odontocetes
this study is based on a single subject. The question remains
whether the results presented here do indeed represent hear-
ing characteristics ofSotalia fluviatilis guianensis. Regarding
the threshold estimate at the lower frequency range~4–16

kHz! one should consider that the animal’s performance
might have been affected by noise masking. As the critical
ratio for Sotalia fluviatilis is unknown, the ritical ratio for
Tursiops truncatus~Johnson, 1968; Au and Moore, 1990!
might serve as a rough estimate, indicating that background
noise may have limited the hearing abilities of the test sub-
ject at the lower frequencies. However, one also needs to
know the received directivity index to determine if back-
ground noise has interfered with the threshold estimate. This
parameter has also not been measured forSotalia fluviatilis
so far.

We were able to measure a threshold for a second ani-
mal ~Coco! only at 8 kHz. Compared to the subject Paco, the
mean threshold of this subject indicates that it is less sensi-
tive by only 2 dB. This is within the normal range of esti-
mated threshold means of the subject Paco, especially if one
considers that even the estimated means from replicated
threshold measurements at five frequencies may differ by a
certain amount from the means measured originally~Table
I!. However, the threshold estimate of the second subject
also confirms that there is a consistent threshold shift at 8
kHz, compared to the general audiogram curve, in both dol-
phins. Acoustic trauma experiments with land mammals~in-
cluding man! reveal that long-term exposures to low-
frequency sound may produce an upward spread of threshold
shifts along the frequency dimension~see, e.g., Clarket al.,
1974; Pattersonet al., 1977; Burdicket al., 1978; Lonsbury-
Martin et al., 1987; Grenneret al., 1988!. Recent studies
conducted by Ridgway and Carder~1993, 1997!, emphasiz-
ing the effect of aging on hearing deficits at high frequencies,
suggest that hearing loss in dolphins results from similar
mechanisms as in land mammals. Therefore we suspect that
the notch in the audiogram at 8 kHz~and possibly some
hearing loss at low frequencies in general! may result from a
threshold shift due to long-term exposure to low-frequency
pump noise.

Popov and Supin~1990! measured auditory brain stem
response~ABR! thresholds of a tucuxi. Their audiogram of
Sotalia f. fluviatilisis similar in shape to the behavioral au-
diogram that we obtained forSotalia fluviatilis guianensis,
although the frequency band over which our test subject
Paco is sensitive appears to be much narrower than the ABR
data might indicate. Popov and Supin determined the upper
frequency limit of hearing at 140 kHz~here defined as a
threshold level 60 dB above minimum thresholds!. This co-
incides very well with the upper hearing limit of our test
animal Paco. Moreover, the lower thresholds of our behav-
ioral audiogram compared to the data measured by Popov
and Supin reveal the typical discrepancy of thresholds mea-
sured by means of behavioral methods versus electrophysi-
ological in studies with well-controlled conditions~Bleck-
mann, 1994!.

Kamminga~1988! and Kammingaet al. ~1993! reported
that free-ranging animals of both subspecies ofSotaliapro-
duce echolocation pulses with peak frequencies at 80–95
kHz. Sotalia f. guianenesisalso produces a second peak at 30
kHz. The frequency range of maximum sensitivity in our test
animal corresponds well with the records from free-ranging
individuals, indicating that auditory sensitivity and echoloca-

TABLE II. Comparative aspects of odontocete audiograms.

Species

Maximum
sensitivity

~dB re: 1 mPa!

Range of best
hearinga

~kHz!

Upper
frequency

limit ~kHz!

Tursiops truncatus 42 15–110 150
Phocoena phocoena 47 3–70 150
Orcinus orca 34 15–30 120
Inia geoffrensis 51 12–64 100
Delphinapterus leucas 40 11–105 120
Pseudorca crassidens 39 17–74 115
Sotalia f. guianensis 50 64–105 135

aDefined as 10 dB from maximum sensitivity.
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tion signals are well suited to each other. Correspondence
between auditory sensitivity and vocal characteristics, espe-
cially vocal signals that serve to maximize transmission dis-
tance have been shown for a number of mammals and birds
~for a review, see Sales and Pye, 1974; Dooling, 1980!.
However, in a number of odontocete species it has been
shown that the peak frequency and spectral shape of echolo-
cation signals is a function of the source level~Au et al.,
1995!. The source level used for signal production is influ-
enced by several factors including background noise and re-
verberation~Au, 1993!. Accordingly, in a noisy environment
peak frequencies of echolocation signals of odontocetes like
Tursiops truncatus, Pseudorca crassidens, and Delphi-
napterus leucasare usually above the range of best hearing
and approach their upper hearing limit~Au, 1980; Auet al.,
1985; Thomas and Turl, 1990!. At least some delphinid spe-
cies obviously possess highly adaptive echolocation systems,
with signal characteristics actively optimized depending on
the specific echolocation task~Au et al., 1985; Moore and
Pawloski, 1990; Auet al., 1995!. However, there are a num-
ber of small odontocete species~predominantly from the
family Phocoenidae! that seem to emit high-frequency,
narrow-band echolocation signals which do not differ with
the condition of recording~Au, 1993!. Apparently, this point
also applies toSotalia fluviatilis ~Wiersma, 1982; Kam-
minga, 1988; Kammingaet al., 1993!, suggesting that the
echolocation system of this species might have been exposed
to similar evolutionary constraints like those of some phoc-
oenid species.

According to Ketten and Wartzok~1990! and Ketten
~1992! delphinids living in coastal habitats, estuaries, or riv-
ers require relatively high-frequency echolocation signals to
differentiate objects in such structurally complex environ-
ments. Though not all audiograms known to date are consis-
tant with this hypothesis~seeInia geoffrensis, Table II!, our
data onSotalia fluviatilis guianensisalso suggest that the
specialization for upper range ultrasonic audition might be
correlated to the habitat characteristics mentioned above.
However, we suppose that comparative studies on frequency
differentiation abilities could be even more suitable to shed
some light on the adaptation of auditory characteristics of
different delphinid species to the environment they inhabit.
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This Letter considers scattered sound from transiently oscillating gas bubbles in liquids. The full
transient problem including the finite duration of the excitation is analyzed. As a result, the wave
front of the radiated sound pulse involving information about the excitation is also studied. The
model presented is used to simulate sound pulses from sea-surface bubbles which have been
generated by, for example, spilling breakers, capillary-gravity waves, and rain drops. Although very
simple in relation to the actual physical process of excitation, this model enables us to predict some
of the essential properties of scattered pulses observed experimentally. It is suggested that the time
scale of duration of the initial driving that enters into the present analysis might be of some use in
a further physical understanding of bubble generation and excitation. ©1998 Acoustical Society
of America.@S0001-4966~98!01902-X#

PACS numbers: 43.20.Px, 43.30.Nb@JEG#

INTRODUCTION

The presence of gas bubbles in the sea is of great interest
in numerous technical applications from which many con-
cern underwater acoustics.1–4 In traveling through a gas–
liquid suspension, an acoustic wave can be highly influenced
by, for example, attenuation, dispersion, and reflection.3,5–7

As a consequence, there exist a variety of sound based meth-
ods for the prediction of the amount of bubbles in the
sea.1–4,8,9However, yet another aspect of the presence of gas
bubbles is that they may also act as separate sound sources
and thus contribute to the overall ambient noise level.3,9,10

Some examples of natural bubble generation in the sea are
wind induced breaking waves, capillary-gravity waves, and
rain drops falling on the air–liquid interface.4,8–15Due to the
above mentioned processes, bubbles can be brought into or
generated in the sea-surface layer and then set into transient
motion. The resulting scattered sound pulses and, in particu-
lar, the induced acoustic power have been of major concern
in a number of recent investigations.8–15 From the vast
amount of experimental data reported it is found that, to a
first approximation, the gas bubbles act as linear spherical
sources oscillating with the breathing mode.4,9–12,14 Also,
due to the interaction with the sea surface the total acoustic
field has the character of a transient dipole. By modeling a
gas bubble as a linear damped oscillator one can extract in-
formation from experimentally obtained sound pulses. Typi-
cal examples are the equilibrium bubble radius, transient fre-
quency, damping constant, source strength, and power

spectrum. In all the above investigations, free~undriven! lin-
ear oscillations are assumed corresponding to a simple expo-
nentially damped sinusoid. This is indeed justified in looking
for the quantities mentioned.

The objective of this Letter is to consider driven pulsa-
tions where the bubble undergoes an excitation of finite du-
ration. This means that we solve the full transient problem
corresponding to a nonhomogeneous ‘‘bubble equation.’’ As
a result, we also model the wave front of the scattered pulses
including information about the excitation. This means that a
time scale related to the duration of the excitation enters into
the analysis. This might be of some use for a further under-
standing of the generation and excitation of gas bubbles. By
manipulation with the governing parameters we are able to
simulate scattered pulses, which to a great extent agree well
with experimentally obtained data. It is finally noted that
although the model presented here has been used as a tool for
wind, wave, and rain drop induced underwater transient
bubble sound, it actually represents a model for the transient
interaction process between a pressure pulse and a gas
bubble in a liquid. This is a separate result in itself, which is
of interest in for example investigations concerning transient
wave propagation in bubbly liquids.6

I. MONOCHROMATIC MOTION

In searching for sound pulses from transiently oscillating
gas bubbles near the sea surface we first consider sound ra-
diated from a gas bubble undergoing sinusoidal pulsations in
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an unbounded liquid. The complex amplitude,Prad(r ,v), for
the radiated sound from a spherical source is given by3

Prad~r ,v!5
A

r
exp~2 ik0r !, ~1!

whereA is a complex constant andr is the range from the
bubble center to the point of observation. The wave number
in the surrounding ideal liquid isk05v/c0 , wherev is the
angular frequency andc0 is the corresponding speed of
sound. We also need the particle velocity which is3

U~r ,v!5
A

rr0c0
F11 ik0r

ik0r Gexp~2 ik0r !, ~2!

wherer0 is the liquid density. In order to relate the radiated
sound to the excitation,Pexc(R0 ,v), we look at the bubble
surface and find

U~R0 ,v!5 ivDR, ~3!

where DR denotes the radial displacement andR0 is the
equilibrium bubble radius.DR can be expressed in terms of
Pexc(R0 ,v) as5

DR52
11 ik0R0

r0R0D~v!
Pexc~R0 ,v!, ~4!

where

D~v!5v t
22v2@112R0~bv1b t!/c0#

1 iv@2~bv1b t!1v t
2R0 /c0#. ~5!

The bubble resonance frequency isv t and the viscous and
thermal damping functions are denoted asbv andb t , respec-
tively. From Eqs.~1!–~4! we finally have

Prad~r ,v!5Pexc~R0 ,v!
R0v2

rD ~v!
exp@2 iv~r 2R0!/c0#.

~6!

II. TRANSIENT MOTION

We now consider transient bubble oscillations and the
complex amplitudes,Prad(r ,v) and Pexc(R0 ,v) are from
here on interpreted as Fourier transforms.16 The transiently
scattered pressure profile is thus found on the form

Prad~r ,t !5
1

2p E
2`

`

Prad~r ,v!exp~ ivt !dv, ~7!

wherePrad(r ,v) is given by Eq.~6!. The next step is to find
a relevant expression for the acoustic excitation of the gas
bubble. Medwinet al. denote the driving as shock excited
~very short duration!, which in this problem means that the
excitation is short in relation to the period of the subsequent
transient oscillation, as will be clear in the following
discussion.4,9 In the investigation by Oguz and Prosperetti
concerning rain drop induced bubble sound one solved the
homogeneous equation and used initial conditions for the
radial displacement and its velocity that were positive.13 This
indicates that we shall use a negative excitation pulse so that
the bubble starts with an expanding response. Lastly, it is
indeed convenient to work with analytical results so we sim-

ply choose a negative symmetric triangular driving pulse
with the Fourier transform16

Pexc~R0 ,v!52
4 sin2~vTexc/2!

Texcv
2 exp~2 ivTexc!, ~8!

where the duration is 2Texc. In order to evaluate the Fourier
integral in Eq.~7! analytically we use the fact that the quan-
tity D(v) in Eq. ~5! can be conveniently approximated so
that it becomes a polynomial inv. This is done by evaluating
v t(v) andb1(v) for the adiabatic resonance frequency,va ,

va
25

Pb0

r0R0
2 F3g2

2s

R0Pb0
G , ~9!

where the quantitiesPb0 , g ands are the equilibrium pres-
sure in the bubble, the ratio of the specific heats of the gas
and the surface tension, respectively. With this approxima-
tion, v t'v t(va) and b t'b t(va), the inversion yields the
following sum of exponentially damped sinusoids

Prad~r ,t1t0!5g~r ,t !22g~r ,t2Texc!1g~r ,t22Texc!,
~10!

where

g~r ,t !5
2R0

rBv freeb freeTexc
exp~2b freet !sin~v freet !

t>0, ~11!

and

g~r ,t !50 t,0. ~12!

The quantity t05(r 2R0)/c0 is the retarded time and the
eigenfrequency,veig5v free1 ib free,

v free
2 5

v t
2~va!

B
2b free

2 , ~13!

where

B5112R0@bv1b t~va!#/c0 , ~14!

and

b free5
2@bv1b t~va!#1v t

2~va!R0 /c0

2B
. ~15!

Before continuing, it is perhaps relevant to note that in this
work the details of the true excitation process are ignored.
Instead, the process is taken to be that of a gas bubble, ini-
tially at rest in a liquid, which is hit by a negative pressure
pulse. In order to compare our simulations with experimental
data we have to model the reflection from the sea surface. If
we consider pulses along the vertical below the air–liquid
interface the total pressure is given by

ptot~r ,t !5prad~r ,t !2prad~r 12L,t22L/c0!, ~16!

whereL is the depth of the bubble. Also, multiple scattering
effects where the bubble is reexcited by the sea-surface re-
flection are neglected.7 The parameters of interest in the
simulations are the bubble depthL, the equilibrium bubble
radiusR0 , the distance to the observationr and the duration
of the excitation 2Texc ~where we simply useTexc!. From the
literature we find that the depth can be of the order of a few
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millimeters.9,11,13Moreover, the equilibrium radius is usually
in the range, say, 200–400 micrometers and the distance to
the observer is of the order of a few decimeters.4,9,11–15Note
here that information about the duration of the excitation is
missing. With respect to the above numbers and the fact that
three is the overall lucky number we consider pulses from a
300 micron bubble at a depth of 3 mm observed at a distance
of 3 dm. In Fig. 1~a!–~c! some results are shown where we
have varied the duration of the excitation. As the excitation
becomes shorter a sharp positive initial peak is observed be-
fore the exponentially damped sinusoid dominates the pic-
ture. The amplitudes in the figures are normalized in the
sense that we are dealing with linear analysis and that the
maximum amplitude of the driver is set equal to unity. By
comparing Fig. 1~d!, with the experimentally observed result
by Medwin et al.12 ~Fig. 4 in their paper! we find a reason-
able agreement. This is of course encouraging and it might
be suggested that the new parameter introduced in our analy-
sis ~the excitation time! can be of some use for a further

physical understanding of underwater transient bubble
sound. Let us finally note that the model presented here con-
cerns the transient interaction between a gas bubble and a
pulse in a liquid. This is a result in itself and can for example
be of use in studying pulses in bubbly liquids.6

III. CONCLUSIONS

We have presented in this work a simple model for the
interaction of a pressure wave and a gas bubble in a liquid. It
can be used in several contexts and we have here considered
pulses from wind, capillarity-gravity, and rain drop induced
bubbles in the sea. By assuming that a gas bubble also be-
haves as a linear damped oscillator during the excitation
phase, we have been able to simulate pulses which exhibit
the essential properties observed in experiments. The true
physical generation/excitation has been disregarded and we
have simply considered a bubble initially at rest below the
sea surface which is suddenly excited by a short acoustic

FIG. 1. Total pressureptot(r,t) as function of normalized timet* 5tva/2p. Bubble depth,L53 mm. Observation distance,r 53 dm. ~a! Texc5va/4p. ~b!
Texc5va/20p. ~c! Texc5va/40p. ~d! Same as~b! but with enlarged time window.
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driver. The time scale of duration of the excitation that enters
into our analysis is suggested as a possible tool for further
work on the subject.
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Acoustic scattering from two junctions in a rectangular waveguide is studied. Fourier transform and
mode matching are used to represent the scattered wave and the simultaneous equations for the
modal coefficients are formulated. The residue calculus is utilized to obtain a solution to the
simultaneous equations in fast-converging series. Numerical evaluation shows the behaviors of
transmission and reflection in terms of the junction geometry and operating frequency. ©1998
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INTRODUCTION

Acoustic wave scattering from a T-junction and a right-
angle bend in a rectangular waveguide has been studied with
an equivalent transmission line approach,1 a matched
asymptotic expansion technique,2 and a conformal mapping
method.3 The behavior of acoustic wave scattering from mul-
tiple junctions in a rectangular waveguide is also of theoret-
ical interest. The purpose of the present Letter is to study the
behavior of acoustic wave scattering from two junctions in a
rectangular waveguide. We will present a rigorous, exact and
analytic solution by using the Fourier transform and mode
matching techniques which have been utilized to investigate
electromagnetic scattering from junctions in a rectangular
waveguide.4 The residue calculus is used to represent the
transmission and reflection coefficients in rapidly converging
series which are numerically efficient. In the next section, we
show a field analysis using the Fourier transform and the
numerical evaluations are illustrated in Sec. II.

I. FIELD ANALYSIS

Consider two junctions in a rectangular waveguide con-
sisting of a hard surface in Fig. 1. In region~I! (0,z,h), an
incident field~velocity potential! Fi , propagating along thex
direction, impinges on two junctions, thus resulting in a scat-
tered field. The wave number isk (52p/l, l : wavelength!
and ane2 ivt time-harmonic convention is suppressed. From
a velocity potential (F), it is possible to obtain the pressure
( ivr0F) and the velocity (¹F), wherer0 is the density of
the medium. In region~I! the total field is a sum of the
incident and scattered potentials which are

Fi~x,y,z!5cos~bpy!coshl~z2h!eibplx, ~1!

FI~x,y,z!5
1

2pE2`

`

@Ã~z!coskp~z2h!

1B̃~z!cos~kpz!#cos~bpy!e2 i zx dz, ~2!

where bp5 pp/b, hl5 lp/h, bpl5Ak22bp
22hl

2, and kp

5Ak22z22bp
2. Note that the Fourier transform of

FI(x,y,0) is *2`
` FI(x,y,0)ei zx dx given by @Ã(z)cos(kph)

1B̃(z)#cos(bpy).

In region ~II ! (2a,x,a,z,0) the transmitted field is

FII~x,y,z!5 (
m50

`

Cm cosam~x1a!cos~bpy!e2 i jmpz,

~3!

wheream5 mp/2a andjmp5Ak22am
2 2bp

2.
In region ~III ! (d2g,x,d1g,h,z) the transmitted

field is

FIII ~x,y,z!5 (
m50

`

Dm cosgm~x2d1g!cos~bpy!eihmpz,

~4!

wheregm5 mp/2g andhmp5Ak22gm
2 2bp

2.
We use the boundary conditions on the field continuities

atz50 andh to find the unknown modal coefficientsCm and
Dm . Enforcing the velocity continuity condition atz50
gives

]@Fi~x,y,z!1FI~x,y,z!#

]z U
z50

5H ]F II ~x,y,z!

]z U
z50

, for uxu,a, 0,y,b,

0, otherwise.

~5!

Taking the Fourier transform of Eq.~5! results in

Ã~z!52
a2z

kp sin~kph! (m50

`

jmpCmFm~za!, ~6!

where

Fm~u!5
~21!meiu2e2 iu

~u!22~mp/2!2
. ~7!

Similarly the velocity continuity condition atz5h gives

B̃~z!5
2g2zei zd

kp sin~kph! (
m50

`

hmpDmFm~zg!eihmph. ~8!

Enforcing the pressure continuity condition atz50 gives
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Fi~x,y,0!1FI~x,y,0!5FII~x,y,0!

for uxu,a, 0,y,b. ~9!

Rewriting Eq.~9!,

~21! leibplx1
1

2pE2`

`

@Ã~z!cos~kph!1B̃~z!#e2 i zx dz

5 (
m50

`

Cm cosam~x1a!. ~10!

Similarly the pressure continuity condition atz5h gives

eibplx1
1

2pE2`

`

@Ã~z!1B̃~z!cos~kph!#e2 i zx dz

5 (
m50

`

Dm cosgm~x2d1g!eihmph. ~11!

SubstitutingÃ(z) and B̃(z) into Eq. ~10!, multiplying ~10!
by cosan(x1a) (n50,1,2,3, . . . ), and performing integra-
tion with respect tox from 2a to a yield

iabpl~21! l 11Fn~bpla!5
ia

2p (
m50

`

@a2jmpCmI 1nm~a!

1g2hmpDmeihmphI 2nm#

1Cm«ndnm , ~12!

where

I 1nm~a!5E
2`

` z2 cot~kph!

kp
Fm~za!Fn~2za! dz, ~13!

I 2nm5E
2`

` z2ei zd

kp sin~kph!
Fm~zg!Fn~2za! dz, ~14!

«v5H 2, when v50,

1, v51,2,3, . . . .
~15!

Utilizing the technique of the contour integration, we trans-
form I 1nm(a) and I 2nm into a rapidly converging series. The
results are

I 1nm~a!5H 0, when n1m5odd,

pm~a!dnm1qnm~a!, when n1m5even,
~16!

I 2nm5X~z!

1H 2p iP~z!uz5an
12p iQ~z!uz5gm

: anÞgm ,

2p i

«na2g2

f 8~z!s~z!2 f ~z!s8~z!

s2~z!
U

z5an

: an5gm ,

~17!

wherednm is the Kronecker delta and ()8 denotes the differ-
entiation.

pm~a!5
2p«m cot~jmph!

a3jmp

, ~18!

qnm~a!52
4p i

a4h

3 (
v50

`
z@12~21!mei2za#

«v~z22am
2 !~z22an

2!
U

z5Ak22~vp/h!22b
p
2

,

~19!

P~z!5
f 1~z!

a2g2kp sin~hkp!~z1an!~z22gm
2 !

, ~20!

Q~z!5
f 1~z!

a2g2kp sin~hkp!~z1gm!~z22an
2!

, ~21!

f ~z!5H f 1~z! : an5gmÞ0,

f 2~z! : an5gm50,
~22!

f 1~z!5z2@~21!m1nei zud2a1gu2~21!mei zud1a1gu

2~21!nei zud2a2gu1ei zud1a2gu#, ~23!

f 2~z!5@ei zud2a1gu2ei zud1a1gu2ei zud2a2gu

1ei zud1a2gu#, ~24!

s~z!5H kp sin~hkp!~z1an!2 : an5gmÞ0,

kp sin~hkp! : an5gm50,
~25!

X~z!52
2p i

a2g2h
(
v50

`
f 1~z!

z«v~21!v@jnp
2 2~vp/h!2#@hmp

2 2~vp/h!2#
U

z5Ak22~vp/h!22b
p
2

. ~26!

FIG. 1. Acoustic wave scattering from two junctions in rectangular wave-
guide.
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Similarly, multiplying Eq. ~11! by cosgn(x2d1g) (n
50,1,2,3, . . . .), andperforming integration yield

2 igbple
ibpldFn~bplg!5

ig

2p (
m50

`

@a2jmpCmI 2mn

1g2hmpDmeihmphI 1nm~g!#

1eihmphDm«ndnm . ~27!

Rewriting Eqs.~12! and ~27! in matrix form, we obtain

FC1 C2

C3 C4
GF C

DG5FG1

G2
G , ~28!

whereC and D are column vectors consisting of elements
Cm andDm , respectively, and the elements ofC1, C2, C3,
C4, G1, andG2 are

c1,nm5
ia3

2p
jmpI 1nm~a!1«ndnm , ~29!

c2,nm5
iag2

2p
hmpe

ihmphI 2nm , ~30!

c3,nm5
iga2

2p
jmpI 2mn , ~31!

c4,nm5
ig3

2p
hmpe

ihmphI 1nm~g!1eihmph«ndnm , ~32!

g1n5 iabpl~21! l 11Fn~bpla!, ~33!

g2n52 igbple
ibpldFn~bplg!. ~34!

In the low-frequency regime, the lowest mode (m5n50)
becomes dominant; thus

C0'
c4,00g102c2,00g20

c1,00c4,002c2,00c3,00
, ~35!

D0'
c1,00g202c3,00g10

c1,00c4,002c2,00c3,00
, ~36!

where Eqs.~29!–~34! simplify to the following expressions
for p5 l 50.

c1,0052i
e2 ikh

sin~kh!
12k

a

h(
v50

`
F0~2azv!

«vzv
ei zva, ~37!

c2,005eikhF2
f 28~0!

2a sin~kh!
1

k

ah(
v50

`
f 2~zv!

«v~21!vzv
3G , ~38!

c3,0052
f 28~0!

2g sin~kh!
1

k

gh(
v50

`
f 2~zv!

«v~21!vzv
3

, ~39!

c4,005eikhF2i
e2 ikh

sin~kh!
12k

g

h(
v50

`
F0~2gzv!

«vzv
ei zvgG ,

~40!

g1052 iakF0~ka!, ~41!

g2052 igkeikdF0~kg!, ~42!

zv5Ak22~vp/h!2. ~43!

II. TRANSMISSION AND REFLECTION COEFFICIENTS

The scattered fields atx<2a and x>d1g can be
evaluated by utilizing the residue calculus.

FI~x,y,z!

55
(

u
Ku

1 cos~bpy!coshu~z2h!eibpux,

wherex>d1g,

(
u

Ku
2cos~bpy!coshu~z2h!e2 ibpux,

wherex<2a,

~44!

where

Ku
657 (

m50

`
ia2jmpCmFm~7bpua!

h«u~21!u

7 (
m50

`
ig2hmpDmFm~7bpug!e7 idbpu

h«u
eihmph, ~45!

0<u, u: integer.
The transmission coefficient is defined as a ratio of the

transmitted power through the aperture to the power incident
on the aperture.5 The reflection coefficient is similarly de-
fined. The transmission (t1,t2,t3) and reflection (r) coeffi-
cients in Fig. 1 are

t15u11Kl
1u21(

uÞ l

«ubpuuKu
1u2

« lbpl
, ~46!

t25
2a

h« lbpl
(
m

uCmu2«mjmp , ~47!

t35
2g

h« lbpl
(

n
uDnu2«nhnp , ~48!

r5(
u

«ubpuuKu
2u2

« lbpl
, ~49!

where 0<u,(h/p)Ak22bp
2, u: integer, 0<m

,(2a/p)Ak22bp
2, m: integer, 0<n,(2g/p)Ak22bp

2, n:
integer.

In Fig. 2, we show the behavior of transmission
(t1 ,t2 ,t3) and reflection (r) coefficients versus the normal-
ized frequency (kh/p) for the cross junction (d50). The
incident field is assumed to be Eq.~1! with p5 l 50. Accord-
ing to the image theory, the cross junction geometry of
height h is equivalent to the geometry of the T-junction of
heighth/2. Our evaluation agrees well with the results of the
acoustic T-junction problem2 or the electromagnetic E-plane
T-junction6 for kh/p,2. Note thatt2 ~1 1 1! of the T-
junction should be twice oft2 ~- - -! of the cross junction.
The number of the modal coefficients used in Eq.~28! is
corresponding to the number of the propagation modes plus
one higher evanescent mode to achieve the numerical accu-
racy (r1t11t21t351) to within 0.1% error, indicating
our series solution is rapidly-converging. Note that our
single-mode solution, Eqs.~35! and ~36!, also give an accu-
rate result forkh/sp,1. As the operating frequency in-
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creases,t1 tends to approach to unity, as expected. It is seen
that the transmission coefficientt1 exhibits peak values at
normalized frequencies52,4,6,... . Figure 3 shows the behav-
ior of t1, t2, t3, andr versus the normalized distanced/l
between two junctions, when the incident field correspond-
ing to p5 l 50 in Eq. ~1! impinges on the junction. When
d/l'0.25, t2 (t1, t3, r) becomes maximum~minimum!
and their resonant behaviors repeat with a 0.5l periodicity.
In order to understand the behaviors of the phases for the

transmitted and reflected fields, we plot the phases ofK0
1 ,

C0, D0, andK0
2 in Fig. 4. Note that the phase ofD0 fluctu-

ates substantially versusd/l while the rest of phases remain
less sensitive to a change ind/l.

III. CONCLUSION

Acoustic scattering from two junctions in a rectangular
waveguide is investigated using the Fourier transform and
the mode matching techniques. The closed-form solutions
for the transmission and reflection coefficients are obtained
using the residue calculus. A single-mode approximate solu-
tion is presented in a simple form which is applicable in
low-frequency regime. Numerical computations are per-
formed to illustrate the scattering behavior of the two junc-
tions in terms of the junction geometry.

1J. W. Miles, ‘‘The diffraction of sound due to right-angled joints in rect-
angular tubes,’’ J. Acoust. Soc. Am.19, 572–579~1947!.

2J. C. Bruggeman, ‘‘The propagation of low-frequency sound in a two-
dimensional duct system with T joints and right angle bends: Theory and
experiment,’’ J. Acoust. Soc. Am.82, 1045–1051~1987!.

3C. Thompson, ‘‘Linear inviscid wave propagation in a waveguide having
a single boundary discontinuity: Part II: Application,’’ J. Acoust. Soc.
Am. 75, 356–362~1984!.
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H-plane waveguide,’’ IEEE Trans. Microwave Theory Tech.42, 601–606
~1994!.
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6K. H. Park, H. J. Eom, and Y. Yamaguchi, ‘‘An analytic series solution
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wave Theory Tech.42, 356–358~1994!.

FIG. 2. Behavior of transmission (t1 ,t2 ,t3) and reflection (r) coefficients
versus the normalized frequency (kh/p) for the cross junction (a/h
51/4, b/h51/2, d/h50, g/h51/4).

FIG. 3. Behavior oft1, t2, t3, andr versus the normalized distanced/l
between two junctions (kh51, a/h51/2, b/h51, g/h51/2).

FIG. 4. Behavior of/K0
1 , /C0, /D0, and/K0

2 versus the normalized
distanced/l between two junctions when the same parameters as in Fig. 3
are used in computation.
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Most objective indices for speech intelligibility are essentially based on studies of Western
languages and not tonal languages like Chinese. Consequently, if speech intelligibility in an
enclosure is satisfactory for English, it is not necessarily satisfactory for Chinese, orvice versa. In
this research, the differences in intelligibility between English and Mandarin~a spoken language of
Chinese! have been investigated by carrying out a series of articulation tests in a long corridor and
a regularly shaped~i.e., quasi-cubic! seminar room, using loudspeaker sources. The results suggest
that in terms of speech intelligibility, Mandarin is slightly better than English under reverberant
conditions, and English is considerably better than Mandarin under noisy conditions. ©1998
Acoustical Society of America.@S0001-4966~98!05801-9#
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INTRODUCTION

Most objective indices for speech intelligibility, such as
the speech transmission index~STI! and the articulation in-
dex ~AI !, are essentially based on studies of Western lan-
guages and not tonal languages like Chinese. Consequently,
if speech intelligibility in an enclosure is satisfactory for En-
glish, it is not necessarily satisfactory for Chinese, orvice
versa.

The differences in intelligibility among languages have
been noticed. Houtgast and Steeneken, when demonstrating
the effectiveness of the rapid speech transmission index
~RASTI! with ten Western languages, indicated that
language-specific effects could be a factor causing disparity
among various tests.1

In both English and Mandarin~a spoken language of
Chinese! there have been considerable investigations on
speech intelligibility.1–5 For both languages a series of rela-
tionship between some objective indices and various mea-
sures of speech intelligibility, such as word or sentence in-
telligibility, has been established. However, it appears to be
inappropriate to directly compare these relationships be-
tween the two languages because they were established un-
der different conditions. Moreover, these relationships were
mainly for diffuse fields and might not be applicable for
nondiffuse fields, for example, long enclosures.6–8

In this research, therefore, the differences in intelligibil-
ity between English and Mandarin have been investigated by
carrying out a series of articulation tests in a long corridor
and a regularly shaped~i.e., quasi-cubic! seminar room, us-
ing loudspeaker sources.

I. METHOD

Briefly, the articulation tests were in four steps:~1! se-
lecting comparable test materials for the two languages;~2!
recording the test materials on a signal tape in an anechoic
chamber;~3! designing experimental conditions; and~4! con-
ducting listening tests.

An essential requirement of the articulation tests is that
the test materials of the two languages should be compa-
rable. Given the fundamental differences between English
and Mandarin, it appears unreasonable to directly compare
the phonetically balanced~PB! word scores or syllable scores
between the two languages.2,3,8 First, the English PB words,
especially the monosyllabic ones, only represent the English
words with relatively few phonemes and letters, whereas the
Mandarin PB words, which include one to four Chinese
character words, represent all kinds of words in Chinese.
Second, the Mandarin syllables, each corresponding to one
Chinese character, are mostly meaningful and tonal and thus,
might be more easily understood than the nonsense English
syllables. Third, if phonetically marked by Chinese charac-
ters, English monosyllabic words correspond to one to three
Chinese characters.

Alternatively, the comparison can be made indirectly.
One way is to compare the difference of PB word scores or
syllable scores from one condition to another between the
two languages. Another way is to convert the articulation
scores obtained with lists of PB words or syllables into sen-
tence intelligibility scores for comparison. Of course, a more
direct way to compare the speech intelligibility of different
languages is to use sentences as test materials. The main
disadvantage of using sentences is that scores are usually
high and not sensitive to small change in listening
conditions.3

Accordingly, the articulation tests were carried out using
the following test materials:~1! PB words in English and
Mandarin. For each language 25 PB word lists were used. In
each list 50 words were included.~2! Hong Kong Mass Tran-
sit Railway~MTR! public address~PA! messages in English
and Mandarin. There were two reasons for using the PA
messages rather than conventional sentence lists. First, with
the PA messages the test materials in the two languages
could have the same meaning. Second, since the original
MTR PA messages were in both English and Chinese, pos-
sible effects caused by translation can be avoided. According
to the original PA messages, 25 sentence lists were care-
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fully compiled for each language. Each list contained four
sentences. Fifty key words were scored for each list.

The above test materials were recorded on a signal tape
in an anechoic chamber for subsequent presentation. Four
native talkers for each language, two males and two females,
were selected.5 Each list of PB words or PA sentences was
equally divided into four sections and read by the four talk-
ers consecutively. Each PB word was included, without em-
phasis, in the same carrier sentence.

The design of experimental conditions was based on two
basic requirements:~1! consideration of both reverberation
and ambient noise, and~2! coverage of a considerable range
of the STI.

The experimental arrangement in the corridor is illus-
trated in Fig. 1. The length, width and height of the corridor
~King’s College, Cambridge! were 25.2, 1.86, and 2.34 m,
respectively. The sources were loudspeakers~KEF type 103!
on a side wall of the corridor. This was, in principle, to
simulate a PA system in some long enclosures. The loud-
speaker height was 1.2 m. Since the sound field with single
and multiple sources could be very different,7 experiments
were carried out by using a single loudspeaker as well as two
loudspeakers. To obtain a wide range of the STI, two loud-
speakers were arranged symmetrically with a spacing of 16
m. For convenience, the two loudspeakers are called loud-
speakers A and B below. Correspondingly, five listening po-
sitions, namely points 1 to 5 in Fig. 1, were arranged be-
tween the two loudspeakers at intervals of 4 m. To extend
the STI range and investigate the effect of ambient noise, a
tape recorder was positioned at an end of the corridor to play
white noise.

The articulation tests in the corridor were carried out in
the following three cases: Case C1: loudspeaker A only,
noise source off, A-weighted signal/noise~S/N! ratio.25 dB
at all listening points. From points 1 to 5 the measured STIs
were 0.75, 0.63, 0.6, 0.58, and 0.56, respectively. Corre-
spondingly, the early decay time~EDT! at 500-1 kHz varied
from 0.6 s to 1.3 s at points 1 to 5. Case C2: loudspeaker A
only, noise source on, A-weighted S/N ratio59 dB at point
1. The STIs at points 1 to 5 were 0.6, 0.44, 0.39, 0.29, and
0.19. Case C3: two loudspeakers, noise level the same as
Case C2. The STIs at points 1 to 5 were 0.51, 0.47, 0.4, 0.36,
and 0.44.

The seminar room~The Martin Centre, Cambridge! was
4.5 m by 7 m by 3.5 m. The EDT ofthis room was around

0.6–0.8 s at 500-1 kHz. A loudspeaker as used in the corri-
dor was positioned in a corner of the room at the same height
as that in the corridor. Again, the tape recorder was used to
play white noise. In correspondence with the corridor, five
listening points were arranged in the seminar room. To ob-
tain a wide range of the STI, the listening points were along
the room diagonally. Accordingly, the loudspeaker and the
noise source were at two diagonal corners of the room.

The articulation tests in the seminar room were carried
out in the following two cases: Case S1: noise source off,
A-weighted S/N ratio.25 dB at all listening points. The
STIs at point 1~i.e., the nearest point to the loudspeaker! to
point 5 were 0.76, 0.66, 0.65, 0.66, and 0.66. Case S2: noise
source on, A-weighted S/N ratio52 dB at point 1. The STIs
at points 1 to 5 were 0.49, 0.41, 0.35, 0.31, and 0.1.

Five native listeners for each language, three males and
two females or two males and three females, were selected
for the tests. For each acoustic condition~i.e., the Case
above! and each language five articulation tests were carried
out. Each test included one PB word list and one PA list. The
listeners were required to write down the test material as read
to them. Neither PB words nor PA sentences were presented
to listeners until the test. For each of the five tests, listeners
sat at a different position. In other words, for each of the 25
STIs, articulation scores can be averaged over five listeners.
The ear height was around 1.2 m.

In addition to the above articulation tests, a subjective
rating was also carried out. After each articulation test, lis-
teners were required to give a five-scale rating of the speech
intelligibility. The five scales were 1—bad, 2—poor, 3—fair,
4—good, and 5—excellent.

For each acoustic condition, the power amplifier output
was adjusted so that the signal level was the same for the two
languages. According to the conventional method,1,4 the A-
weighted signal level was measured byLeq ~equivalent con-
tinuous sound level! of the PA sentences in three lists.

In brief, from the above tests the following results were
obtained for each of the 25 STIs:~1! Word intelligibility:
percentage of PB words correctly recorded, average of five
listeners;~2! Converted sentence intelligibility: determined
from the above word intelligibility according to the conven-
tional relationship between them;~3! PA sentence intelligi-
bility: percentage of correctly recorded key words in PA sen-
tences, average of five listeners; and~4! Subjective rating:
scale point of subjective rating, average of five listeners.

II. RESULTS

The analyses below are based on the test results and
their regressions. Regressions were performed for three dif-
ferent types of relationship between the STI and articulation
scores: logarithmic, linear, and with a form of second order
equation. The logarithmic regressions generally gave the best
correlation coefficientsr , so these are the ones presented.
This reflects the conventional relationship between the STI
and articulation scores, which is logarithmic.4

The comparison of word intelligibility between English
and Mandarin, as indicated previously, is only relative. Fig-
ure 2 shows the comparison in the corridor. It can be seen
that with a relatively high STI which corresponds to a large
S/N ratio, the word intelligibility of Mandarin is generally

FIG. 1. Experimental arrangement in the corridor, plan view.MIDAS is a
software for room acoustic measurements.
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better than that of English. This means that the decrease in
word intelligibility caused by reverberation is greater in En-
glish than in Mandarin. A possible reason for this is that
under a reverberant condition, some English consonants,
such as affricates, fricatives, nasals, and plosives, are very
easy to confuse, whereas in Mandarin tones are helpful for
word intelligibility. When the STI becomes lower due to the
decrease of S/N ratio, the contrary occurs, the word intelli-
gibility of English becomes better than that of Mandarin.
Typical examples are at points 4 and 5 in Case C2. It has
been observed that in English the SPL dynamic range is
considerably greater than that in Mandarin, i.e., typically,
with the same A-weightedLeq the peak level of English is
about 3 dB higher than that of Mandarin. This may be an
explanation of the fact that, under noisy conditions, some
English words may be understood by picking up only the
high peaks.

To compare the converted sentence intelligibility be-
tween English and Mandarin, it is useful to analyze the rela-
tionship between word and sentence intelligibility. Such re-
lationships in English and Mandarin have been found from
the literature.2,3,8 It is interesting to note that for a given
word intelligibility, the sentence intelligibility of English is
generally better than that of Mandarin. An important reason
for this difference, as indicated previously, is that the Man-
darin PB words represent all kinds of Chinese words,
whereas the English PB words only represent relatively short
English words. Given the fact that the word intelligibility
improves with increasing number of sounds per word,3 this
difference between the two languages is reasonable.

Correspondingly, by converting the word intelligibility
in Fig. 2 into sentence intelligibility, the differences between
English and Mandarin become more visible, as shown in Fig.
3.

Similarly, in the corridor the differences in PA sentence
intelligibility between English and Mandarin, as shown in
Fig. 4, are also systematic, especially in Cases C2 and C3, in
which the noise source was used. By comparing a typical PA
sentence in English and Mandarin, ‘‘please use the queuing
lines and let passengers leave the train first’’ and ‘‘3qin 2pai

4dui, 1xian 4rang 2cheng 4ke 3xia 1che’’~the numbers in-
dicate which tone to use out of four possible tones!, it is clear
that the total number of sounds in Mandarin is significantly
less than that in English. This might be another reason for
the lower sentence intelligibility of Mandarin in comparison
with English.

In the seminar room, generally speaking, the differences
between the two languages are similar to those in the corri-
dor. Figures 2 and 3 also show the comparison of word in-
telligibility and converted sentence intelligibility between
English and Mandarin in the seminar room. In Case S2, in
which the STI was relatively low due to the low S/N ratio,
the sentence intelligibility of English is considerably better
than that of Mandarin, although the difference in word intel-
ligibility between the two languages is not as systematic as
that in the corridor. Similarly, the differences in PA sentence
intelligibility between English and Mandarin are also consid-
erable, as shown in Fig. 4.

It appears that the above differences between the two
languages are unnoticeable in terms of subjective rating. In

FIG. 2. Word intelligibility of English~filled symbols! and Mandarin~open
symbols! in the corridor and the seminar room.m andn, Case C1;d and
s, Case C2;j andh, Case C3. The curves are logarithmic regressions of
the test results in English~———, corridor, r 50.97; , seminar room,
r 50.91! and Mandarin~••••• , corridor, r 50.96; ---, seminar room,r
50.96!.

FIG. 3. Converted sentence intelligibility of English~filled symbols! and
Mandarin~open symbols! in the corridor and the seminar room.d ands,
Case C2;j andh, Case C3. The curves are logarithmic regressions of the
test results in English~———, corridor, r 50.92; , seminar room,r
50.81! and Mandarin~••••• , corridor, r 50.93; ---, seminar room,r
50.90!. Cases C1 and S1 are not included in the figure since the converted
sentence intelligibility is above 99% at all listening points.

FIG. 4. PA sentence intelligibility of English~filled symbols! and Mandarin
~open symbols! in the corridor and the seminar room.m andn, Case C1;d
ands, Case C2;j andh, Case C3. The curves are logarithmic regressions
of the test results in English~———, corridor, r 50.81; , seminar
room, r 50.96! and Mandarin~••••• , corridor, r 50.91; ---, seminar room,
r 50.95!.
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both enclosures there is no systematic difference in subjec-
tive rating between the two languages. Under the noisy con-
ditions, despite the higher sentence intelligibility of English,
the subjective rating given by English listeners is not higher,
and in some cases even lower, than that of Mandarin. This
result suggests that the subjective rating type of test could be
rather misleading. However, since a low subjective rating
may correspond to less confidence in speech intelligibility,
the factor of subjective appraisal should be considered in the
acoustic design for an enclosure used for multiple languages.

Since the sound fields in long and regularly shaped en-
closures are rather different,6–8 it is useful to compare the
speech intelligibility between the corridor and the seminar
room. From Figs. 2, 3, and 4 it can be seen that for a rela-
tively high STI there is no systematic difference between the
two enclosures, whereas for a relatively low STI, the word or
sentence intelligibility in the seminar room is noticeably
lower than that in the corridor. This difference is likely to be
due to the difference of sound field between the two enclo-
sures. For example, in the corridor the noise was mainly
from one direction and thus, could be less disturbing than
that in a more diffuse field like the seminar room.

Generally speaking, in the corridor the STI is highly
correlated to the articulation scores as well as to the subjec-
tive rating, although these relationships are not necessarily
the same as that of regularly shaped enclosures like the semi-
nar room. For example, the correlation coefficient between
the STI and word intelligibility is 0.97 for English and 0.96
for Mandarin. This means the STI, which has been proved to
be effective for regularly shaped enclosures,4 is also useful
for long enclosures.

It is interesting to note that for a given STI in the corri-
dor, for both languages, with two loudspeakers the word or
sentence intelligibility is slightly higher than that with a
single loudspeaker. This can be seen by comparing Case C3
with the other two cases in Figs. 2, 3, and 4. The difference
is about 3%–5% in word intelligibility and 1%–4% in sen-
tence intelligibility. A t test shows that these differences are
significant~word intelligibility, p,0.001; sentence intelligi-
bility, p,0.01!. This appears to indicate that the intelligibil-
ity of sound arriving from two widely separated directions is
better than that of sound from one direction.

III. DISCUSSION

It should be noted that for a PA system used for multiple
languages the signal level could vary for different languages.
For example, since in Mandarin the dynamic range of SPL is
less than that in English, the power amplifier output for Man-
darin could be higher than that for English. Consequently,
for a given ambient noise, the above mentioned differences
in intelligibility between English and Mandarin could be di-
minished.

The research accomplished to date suggests many pos-
sibilities for further work. First, since the tests are based on a
limited EDT range, 0.6–1.3 s, it would be useful to investi-
gate the differences between the two languages with a
greater EDT range. Second, the effect of the spectrum and

direction of ambient noise should be further investigated. It
is possible that, for a given S/N ratio, the differences in in-
telligibility between the two languages are dependent on the
spectrum of the ambient noise. Also, in the corridor, if the
ambient noise is from more than one direction rather than
from the direction of one end wall, the differences between
the corridor and the seminar room might be diminished.
Third, since the results of sentence intelligibility relate to
specific test materials, it might be useful to develop PB sen-
tences for a more general comparison between the two lan-
guages. Finally, given the differences in speech intelligibility
between one and two loudspeakers in the corridor, it would
be interesting to investigate the effect of more loudspeakers.

IV. CONCLUSIONS

To compare speech intelligibility between English and
Chinese, a series of articulation tests has been carried out in
a long corridor and a regularly shaped~i.e., quasi-cubic!
seminar room, using loudspeaker sources. The results sug-
gest that in terms of speech intelligibility, Mandarin is
slightly better than English under reverberant conditions, and
English is considerably better than Mandarin under noisy
conditions. Consequently, for an enclosure which is used for
both English and Mandarin, the difference in intelligibility
between them should be considered in the acoustic design.
For example, in underground stations, where speech intelli-
gibility is significantly affected by the background noise, a
higher STI may be required if Mandarin is included. Con-
versely, the differences in subjective rating between the two
languages appear to be unnoticeable. This should also be
taken into account in the acoustic design. The discussion
suggests that further investigations considering more general
cases are still necessary.
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Transient wave response of a cymbal using double-pulsed TV
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Using an electronic system for pulsed TV holography with a double-pulsed ruby laser, transient
wave propagation during intervals from 30 to 480ms after impact is recorded. The first observable
bending waves, having wavelengths of about 5 mm, propagate at about 1700 m/s, and reach the edge
of the cymbal in about 60ms. These are quickly followed by waves of longer wavelength which
scatter at the outer edge of the cymbal and also the central dome and result in standing waves. A
phase unwrapping procedure is used to obtain a three-dimensional map of the wave field.
Holographic film recordings similarly show scattering of transient bending waves at the central
dome. © 1998 Acoustical Society of America.@S0001-4966~98!01802-5#

PACS numbers: 43.75.Kk@WJS#

INTRODUCTION

At least three prominent features have been observed in
the sound of a cymbal: the strike sound that results from
rapid wave propagation during the first millisecond, the
buildup of strong peaks around 700–1000 Hz in the sound
spectrum during the 10 or 20 ms, and the strong aftersound
in the range of 3–5 kHz that dominates the sound a second
or so after striking and gives the cymbal its ‘‘shimmer’’
~Rossing and Shepherd, 1983!. The aftersound has been at-
tributed to chaotic behavior taking place at large amplitude
which provides a mechanism for the conversion of low-
frequency energy to a rich assortment of modes of much
higher frequency~Fletcher, 1993!.

In this letter, we report the results of using pulsed TV
holography to observe the propagation of bending waves
during the first 0.3 ms after an impulsive excitation of a
Zildjian thin crash cymbal having a diameter of 41 cm. In-
terferograms were recorded electronically.

I. EXPERIMENTAL METHOD AND RESULTS

The newly developed all-electronic system for pulsed
TV holography, which allows quantitative evaluation of in-
terferograms, is described elsewhere~Schedinet al., 1996!.
Two subsequent holographic images are recorded by a CCD
camera whose output can be captured on a personal com-
puter by means of a frame grabber. The optical phase change
between the two images is computed at each pixel by a
Fourier-transform method. Speckle averaging over the com-
puted phase map is made possible by recording images si-
multaneously through three 1-mm-diameter apertures.

Two pulses from a ruby laser were separated by times
ranging from 30 to 480ms. Impulses were applied at the
edge of the cymbal or 10 cm from the edge by focusing a
portion of the first laser pulse on a piece of gel~mostly
water! applied to the surface of the cymbal. Rapid evapora-

tion of the water by the laser beam resulted in a local im-
pulse of about 1023 N s ~Fällström et al., 1996!.

Figure 1 shows a series of phase maps for pulse separa-
tions of 30–240ms when the cymbal is pulsed 10 cm~about
half the radius! from the edge of the cymbal. The field of
view is 20315 cm. An increase from dark to bright indicates
an out-of-plane displacement in the direction of the impact
~out of the paper!. The first observable bending waves, hav-
ing wavelengths of about 5 mm, propagate rapidly out from
the impact point and reach the edge of the cymbal in about
60 ms, as seen in Fig. 1~a! and~b!. Thus their phase speed is
about 1700 m/s and their frequency is about 340 kHz, but
they carry much less energy than the longer wavelengths
which follow. These longer waves can be seen to reflect at
the outer edge of the cymbal~at the right-hand side! and also
at the central dome~near the left-hand side! in Fig. 1 ~c and
following!. The reflected waves interfere with the incident
waves@Fig. 1~d!–~f!#, resulting in complex vibration patterns
which eventually will give rise to normal modes of vibration.

In the phase maps in Fig. 1, optical fringes near the
impact are very closely spaced and difficult to resolve. Also,
discontinuities appear in the images when phase changes of
more than1p or less than2p occur. To eliminate these, a
phase unwrapping procedure can be applied~Cusaket al.,
1995!. The three-dimensional amplitude map in Fig. 2 was
obtained from Fig. 1~f! by using such unwrapping proce-
dures.

To observe the scattering of waves by discontinuities,
two masses of 6 grams and diameters of 12.8 mm each were
attached to opposite sides of the cymbal 10 cm away from
the impact point~directly below it in the field of view in Fig.
3!. Waves were scattered from the masses, as shown in Fig.
3~a!–~c!, which can be compared to the same time intervals
in Fig. 1~c!–~e!. The position of the masses is marked in Fig.
3~a!–~c!.

Figure 4~a! and ~b! shows interferograms reconstructed
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FIG. 1. Phase maps showing wave propagation outward from a point 10 cm from the edge of a 41-cm-diameter Zildjian cymbal. Time after impact:~a! 30
ms; ~b! 60 ms; ~c! 120 ms; ~d! 180 ms; ~e! 240 ms; ~f! 300 ms.
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from holographic film recordings, when the impulse is ap-
plied about a millimeter from the edge of the cymbal. Less
wave reflection now occurs at the edge of the cymbal, and
significant wave interference does not occur until the waves
scatter off the central dome. Thus the normal modes do not
develop until later. High-frequency waves are apparent along
the edge, with enlarged amplitudes compared to the waves
propagating toward the center of the cymbal.

II. DISCUSSION OF THE RESULTS

Percussionists strike cymbals in many different ways.
Two commonly used strike points are at the edge of the
cymbal and about half a radius away from the center, so
these are the points at which the impulses were applied in
these experiments. Impacting the cymbal with the laser beam
provides a very short impulse, but is not convenient to vary
the amplitude over a wide range.

Understanding the initial transient in cymbal sound is
important for the cymbal maker, the player, and for compos-
ers of electronic music who wish to synthesize cymbal
sounds electronically. The onset of cymbal sound is thought
to be strongly influenced by wave reflections at the edge, at
the central dome or cup, and by the shallow concentric
grooves and indentations on the surface.

Wave reflections at the central dome are quite apparent
in many of the interferograms, as are reflections at the edge.
The waves of very short wavelength~having ultrasonic fre-
quencies! do not appear to be reflected nearly so much as the
waves with longer wavelength that arrive later. The two
masses attached to the cymbal produce a substantial diffrac-
tion effect, giving a decrease in amplitude behind the masses.
This effect is more pronounced for longer times when waves
of larger amplitudes have reached the masses.~These masses
are much larger in size than the grooves on the surface.!

III. CONCLUSIONS

Double-pulsed TV holography provides a convenient
and accurate method for studying the initial transient behav-
ior of percussion musical instruments, such as a cymbal. The
newly developed electronic system is particularly convenient

and rapid, and it allow quantitative evaluation of the inter-
ferograms. Bending waves of steadily increasing wavelength
propagate outward from the point of impact, reflect at edges
and discontinuities, and eventually lead to standing wave
patterns that form the normal modes of vibration.

FIG. 2. Three-dimensional amplitude map derived from Fig. 1~f! by phase
unwrapping.

FIG. 3. Phase maps showing wave propagation, as in Fig. 1, but with a pair
of 6-gram masses added 10 cm from the impact point~directly below it as
seen in these phase maps!. Time after impact:~a! 120 ms; ~b! 180 ms; ~c!
240 ms.
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FIG. 4. Interferograms showing wave propagation from an impulse point about 1 mm from the edge of the cymbal. Time after impact:~a! 180 ms; ~b! 300
ms.
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vowel target frequencies~essentially anF2-prime vowel!
cannot be expected to exactly matchF2 vowels from our
speakers~Bladon and Lindblom, 1981!, the correspondence
between perception results and acoustic data are quite rea-
sonable. The labial consonant identifications closely parallel
the acoustic data. The ‘‘d’’ identifications also agree reason-
ably well with the superimposed locus equation data. The
‘‘g’’ results are noticeably weaker as areas of ‘‘g’’ percep-
tion predominate atF2 onsets.2250 Hz, and little acoustic
F2 onset data falls in this region. Conversion of the Sussman
et al. acoustic data toF2 prime values would increase the
degree of correspondence to the Libermanet al. perceptual
data in the upper-right quadrant of these figures, i.e., for /g/
in front vowel contexts.

A more recent perceptual test of locus equation param-
eters,F2 onset andF2 vowel, as cues for stop consonant
place perception was performed by Eek and Meister~1995!.
Using Estonian CVV syllables beginning with voiceless un-
aspirated stops /p,t,k/ followed by nine long vowels, tokens
from one speaker were used as stimuli for identification by
13 listeners. TheF2 onsets ‘‘without noise components of

the transitional part of the burst’’ were varied and presented
to listeners for identification. In agreement with the Liber-
manet al. ~1954! study, all risingF2 transitions were heard
as ‘‘p,’’ while falling transitions were heard as ‘‘t’’ in back
vowel contexts and ‘‘k’’ in front vowel contexts. Missing
from the identification responses were alveolar ‘‘t’’ in front
vowel contexts and velar ‘‘k’’ in back vowel contexts. The
authors concluded that the best perceptual performance
~75%–100%! resulted when the strongest peak of the burst
was combined with a measure ofF2 vowel-prime ~rather
than theF2 onset–F2 vowel parameters!.

The research to be reported below was an attempt to
replicate the results of Libermanet al. ~1954!, employing
more realistic five-formant stimuli and an expanded vowel
space. Also, advantage was taken of the presence of theF3
by independently manipulating it~three levels ofF3 are
employed—one level appropriate for@b#, one for @d#, and
one for@g#!. Correspondence of burstless CV stimulus iden-
tifications to acoustic locus equation data was evaluated to
test the perceptual relevance of locus equation acoustic vari-
ables to stop place perception.

FIG. 1. Identification surfaces for ‘‘b,d,g’’ across seven vowel contexts. Data~F2 vowel, F2 onset, identification frequencies! transformed from Liberman
et al. ~1954! and displayed in locus equation coordinate space. Overlaid acoustic data from production~white circles! based on data from five male speakers
taken from Sussmanet al. ~1991!.
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bursts versus formant transitions for /b,d,g/ recognition was
assayed. Referring, for example, to Dormanet al.’s Figure 4,
it can be seen that the burst carries significant cue value for
/d/ recognition in some front vowel contexts, but not back
vowel contexts. Conversely, the burst is most valuable for /g/
recognition in back vowel contexts. Combining these obser-
vations with the patterns described by the dominance hierar-
chy hypothesis, one could simply conclude that the burst
carries most weight in those situations in which theF2 vo-
calic transitional cue is not really distinctive—‘‘b’’ versus
‘‘d’’ in front vowel contexts and ‘‘d’’ versus ‘‘g’’ in back
vowel contexts—cueing the alternative disfavored in the
dominance hierarchy.

The dominance hierarchy hypothesis should be viewed
as relative to stimulus properties, particularly the burstless-
ness of the current stimuli. The hypothesis describes the pat-
tern of consonant identifications prevailing in nondistinctive
F2 onset–F2 vowel situations when the decisive burst cue is
a null. Apparently, in such cases, the stop place with the less
prominent burst in natural speech prevails. Probably, if the
burst is not null, it can override the default identifications
described by the dominance hierarchy. Referring again to
Fig. 6, a reversal of dominance relations could be envisioned
as switching the position of the clouds, now the ‘‘d’’ cloud
obscuring ‘‘b’’ rather than ‘‘b’’ obscuring ‘‘d,’’ for example.
The dominance relation based onF2 onset–F2 vowel is
b.d in front vowel contexts, but appropriate burst informa-
tion should be able to override this, favoring d.b, and like-
wise, the dominance relation based onF2 onset–F2 vowel
is d.g in back vowel contexts, but appropriate burst infor-
mation should be able to override this, favoring g.d ~cf.
Walley and Carrell, 1983!. Varying VOT or further manipu-
lating F3 transition parameters might also produce domi-
nance instabilities or reversals.

Actually, for the @b#–@d# overlap region of front vowel
space, the reversal of dominance relations has already been
observed. Although the subject-pooled data shows ‘‘b’’
dominating over ‘‘d,’’ at least two of the subjects clearly
show the reverse relation, d.b. Despite this between-subject
variability, the authors are encouraged to suppose that b.d
is the prevailing dominance pattern at the group level be-
cause group data from the current experiment, Liberman
et al. ~1954!, and Eek and Meister~1995! all show a domi-
nance of ‘‘b’’ over ‘‘d’’ perception in front vowel space.

The between-subject variation noted above is one indi-
cation that the dominance of ‘‘b’’ over ‘‘d’’ in front vowel
space is not as robust as the dominance of ‘‘d’’ over ‘‘g’’
perception observed in back vowel space~the latter domi-
nance relationship showed no between-subject variation!.
The comparative instability of the b.d relation can also be
discerned in the statistical comparisons to be discussed in the
next section.

B. Chi square analysis

Significant differences between expected frequencies
based on the local densities of acoustic tokens and the ob-
served identification frequencies were found in the areas of
overlap between stop consonants~Table IV!. This result re-
inforces the conclusions previously discussed, namely that
there is a dominance hierarchy in effect for the stimuli of
these experiments, such that one consonant is perceived in
preference to another one overlapping it in locus equation
acoustic space. In contrast, regions with no overlap among
stops show either exact or fairly close agreement between the
expected and observed identification frequencies, although
this was not always amenable to statistical test due to there
sometimes being no degrees of freedom. Inspection of Table
IV also indicates that the most consistent dominance effect
~i.e., divergence of observed from expected frequencies! is in
back vowel space in the region of@d# and@g# overlap~where
d.g!, while the dominance of b.d perception in front vowel
space is considerably weaker, indeed at several points absent
~the nonsignificant values!.

One unanticipated insight afforded by the chi square
analysis concerns an apparent contrast in the mode of domi-
nance in the back vowel region versus the front vowel re-
gion. The pattern in back vowel space at higher levels ofF2
onset is very commonly that ‘‘d’’ perceptions are more fre-
quent than would be expected on the basis of the local den-
sity of @d# tokens, and there are as well a significant number
of @d# tokens in the region, leading to a very strong domi-
nance of ‘‘d’’ perception overall. A somewhat different pat-
tern often occurs among the front vowels at lower levels of
F2 onset. Here again ‘‘d’’ perceptions are often more fre-
quent than would be expected on the basis of the local den-
sity of @d# tokens, i.e., they carry relative perceptual weight,
but there are comparatively few@d# tokens in the area and an
overwhelming number of@b# tokens. Thus, the somewhat
weak and unstable dominance of ‘‘b’’ perception over ‘‘d’’
perception in the front vowel region might be viewed as due
in part to an opposing interaction between the greater per-
ceptual weight of@d# tokens and the far greater density of@b#
tokens, while the comparatively strong, stable dominance of

FIG. 6. Schematic of the perceptual dominance hierarchy hypothesis show-
ing b.d in front vowel contexts and d.g in back vowel contexts and two
regions of no competition—@b# in back vowel contexts and@g# in front
vowel contexts.

1223 1223J. Acoust. Soc. Am., Vol. 103, No. 2, February 1998 D. Fruchter and H. M. Sussman: Errata



‘‘d’’ perception over ‘‘g’’ perception in the back vowel re-
gion could be ascribed to the perceptual weight of@d# rein-
forced by its considerable density in that region.

C. Conclusion

In summary, there is ample evidence thatF2 onset and
F2 vowel, in combination, are significant cues for the per-
ception of stop consonant place of articulation. These com-
ponents of the speech signal are likely to be mapped together
and extracted as a feature, which we have termed the vowel-
normalized F2 transition, during speech perception. Of
course, theF2 transition has long been considered an impor-
tant cue for stop consonant place, but we are now consider-
ing a particular parametrization/coding of theF2 transition:
in terms of its endpoints. The form of the postulated feature-
extracting map could be a topographic representation of lo-
cus equation acoustic space~F2 vowel3F2 onset!.

A coherent pattern of integration of theF2 transition
with two other sets of cues, the burst andF3, can be noted.
In the previous discussion of the pattern of tradeoffs between
F2 transition cues and burst cues, as described by Dorman
et al. ~1977!, it was concluded that the burst carries most
weight in those situations in which theF2 vocalic transi-
tional cues are not really distinctive—‘‘b’’ versus ‘‘d’’ in
front vowel contexts and ‘‘d’’ versus ‘‘g’’ in back vowel
contexts—cueing the alternative disfavored in the postulated
dominance hierarchy. The pattern ofF3 effects in this ex-
periment, as was summarized in Table III, is somewhat par-
allel to this view of the pattern of burst effects. As with the
burst,F3 carries most weight in those situations in which the
F2 vocalic transitional cues are not really distinctive. There
is a lack ofF3 effects in those regions in which there is a
lack of overlap between the different stop places of articula-
tion ~back vowel@b# and front vowel@g#!, while there are
tradeoff effects between the overlapping stops in the region
of their overlap~@d# and@g# in back vowel space,@b# and@d#
in front vowel space!. These tradeoffs are in the natural di-
rections, with g-likeF3 elevating ‘‘g’’ versus ‘‘d’’ identifi-
cations, and b-likeF3 elevating ‘‘b’’ versus ‘‘d’’ identifica-
tions. Thus, it seems that one key to understanding the
patterns of both burst andF3 effects on stop place percep-
tion is to view them in relation to the pattern of locus equa-
tion data. The way in which burst perceptual weight andF3
perceptual weight both correlate with the overlap versus dis-
tinctiveness of locus equation acoustic data argues strongly
for a locus equation interpretation ofF2 transitional cues.

As a closing note it is interesting that computational
studies exploring properties of time-delayed neural networks
also provide indirect support forF2 onset–F2 vowel play-
ing an important role in stop place perception. When neural
networks are fed sampled consonant–vowel waveforms from
natural speech and instructed to classify phonetic categories
by place of articulation the most effective cues for this task
were reported to beF2 onset andF2 vowel frequencies
~Waibel et al., 1989!.
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Transverse vibrations of circular, annular
plates with a free inner boundary [43.40.Dx]

Daniel Vega, Sergio A. Vera, and Miguel D. Sa ´nchez
Physics Department, Universidad Nacional del Sur, 8000-Bahia
Blanca, Argentina

Patricio A. A. Laura
Institute of Applied Mechanics (CONICET) and Department of
Engineering, Universidad Nacional del Sur, 8000-Bahia Blanca,
Argentina

The lower natural frequencies of normal modes of transverse vibration of
circular annular plates with a free inner edge while the outer boundary is
either simply supported or clamped are determined. It is hoped that present
results will be useful to mechanical designers since the eigenvalues already
available in the technical literature are rather inaccurate in some instances.
© 1998 Acoustical Society of America.

INTRODUCTION

As stated by Leissa and Narita:1 ‘‘the free vibrations of circular plates
have been of practical and academic interest for at least a century and a
half.’’

Even when dealing with classical plate theory one encounters a certain
degree of mathematical and numerical difficulties since the analytical deter-
mination of natural frequencies requires the solution of transcendental func-
tions, the eigenvalues being contained in the arguments of Bessel functions.
In general, Poisson’s ratio appears explicitly in the transcendental equations.
The fact that even a fundamental case—the simply supported, solid circular
plate—was very accurately solved in the early eighties1 illustrates the diffi-
culty of the situation and the lack of accurate results.

The situation is certainly more critical when one considers annular,
circular plates, especially when one or both boundaries are free since the
Kirchhoff–Kelvin conditions must be satisfied. A practical example will
give a clear idea of the lack of accurate results.

It has been shown2 that, in order to determine the fundamental fre-
quency of vibration of annular transducer elements of nonuniform thickness
and free inner boundary, one can approximate the displacement amplitude
W(r ) by means of

W'Wa5A1~ar g1br 211!, ~1!

where a, b are coefficients obtained by substituting~1! in the governing
boundary conditions at the outer edge3 and g is Rayleigh’s optimization
parameter.4

Substituting ~1! in the energy functional, evaluating it between
the inner and outer radii of the plate, and minimizing the functional with
respect to A1 one obtains the fundamental frequency coefficientV
5Arh/D v1 a2, wherer is the density of the plate material,h is the thick-
ness;D is the flexural rigidity,a is the outer radius, andv1 is the funda-
mental circular frequency.

Since

V15V1~g! ~2!

by requiring

dV1

dg
50 ~3!

one obtains an optimized value ofV1 .
In general good engineering agreement was obtained with results

available in the literature in the case of plates of uniform thickness5 but in

some cases the difference was rather large, i.e., when the plates is clamped
at the outer edge one has5 for b/a50.8 andv51/3, V1585.32 while the
one-term approximation~1! coupled with the variational approach yields
V1592.88. On the other hand a two-term approximation givesV1592.86.

In other situations, using the optimized version of the Rayleigh–Ritz
method previously described, one obtains eigenvalues slightly lower than
the ‘‘exact’’ results quoted in Leissa’s classical treatise.2,5 Clearly the ap-
proximate eigenvalues should constitute upper bounds with respect to the
exact values.

In view of these discrepancies it was decided to calculate the lower
eigenvalues using the exact solution and the very convenient Maple V com-
puter system6 to generate the frequency coefficient and to obtain the lower
eigenvalues.

I. EXACT SOLUTION OF VIBRATING, CIRCULAR PLATES

The general solution of the classical plate vibrations problem is, in
polar coordinates,5

W~r ,u!5(
n50

`

@AnJn~kr !1BnYn~kr !1CnI n~kr !1DnKn~kr !#cosnu

1(
n51

`

@An* Jn~kr !1Bn* Yn~kr !1Cn* I n~kr !

1Dn* Kn~kr !# sin nu, ~4!

FIG. 1. Vibrating structural systems under study.
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wherek25Arh/Dv. In order to determine the natural frequencies, it suf-
fices to consider either the~cosnu! or the ~sinnu! component of~4!.

The boundary conditions atr 5a are ~Fig. 1!:

simply supported edge:

Mr~a,u!52D F]2W

]r 2 1n S 1

r

]W

]r
1

1

r 2

]2W

]u2 D GU
r 5a

50; ~5!

clamped edge:

W~a,u!5
]W

]r
~a,u!50.

On the other hand, the boundary conditions atr 5b are5

Mr~b,u!52D F]2W

]r 2 1
m

r S ]W

]r
1

1

r 2

]2W

]u2 D GU
r 5b

50,

~6!

Vr~b,u!5Qr1
1

r

]Mrt

]u U
r 5b

52DF ]

]r
“

2W1
1

r
~12v !

1

r

]

]u S 1

r

]W

]u D GU
r 5b

50.

II. NUMERICAL RESULTS

SubstitutingW~r ,u! in the governing boundary conditions and imple-
menting the resulting determinantal equation one obtains implementing the
algorithmic procedure in the Maple V system,6 the desired eigenvalues
Vns5Arh/D vnsa

2 as a function ofb/a. The subscript ‘‘n’’ denotes the
number of nodal diameters while ‘‘s’’ denotes the number of nodal circles.

Table I depicts the values ofVn0 for the case where the plate is simply
supported at the outer boundary, form50.3 and 1/3 while Table II contains
values ofVn0 when the plate is clamped atr 5a, for the same values of
Poisson’s ratio.

For the clamped, outer boundary situation andb/a50.8 one obtains,
from Table II, V00592.8154 forn51/3 which is in very good agreement

with the eigenvalue determined by means of the optimized Rayleigh–Ritz
method, previously quoted~92.88 and 92.86!.

When the outer boundary is simply supported, one has forb/a50.9
and n51/3, V00517.5107 while the approximate, variational approach7

yields 17.51. The eigenvalue available in the literature5 is 17.81.
The agreement between the results presented in Tables I and II and

those determined by Avaloset al.2 is remarkably good forb/a>0.3. Appar-
ently numerical instabilities arise for smaller values ofb/a when applying
the optimized Rayleigh–Ritz method coupled with polynomial
approximations.2
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TABLE I. Frequency coefficientsV5Arh/Dva2 for circular annular plates simply supported at the outer edge and free at inside boundary forn50.3 and 1/3;
n50, 1, and 2 for several values ofb/a.

n50.3
b/a 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

n50 4.9351 4.8532 4.7177 4.6640 4.7640 5.0768 5.7107 6.9309 9.5554 17.7087
n51 13.8981 13.8720 13.5686 12.8159 12.0070 11.6073 11.9055 13.3109 17.0869 29.7688
n52 25.6132 25.3944 24.8653 24.1159 23.1484 22.3565 22.4424 24.3292 30.2418 51.1797

n51/3
n50 4.9838 4.8903 4.7327 4.6593 4.7437 5.0432 5.6630 6.8644 9.4550 17.5107
n51 13.9397 13.9114 13.5831 12.7726 11.9066 11.4654 11.7282 13.0889 16.7814 29.2131
n52 25.6525 25.4455 24.9352 24.1618 23.0978 22.1809 22.1517 23.9208 29.6532 50.0928

TABLE II. Frequency coefficientsV5Arh/Dva2 for circular annular plates clamped at the outer edge and free at inside boundary forn50.3 and 1/3;n50,
1, and 2 for several values ofb/a.

n50.3
b/a 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

n50 10.2158 10.1592 10.4080 11.4237 13.6027 17.7145 25.6742 43.1422 93.0351 360.3503
n51 21.2603 21.1945 20.5507 19.5403 19.5942 22.0145 28.7388 45.3322 94.6139 361.5023
n52 34.8770 34.5353 33.7352 32.5939 31.5346 32.1155 36.8483 51.5852 99.2928 364.9555

n51/3
n50 10.2158 10.1348 10.3470 11.3379 13.5004 17.5979 25.5402 42.9800 92.8154 352.9534
n51 21.2603 21.1893 20.4919 19.3923 19.3892 21.7852 28.4987 45.0776 94.3167 361.0416
n52 34.8770 34.5541 33.7731 32.5593 31.3383 31.7757 36.4202 51.1106 98.7809 364.3064
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Loudness in relation to the autocorrelation function of sound
signals in a room [43.55.Hy, 43.66.Cb]—I. Gde Nyoman Merthayasa,
Graduate School of Science and Technology, Kobe University, Kobe,
Japan, March 1996 (Ph.D.).The loudness is described in relation to the
effective duration of the autocorrelation function~ACF! of sound signals.
The main results are as follows:~1! The effective duration,te ~defined as
the ten percentile delay!, of ACF of the sound signals in a room is deeply
related to the temporal structure of the reflections and the subsequent rever-
beration time.~2! The loudness in terms of the scale value for a bandpass
noise signal with longerte is higher than that of the signal with a shorterte .
~3! When a sharp filter with more than 1000 dB/oct is used in producing
bandpass noise, then loudness within the ‘‘critical band’’ is not constant in
contradiction with the previous theory.~4! The loudness of sound is in-
creased with increasing reverberation time.~5! The loudness is independent
of the magnitude of the interaural crosscorrelation~IACC!.

Thesis advisor: Yoichi Ando.

Copies of this thesis may be obtained from I Gde Nyoman Merthayasa,
Dept. of Engineering Physics, FTI, Institute of Technology Bandung, Jalan
Ganesha No. 10, Bandung 40132, Indonesia.

Effects of fluctuation in sound transmission on objective sound
fields and subjective evaluations [43.55.Br, 43.55.Hy]—Yasutaka
Ueda,Graduate School of Science and Technology, Kobe University, Kobe,
Japan, September 1997 (Ph.D.).This study is focused on sound-pressure-
level ~SPL! fluctuation that was caused by air conditioning in the gymna-
sium and the relationship between this fluctuation and subjective evaluation.
From the results of physical examinations, it is found that significant fluc-
tuations in SPL are observed on sound transmission at high frequencies. The
cumulative distribution of the mean-squared amplitude, which was mea-
sured in the gymnasium, fits the Nakagami–Rise distribution. The distribu-
tion of mean-squared amplitude simulated by the upper impulse response
model also fits the Nakagami–Rise distribution. It is confirmed that the
mechanism of the fluctuation can be represented by the impulse response in

which the delay time of reflection sound varies with time. From the results
of psychological experiments, it is found that sound fluctuation contributes
to increase the subjective preference in the case of fast-tempo music which
has a short effective duration of autocorrelation function~ACF!, te . For
such a sound stimulus withte543 ms, it is found that the most preferred
sound field can be obtained when the modulation interval is about 13.0 ms.
Other findings are summarized.
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Analyses of cortical continuous brain waves in relation to
subjective preference of physical environments [43.64.Qh,
43.55.Hy]—Chiung Yao Chen, Graduate School of Science and
Technology, Kobe University, Kobe, Japan, September 1997 (Ph.D.).The
aim of this study is to give an integrative approach to a relationship between
the subjective preference and the effective duration (te) of the autocorrela-
tion function~ACF! in thea-wave range of cortical continuous brain waves
~CBW! with respect to the simulated changings of the temporal factors for
sound fields and a visual field. Typical findings are as follows:~1! The te

values of the ACFa-wave range of CBW are prolonged as the scale values
of subjective preference increased in each physical factor changed for the
sound fields.~2! Cerebral asymmetries lead to a theory of lateral domination
of the human brain on specialized physical informations of the sound fields.
There are four independent factors which process the temporal and spatial
characteristics of sound field. And it is found that thete values of the ACF
a-wave range of CBW are significantly prolonged in the left hemisphere in
the case where the temporal factors varied~initial time delay of single re-
flection Dt1 ; subsequent reverberation timeTsub), and in the right hemi-
sphere in the case of the spatial factor~ACC!. ~3! According to individual
difference, the ratios of thete values of the ACFa-wave range of CBW
correlate well with the differences of subjective preference in the left hemi-
sphere.~4! Finally, they are successfully applied to basic temporal cogni-
tions, for visual tempo as well as auditory tempo.~5! The te value of the
ACF a-wave range of CBW is confirmed as an efficient- and consistent-
objective parameter to observe the subjective preference of both auditory
and visual perceptions.
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